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Foreword

The present volume is an outcome, in the form of proceedings, of the 2nd International
Conference on Advanced Computing, Networking and Informatics, St. Thomas’ Col-
lege of Engineering and Technology, Kolkata, India, June 24–26, 2014. As the name
of the conference implies, the articles included herein cover a wide span of disciplines
ranging, say, from pattern recognition, machine learning, image processing, data min-
ing and knowledge discovery, soft computing, distributed computing, cloud computing,
parallel and distributed networks, optical communication, wireless sensor networks,
routing protocol and architecture to data privacy preserving, cryptology and data secu-
rity, and internet computing. Each discipline, itself, has its own challenging problems
and issues. Some of them are relatively more matured and advanced in theories with
several proven application domains, while others fall in recent thrust areas. Interest-
ingly, there are several articles, as expected, on symbiotic integration of more than
one discipline, e.g., in designing intelligent networking and computing systems such
as forest fire detection using wireless sensor network, minimizing call routing cost with
assigned cell in wireless network, network intrusion detection system, determining load
balancing strategy in cloud computing, and side lobe reduction and beam-width control,
where the significance of pattern recognition, evolutionary strategy and soft computing
has been demonstrated. This kind of interdisciplinary research is likely to grow signifi-
cantly, and has strong promise in solving real life challenging problems.

The proceedings are logically split in two homogeneous volumes, namely, Advanced
Computing and Informatics (vol. 1) and Wireless Networks and Security (vol. 2) with
81 and 67 articles respectively. The volumes fairly represent a state-of-the art of the
research mostly being carried out in India in these domains, and are valued-additions to
the current era of computing and knowledge mining.



VI Foreword

The conference committee, editors, and the publisher deserve congratulations for
organizing the event (ICACNI-2014) which is very timely, and bringing out the archival
volumes nicely as its output.

Kolkata, April 2014 Sankar K. Pal
Distinguished Scientist and former Director

Indian Statistical Institute



Message from the Honorary General Chair

It gives me great pleasure to introduce the International Conference on Advanced Com-
puting, Networking and Informatics (ICACNI 2014) which will be held at St. Thomas’
College of Engineering and Technology, Kolkata during June 24–26, 2014. ICACNI is
just going to cross its second year, and during this small interval of time it has attracted
a large audience. The conference received over 650 submissions of which only 148 pa-
pers have been accepted for presentation. I am glad to note that ICACNI involved top
researchers from 26 different countries as advisory board members, program committee
members and reviewers. It also received papers from 10 different countries.

ICACNI offers an interesting forum for researchers of three apparently diverse dis-
ciplines: Advanced Computing, Networking and Informatics, and attempts to focus on
engineering applications, covering security, cognitive radio, human-computer interfac-
ing among many others that greatly rely on these cross-disciplinary research outcomes.
The accepted papers are categorized into two volumes, of which volume 1 includes
all papers on advanced computing and informatics, while volume 2 includes accepted
papers on wireless network and security. The volumes will be published by Springer-
Verlag.

The conference includes plenary lecture, key-note address and four invited sessions
by eminent scientists from top Indian and foreign research/academic institutes. The
lectures by these eminent scientists will provide an ideal platform for dissemination
of knowledge among researchers, students and practitioners. I take this opportunity
to thank all the participants, including the keynote, plenary and invited speakers, re-
viewers, and the members of different committees in making the event a grand success.



VIII Message from the Honorary General Chair

Thanks are also due to the various Universities/Institutes for their active support towards
this endeavor, and lastly Springer-Verlag for publishing the proceedings under their
prestigious Smart Innovation, Systems and Technologies (SIST) series.

Wish the participants an enjoyable and productive stay in Kolkata.

Kolkata, April 2014 Dwijesh Dutta Majumder
Honorary General Chair

ICACNI -2014



Preface

The twenty first century has witnessed a paradigm shift in three major disciplines of
knowledge: 1) Advanced/Innovative computing ii) Networking and wireless Commu-
nications and iii) informatics. While the first two are complete in themselves by their
titles, the last one covers several sub-disciplines involving geo-, bio-, medical and cog-
nitive informatics among many others. Apparently, the above three disciplines of knowl-
edge are complementary and mutually exclusive but their convergence is observed in
many real world applications, encompassing cyber-security, internet banking, health-
care, sensor networks, cognitive radio, pervasive computing and many others.

The International Conference on Advanced Computing, Networking and Informat-
ics (ICACNI) is aimed at examining the convergence of the above three modern dis-
ciplines through interactions among three groups of people. The first group com-
prises leading international researchers, who have established themselves in one of
the above three thrust areas. The plenary, the keynote lecture and the invited talks are
organized to disseminate the knowledge of these academic experts among young re-
searchers/practitioners of the respective domain. The invited talks are also expected to
inspire young researchers to initiate/orient their research in respective fields. The second
group of people comprises Ph.D./research students, working in the cross-disciplinary
areas, who might be benefited from the first group and at the same time may help cre-
ating interest in the cross-disciplinary research areas among the academic community,
including young teachers and practitioners. Lastly, the group comprising undergradu-
ate and master students would be able to test the feasibility of their research through
feedback of their oral presentations.

ICACNI is just passing its second birthday. Since its inception, it has attracted a wide
audience. This year, for example, the program committee of ICACNI received as many
as 646 papers. The acceptance rate is intentionally kept very low to ensure a quality
publication by Springer. This year, the program committee accepted only 148 papers
from these 646 submitted papers. An accepted paper has essentially received very good
recommendation by at least two experts in the respective field.

To maintain a high standard of ICACNI, researchers from top international research
laboratories/universities have been included in both the advisory committee and the
program committee. The presence of these great personalities has helped the conference



X Preface

to develop its publicity during its infancy and promote it quality through an academic
exchange among top researchers and scientific communities.

The conference includes one plenary session, one keynote address and four invited
speech sessions. It also includes 3 special sessions and 21 general sessions (altogether
24 sessions) with a structure of 4 parallel sessions over 3 days. To maintain good
question-answering sessions and highlight new research results arriving from the ses-
sions, we selected subject experts from specialized domains as session chairs for the
conference. ICACNI also involved several persons to nicely organize registration, take
care of finance, hospitality of the authors/audience and other supports. To have a closer
interaction among the people of the organizing committee, all members of the orga-
nizing committee have been selected from St. Thomas’ College of Engineering and
Technology.

The papers that passed the screening process by at least two reviewers, well-
formatted and nicely organized have been considered for publication in the Smart In-
novations Systems Technology (SIST) series of Springer. The hard copy proceedings
include two volumes, where the first volume is named as Advanced Computing and In-
formatics and the second volume is named as Wireless Networks and Security. The two
volumes together contain 148 papers of around eight pages each (in Springer LNCS
format) and thus the proceedings is expected to have an approximate length of 1184
pages.

The editors gratefully acknowledge the contribution of the authors and the entire pro-
gram committee without whose active support the proceedings could hardly attain the
present standards. They would like to thank the keynote speaker, the plenary speaker,
the invited speakers and also the invited session chairs, the organizing chair along with
the organizing committee and other delegates for extending their support in various
forms to ICACNI-2014. The editors express their deep gratitude to the Honorary Gen-
eral Chair, the General Chair, the Advisory Chair and the Advisory board members for
their help and support to ICACNI-2014. The editors are obliged to Prof. Lakhmi C.
Jain, the academic series editor of the SIST series, Springer and Dr. Thomas Ditzinger,
Senior Editor, Springer, Heidelberg for extending their co-operation in publishing the
proceeding in the prestigious SIST series of Springer. They also like to mention the hard
efforts of Mr. Indranil Dutta of the Machine Intelligence Unit of ISI Kolkata for the ed-
itorial support. The editors also acknowledge the technical support they received from
the students of ISI, Kolkata Jadavpur University and also the faculty of NIT Rourkela
and St. Thomas’ College of Engineering and Technology without which the work could
not be completed in right time. Lastly, the editors thank Dr. Sailesh Mukhopadhyay,
Prof. Gautam Banerjee and Dr. Subir Chowdhury of St. Thomas’ College of Engineer-
ing and Technology for their support all the way long to make this conference a success.

Kolkata Malay Kumar Kundu
April 14, 2014 Durga Prasad Mohapatra

Amit Konar
Aruna Chakraborty
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Abstract. A Cellular Automata (CA) is a computing model of complex System 
using simple rules. In this paper the problem space is divided into number of 
cells and each cell can be constituted of one or several final state. Cells are 
affected by neighbors with the application of simple rule. Cellular Automata are 
highly parallel and discrete dynamical systems, whose behavior is completely 
specified in terms of local relation. In this paper CA is applied to solve a bridge 
traffic control problem. Vehicular travel which demands on the concurrent 
operations and parallel activities is used to control bridge traffic based on 
Cellular Automata technique. 

Keywords: Cellular Automata, Simple Rule, Cell, Bridge Traffic Problem. 

1 Introduction 

Due to the rapid development of our economy and society, more emphasis is required 
on urban traffic research [8]. Within urban traffic research, the formation and 
dispersion of traffic congestion is one of the important aspects. Transportation 
research has the goal to optimize transportation flow of people and goods. As the 
number of road users constantly increases, and resources provided by current 
infrastructures are limited, intelligent control of traffic will become a very important 
issue in the future. Optimal control of traffic lights using sophisticated sensors and 
intelligent optimization algorithms might therefore be very beneficial. Optimization of 
traffic light switching increases road capacity and traffic flow, and can prevent traffic 
congestions. In the recent years there were strong attempts to develop a theoretical 
framework of traffic science among the physics community. Consequentially, a nearly 
completed description of highway traffic, e.g., the “Three Phase Traffic” theory, was 
developed. This describes the different traffic states occurring on highways as well as 
the transitions among them. Also the concepts for modeling vehicular traffic [8], [20] 
are well developed. Most of the models introduced in the recent years are formulated 
using the language of cellular automata [1], [18], [19]. Unfortunately, no comparable 
framework for the description of traffic states in city networks is present. 
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2 Cellular Automata 

A cellular automaton [1] is a decentralized computing model providing an excellent 
platform for performing complex computation with the help of only local information. 
Researchers, scientists and practitioners from different fields have exploited the CA 
paradigm of local information, decentralized control and universal computation for 
modeling different applications [7], [19].CA is an array of sites (cells) where each site 
is in any one of the permissible states. At each discrete time step (clock cycle) the 
evolution of a site value depends on some rule (the combinational logic), which is a 
function of the present state k of its neighbors for a k-neighborhood CA. Cellular 
automata (CA) are a collection of cells such that each adapts one of the finite number 
of states. Single cells change their states by following a local rule that depends on the 
environment of the cell. The environment of a cell is usually taken to be a small 
number of neighboring cells. Fig.1 shows two typical neighborhood [1] options (a) 
Von Neumann Neighborhood (b) Moore Neighborhood. 

 

Fig. 1. (a) Von Neumann Neighborhood (b) Moore Neighborhood of the cell is taken to be the 
cell itself and some or all of the immediately adjacent cells 

Typically, a cellular automaton consists of a graph where each node is in a finite 
state automaton (FSA) or cell. This graph is usually in the form of a two dimensional 
lattice whose cells evolve according to a global update function applied uniformly 
over all the cells. As arguments, this update function takes the cell’s present state and 
the states of the cells in its neighborhood as shown in Fig. 2. 

3 Related Work 

The basic one-dimensional Cellular Automata model for highway traffic flow is based 
on the rules of the Cellular Automata. The highway is divided into number of cells. 
Each cell can either be empty or occupied by one car. If a cell is occupied by a  car 
then it is denoted by 1 or otherwise 0.All cars have the same length of cell. In this 
section we discuss the following CA models [2-10]. 
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Fig. 2. State Transition Depend on Neighborhood State 

3.1 Wolfram’s Rule 184 (CA-184) Model 

In1983, S. Wolfram’s [1], [10] proposed first one dimensional Cellular Automata 
model with binary state. Here rule 184 is used for traffic flow so, it is called 
Wolfram’s rule 184.For the CA-184 model [2] , we have the following two rules:   

 

(R1) Acceleration and Braking  

         vi(t) min{gsi(t-1),1} 

(R2) Vehicle Movement 

         xi(t) xi(t-1) + vi(t) 

 
Rule 1 (R1) is the speed of ith vehicle; this is the current updated configuration of 

cell. Rule 2 (R2) is for the Vehicle Movement. 

3.2 Nagel – Schreckenberg CA Model (NS Model) 

In 1992, NS model [11] was framed based on the4 rules of the CA. The rules are: 
 

1. if (V <  V max) then V = V+1, V is the speed of the car. 

If the present speed is smaller than the desired maximum speed, the vehicle is 
accelerated. 

2. if (V > gap) then V = gap, . 

If present speed id is greater than the gap in the front, set v=gap. 

This rule avoids the collision between vehicles.  

3. if (V > 0) then V = V-1 with Pbreak. 

This rule introduced a random element into the model. 

4. X = X + V. 

The present position on the road is moved forward by V. 

According to these rules the speed and the acceleration/deceleration ratio of 
vehicles are independent of the speed of the other vehicles at any time. 
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3.3 BJH Model 

In 1996, another model developed by Benjamin, Johnson, and Hui (BJH model) [12] 
is similar to the NS model, but with ’slow-to-start’ rule. The slow-to-start rule allows 
a stopped vehicle to move again with this slow-to-start probability 1-Ps. If the vehicle 
doesn’t move, then it tries to move again but this time with the probability Ps. The 
authors used this model to study the effect of junctions on highways, finding that, 
setting a speed limit near junctions on single lane roads can greatly decrease the queue 
length to enter the road. 

3.4 Fukui-Ishibashi CA Model 

In 1996,Fukui and Ishibashi [13] constructed a generalization of prototypical CA-184 
CA model. This model has two different categories: 1). Stochastic Fukui--Ishibashi 
2). Deterministic Fukui—Ishibashi. 

They assume a gradual acceleration of cell per time step and followed the modified 
rule: 
 

(R1): Acceleration and Braking  

vi(t)min{vi(t-1) + 1,gsi(t-1),vmax} 

 
These experimental observations have indicated that there is no difference in global 

system dynamics with respect to either adopting gradual or instantaneous vehicle 
acceleration. 

3.5 The New Time Oriented Cellular Automata (TOCA) 

In 1999, The New Time Oriented Cellular Automata (TOCA)[14] model was framed 
in which the threshold of changing speed is equal to the minimum time headway t. 
Thus the time headway between two vehicles can never be smaller than the threshold 
of changing speed. 

The TOCA rules can be rewritten as: 
 

(1) if (gap > v⋅tH) and (v < vmax) then v = v + 1 with pac  

The speed is increased by 1 with the probability pac if the time headway to the 
vehicle in the front is larger than tH. An average acceleration ratio with the value pac 
is resulted. 

(2) if (v > gap) then v = gap 

(3) if (gap < v⋅tH) and (v > 0) then v = v – 1 with pdc  

The speed is reduced by 1 with the probability pdc if the time headway to the vehicle 
in the front is smaller than tH. An average deceleration ratio with the value pdc is 
resulted. 

(4) x = x + v 
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3.6 GE Hong Xia, DONG Li-yun, LEI Li, DAI Si-Qiang Model 

A modified cellular automata model for traffic flow was proposed by GE Hong Xia, 
DONG Li-yun , LEI Li and DAI Si-Qiang (2003)[15]. In this model a changeable 
security gap is introduced. This model is a modified version of the NS model. 
Discrete random valuesarefrom 0 to Vmax ( Vmax  = 5).  The  rules  of  the  extended  
NS  model are set as follows:  
 

(1)Acceleration:  vnmin(vn +  1,  vmax);  

(2)  Deceleration:  vnmin( vn ,dn
(eff)  )  with  d(vn, dn

(eff) = dn  + max( Vanti  -  
gapSecurity,  0),  denoting  the  effective  gap,  where  Vanti  = min( dn+  1, vn + 1  )  is  the  
anticipated velocity of  the  leading  vehicle  in  the  next  time  step,  gapSecurity  =  
round  (tvn )  is  the  security  gap  while considering the   the  velocity  of  its  
following  car;  

(3)  Randomization:  vnmax (vn -  1,0)  with  the  probability  p  .  

(4)  Update of position:  xnxn  +  vn.  
 

The velocity of vehicles is determined by Steps (1) - (3). Finally, the position of the 
car is shifted in accordance with the calculated velocity in Step (4). r is a parameter 
determined by the simulation. 

3.7 M. Namekawa, F. Ueda, Y. Hioki, Y. Ueda  and A. Satoh Model 

In 2004, M. Namekawa, F. Ueda, Y. Hioki, Y. Ueda and A. Satoh [16] proposed a 
model that improves the NS model.  

The Simulation time per clock is 0.1 seconds and the speed is 5 km/h. Modified 
rule of the proposed mode. 

 

(1) Acceleration: (v+1)*a<=g and v < vmax v=v+1  

(2) slow down: v*a < gv =g/a  

 
The distance between the vehicles that was suitable for speed with value to be 

decided at the minimum distance between the vehicles v*a.  

3.8 Clarridge and Salomaa Model 

In 2009, Clarridge and Salomaa [17] proposed a Modified version of BJH model. 
In this model, the cars’ velocities are adjusted at each time step according to the 

following rules. Recall that d is the distance to the next car, v is the velocity of the 
current car, vnext is the velocity of the next car, pslow is the probability that the slow-
to-start rule is applied, and pfault is the probability that the car slows down randomly. 
We fix vmax =5. 
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1. Slow-to-Start: As in the BJH rule, if v =0and d> 1 then with probability (1 – pslow), 
the car accelerates normally (this step is ignored), and with probability pslow the car 
stays at velocity 0 at this time step (does not move) and accelerates to v =1atthe next 
time step. 

2. Deceleration (when the next car is near): if d<= v and either v<next or v<= 2, then 
the next car is either very close or going at a faster speed, and we prevent a collision 
by setting v ← d− 1, but do not slow down more than is necessary. Otherwise, if d<= 
v, v>= vnext, and v> 2weset v ← min(d−1,v −2) in order to possibly decelerate 
slightly more, since the car ahead is slower or of  the same speed and the velocity of 
the current car is substantial. 

3. Deceleration (when the next car is farther): if v<d<=2v,thenif v>= vnext+4, 
decelerate by 2 (v ← v−2). Otherwise, if vnext+2 <= v<= vnext+3 then decelerate by 
1 (v ← v − 1). 

4. Acceleration: if the speed has not been modified yet by one of rules 1-3 
andv<vmax and d>v +1, then v ← v +1. 

5. Randomization: if v> 0, with probability pfault, velocity decreases by one (v ← v − 
1). 

6. Motion: the car advances v cells. 

 
This model performs an iteration of cars moving on a road in O(L) time , where L 

is the length of the road and a parallel implementation based on the constant time.   

4 Proposed Model for Vehicular Bridge Traffic Control 

It is assumed that the bridge Traffic is caused by cars moving from a dual-lane [21-
25] road to a single-lane road, as shown in Fig. 3, where Lane1 and Lane2 are two 
parallel lanes. These lanes are connected with a bridge lane Bridge at B1. No matter 
what the time step is, only one car can enter the bridge. After passing through the 
bridge, at B2 another lanes are Lane3 and Lane4 (as shown in Fig. 3), these two are 
opposite direction parallels lanes, car can choose Lane 3 and Lane 4 to move to the 
opposite direction.  

 

 

Fig. 3. The model of the Vehicular Bridge Traffic Control System, CF represents cars with 
forward direction at the instance of time (t) and CB Represent cars with Backward direction at 
the instance of time (t+1) 



 Parallel Processing Concept Based Vehicular Bridge Traffic Problem 7 

Table 1. The Rules that Updated the Next State of the Cellular Automata Cells 

Rule 111 110 101 100 011 010 001 000 

170 1 0 1 0 1 0 1 0 

85 0  1 0 1 0 1 0 1 

 
Table 1 focuses on the situation of the parallel lanes: Lane1, Lane 2, Lane 3, and 

Lane 4 in all of which no car changes lanes and cars can cross the Bridge only in the 
forward or backward direction but not in both direction. Cars in each lane 
simultaneously evolve according to the cellular automata simple rules [1]. Wolfram 
[1] has investigated cellular automata using empirical observations and simulations. 
For 2-state 3-neighborhood CA, the evolution of the ith cell can be represented as a 
function of the present states of (i−1)th, (i)th, and (i+1)th cells as: xi(t+1) = f(xi−1(t), 
xi(t), xi+1(t)) where f, represents the combinational logic. For a 2-state 3-neighborhood 
cellular automaton there are 23=8 distinct neighborhood configurations or cells are 
from 0(000) to 7(111) and 28=256 distinct mappings from all these neighborhood 
configurations to the next state, each mapping representing a CA rule ,means 256 CA 
rules are available, from rule 0 to rule 255 . The next state of the ith cell depends on 
the present states of its left and right neighbors and on its own present state. 

The Bridge Traffic problem[26-28] present in this paper is constructed using 
cellular automata based on rules 170 and 85.The combinational logic of the rules 170 
and 85 [1] for the cellular automata can be expressed as follows: 

            Rule 170:  ai(t+1) = (a(i+1)(t) )                                                      (1) 

            Rule 85:  ai(t+1) = (1⊕ a(i+1)(t))                                   (2) 

i means the cells position and t means time at any instance. The rule specifies the 
evolution of the cellular automata from the neighborhood configuration to the next 
state and these are then represented in Table1. 

If “1” Represents a car which move the forward or backward direction at any 
instance of time (t) and “0” represents no car at any instance of time (t) . The rule 170 
and rule 85 models for car moving in each lane is shown by Table1. 

5 Conclusion 

This paper presents a bridge traffic problem based on cellular automata approach. In 
this paper, we are trying to solve the bridge traffic problem to reduce the number of 
accident based on cellular automata simple rules( the rules being 170 and 85) with 
respect to the increasing vehicles. The above knowledge and the proposed model can 
be taken in planning and controlling the bridge traffic problem in vehicular networks. 
The processing technique is more effective and efficient for solve the bridge traffic 
problem in vehicular network. 

 



8 D. Das and R. Misra 

References 

1. Wolfram, S.: A new kind of science Wolfram Media (2002) 
2. Adamatzky, A., Lawniczak, R.A.-S.A., Martinez, G.J., Morita, K.: AUTOMATA-2008 

Theory and Application of Cellular Automata. Thomas Worsch Editors (2008) 
3. Nishinari, K., Schadschneider, A., Chowdhury, D.: Traffic of Ants on a Trail: A Stochastic 

Modelling and Zero Range Process. In: Sloot, P.M.A., Chopard, B., Hoekstra, A.G. (eds.) 
ACRI 2004. LNCS, vol. 3305, pp. 192–201. Springer, Heidelberg (2004) 

4. Campari, E.G., Levi, G., Maniezzo, V.: Cellular Automata and Roundabout Traffic 
Simulation. In: Sloot, P.M.A., Chopard, B., Hoekstra, A.G. (eds.) ACRI 2004. LNCS, 
vol. 3305, pp. 202–210. Springer, Heidelberg (2004) 

5. Shoufeng, L., Ximin, L.: Based on Hybrid Genetic Algorithm and Cellular Automata 
Combined Traffic Signal Control and Route Guidance. In: Chinese Control Conference, 
pp. 53–57 (2007) 

6. Wei, J., Wang, A., Du, N.: Study of Self-Organizing Control of Traffic Signalsin an Urban 
Network based on Cellular Automata. IEEE Transactions on Vehicular Technology 54(2), 
744–748 (2005) 

7. Wolfram, S. (ed.): Theory and applications of CA. WorldScientific (1986) 
8. Traffic and Granular Flow. Springer (1996,1998,2000,2001)  
9. Olariu, S., Weigle, M.C.: Vehicular Networks, From Theory to Practice. CRC Press, 

Taylor &Francis Group (2009) 
10. Wolfram, S. (ed.): Theory and applications of CA. WorldScientific (1986) 
11. Nagel, K., Schreckenberg, M.: A cellular automaton model for freeway traffic. J. PhysicsI 

France 2, 2221–2229 (1992) 
12. Benjamin, S.C., Johnson, N.F., Hui, P.M.: Cellular automata models of traffic flow along a 

highway containing a junction. Journal of Physics A: Mathematical and General 29(12), 
3119–3127 (1996) 

13. Fukui, M., Ishibasi, Y.: Traffic flow in 1D Cellular Automation Model including cars 
moving with high speed. Journal of Physics, 1868–1870 (1996) 

14. Maerivoet, S., Moor, B.D.: Cellular automata model of road traffic. Physics 
Reports 419(1), 1–64 (2005) 

15. Ge, H.-X., Dong, L.-Y., Lei, L., Dai, S.-Q.: A Modified Cellular Automata Model for 
traffic flow. Journal of Sanghai Universiy 8(1), 1–3 (2004) 

16. Namekawa, M., Ueda, F., Hioki, Y., Ueda, Y., Satoh, A.: General purpose road traffic 
simulation with cell automation model, pp. 3002–3008. Modelling and Simulation Society 
of Australia and New Zealand Inc. (2005) 

17. Clarridge, A., Salomaa, K.: A Cellular Automaton Model for Car Traffic with a Slow-to-
Stop Rule. In: Maneth, S. (ed.) CIAA 2009. LNCS, vol. 5642, pp. 44–53. Springer, 
Heidelberg (2009) 

18. Das, D., Ray, A.: A Parallel Encryption Algorithm for Block Ciphers Based on Reversible 
ProgrammableCellular Automata. Journal of Computer Science And Engineering 1(1), 82–
90 (2010) 

19. Das, D.: A Survey on Cellular Automata and Its Applications. In: Krishna, P.V., Babu, 
M.R., Ariwa, E. (eds.) ObCom 2011, Part I. CCIS, vol. 269, pp. 753–762. Springer, 
Heidelberg (2012) 

20. Das, D., Misra, R.: Parallel Processing Concept Based Road Traffic Model. In: 2nd 
International Conference on Computer, Communication, Control and Information 
Technology, pp. 267–271 (2012) 



 Parallel Processing Concept Based Vehicular Bridge Traffic Problem 9 

21. Rickert, M., Nagel, K., Schreckenberg, M., Latour, A.: Two lane traffic simulations using 
cellular automata. Physica A: Statistical Mechanics and its Applications 231(4), 534–550 
(1996) 

22. Wolf, D.E.: Cellular automata for traffic simulations. Physica A: Statistical Mechanics and 
its Application 263(1-4), 438–451 (1999) 

23. Takayasu, M., Takayasu, H.: 1/F Noise in A Traffic Model. World Scientific (1993) 
24. Das, S.: A cellular automata based model for traffic in congested city. In: IEEE 

International Conference on Systems, Man and Cybernetics, pp. 2397–2402 (2009) 
25. Bham, G.H., Benekohal, R.F.: A high fidelity traffic simulation model based on cellular 

automata and car-following concepts. Transportation Research Part C: Emerging 
Technologie 12(1), 1–32 (2004) 

26. Xiao, S., Kong, L., Liu, M.: A cellular automaton model for a bridge traffic bottleneck. 
Acta Mechanica Sinic 21(3), 305–309 (2005) 

27. Han, Y.S., Ko, S.K.: Analysis of a cellular automaton model for car traffic with a junction. 
Journal of Theoretical Computer Scienc 450, 54–67 (2012) 

28. Esser, J., Schreckenberg, M.: Microscopic Simulation of Urban Traffic Based on Cellular 
Automata. International Journal of Modern Physics 8(5) (1997) 

 
 



 

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2,  
Smart Innovation, Systems and Technologies 28,  

11 

DOI: 10.1007/978-3-319-07350-7_2, © Springer International Publishing Switzerland 2014 
 

Analysis of GPS Based Vehicle Trajectory Data  
for Road Traffic Congestion Learning 

Swathi Lanka and Sanjay Kumar Jena 

Department of Computer Science and Engineering 
National Institute of Technology, Rourkela - 769008, India 

swathivanet@gmail.com, skjena@nitrkl.ac.in 

Abstract. Successful developments of effective real-time traffic management 
and information systems demand high quality real time traffic information.  In 
the era of intelligent transportation convergence, traffic monitoring requires 
traffic sensory technologies. We tabulate various realistic traffic sensors which 
aim to address the technicalities of both point and mobile sensors and also 
increase the scope to prefer an optimal sensor for real time traffic data 
collection. The present analysis extracted data from Mobile Century 
experiment. The data obtained in the experiment was pre-processed 
successfully by applying data mining pre-processing techniques such as data 
transformation, normalization and integration. Finally as a result of the 
availability of pre-processed Global Position System (GPS) sensors trace data a 
road map has been generated.  

Keywords: Traffic sensor, Traffic flow, GPS probe, Data fusion, Floating car, 
Fleet management. 

1 Introduction 

Vehicular Ad-Hoc Network (VANET) is one of the key enabling technologies which 
can provide the communication between the vehicles which are connected through 
wireless links [1]. VANET is a component of Intelligent Transportation System (ITS) 
which can brin0g a noticeable improvement in transportation system towards 
decreasing congestion and improving safety and traveler convenience. ITS is used to 
design a smart vehicle. Developing Advanced Driving Assistance Systems (ADAS) 
aiming to alert drivers about road situation, traffic conditions, and possible traffic 
congestion with other vehicles has attracted a lot of attention recently [2]. 

The Advanced Traveler Information System (ATIS) is one of the six components 
of ITS. ATIS provides solutions for intelligent transportation related applications. It 
implements emerging computer, communication and information technologies to 
provide vital information to the users of a system regarding traffic regulation, route 
and location guidance, hazardous situations and safety advisory and warning 
messages. ATIS requires a large amount of data for processing, analysis, and storage 
for effective dissemination of traveler information [3].  
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Traffic congestion has a significant negative impact on social and economic 
activities around many cities in the world. Road traffic monitoring aims to determine 
traffic conditions of different road links, which is an essential step toward active 
congestion control. Many tasks, such as trip planning, traffic management, road 
engineering, and infra-structure planning, can benefit from traffic estimation 
[4].Traditional approaches for traffic monitoring rely on the use of point traffic 
sensors, which can mount at a fixed location along the roadway and sense the traffic 
parameters at the particular location [5], [6]. After traditional approaches, with the 
increasing growth of mobile technology mobile sensors has got attention, will be 
placed in a vehicle can collect vehicle related data [6], [7]. Recently in the era of 
mobile internet services, with the shrinking cost and increased accuracy of GPS, and 
increasing penetration of mobile phones in the population makes Global Position 
System (GPS) with Floating Car Data (FCD) as an attractive traffic sensor[8], [9]. 
Table 1 shows particulars of commercially available traffic sensors. 

With the growing prevalence of GPS receivers embedded in vehicles and smart- 
phones, there have been increasing interests in using their location updates or 
trajectories for monitoring traffic [10]. Even though GPS is becoming more and more 
used and affordable, so far only a limited number of cars are equipped with this 
system, typically fleet management services. Traffic data obtained from private 
vehicles or trucks is more suitable for estimating traffic under motorways and rural 
areas [11]. In case of urban traffic, taxi fleets are particularly useful due to their high 
number and their on-board communication systems already in place. Currently, GPS 
probe data are widely used as a source of real-time information by many service 
providers [12]. 

Existing Conventional traffic congestion detection systems used location based 
data for congestion detection.  However, quantifying congestion is generally carried 
out using traffic density which is a spatial parameter. Hence spatial data such as travel 
time helps to detect congestion with a less delay. In our work, we have collected 
spatio temporal data from mobile based GPS receivers which are attached with each 
vehicle travelling on the freeway. In this paper, we are particularly interested to 
collect spatio temporal data and make the raw data set more suitable for efficient 
congestion learning. The data set is pre-processed in to a human, machine 
understandable format. The resultant data set can able to improve the effectiveness 
and the performance of the data mining algorithms and machine learning techniques 
whenever it applies on the dataset. 

The paper is organized as follows: Technicality of various traffic sensors are 
discussed in Section1. Section 2 designed a three-level structure vehicle activity 
database format. Mobile Century Data set has discussed in Section 3. This is followed 
by data pre-processing methods, resultant datasets and realistic road map in Section 4. 
Section 5 presents conclusions and future work.  
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2 Data Base Design and Data Conversion 

The initial task of this research paper is to develop a common database format for 
vehicle activity data, followed by conversion of dataset in to human understandable 
format. Three-level structure vehicle activity database format is designed and 
illustrated in Table 2. 

The top level of the database lists a program which helps to collect the vehicle 
activity data. It contains fields such as name of the dataset, the dates of the program, 
number of vehicles tested, total testing time duration and parameters that are 
collected(e.g., longitude, latitude, etc). Each entry in this level has a pointer to the 
second level of the database. 

The second level of the database listing data trips for overall program. When a 
vehicle is travelling on the road, it collects data would correspond to a single trip 
entry in the second layer of the database. For each trip, various parameters are listed 
including date, starting and ending times and testing duration per day. Each entry in 
this level has a pointer to the third level of the database. 

The third level represents spatio temporal time series data. The time series data 
contains the time sequence of position (longitude, latitude), speed and time. Further in 
this layer of the database, additional parameters may be derived from the existing data 
for the determination of congestion level of the roadway. 

Table 2. Database Topology 

Data set title Date No of 
vehicles 

No of seconds Parameters 

Mobile 
Century 

2 Days: 8 
February 2008, 
9 February 2008 

     100 28,800 longitude, 
latitude, speed, 
time 

------------- -------------- -------- ----------- -------------- 

 
Run Date Starting time Ending time Duration(sec) 

1 8/2/2008 19:00:00 23:59:58 17,998 

2 9/2/2008 00:00:01 02:59:59 10,799 
 

 
 

 

3 The Data Set 

Vehicle trajectories are typically collected from GPS equipped vehicle based mobile 
phone from Mobile Century experiment [13] took place on February 8th, 2008. It 

Date Time Vehicle 
ID 

Latitude Longitude Speed 

8/02/2008 19:00:02   1 37.600   
 

-122.064 0.009 

9/02/2008 02:59:58   100   37.6002 -122.063 0.013 
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consisted in deploying 100 GPS- equipped Nokia N95 cell phones on a freeway in 
100 vehicles during 8 hours (from 8 February at 19:00:00 pm to 9 February at 
03:00:00 am). The experiment was conducted on Highway I-880, near Union City, 
California; between Winton Ave. to the North and Stevenson Blvd. to the South. This 
10-mile long section was selected for field experiment. Data has collected on four 
lane road with a regular time interval of 3 seconds. 

4 Data Pre-processing 

Several conversion and filtering steps are often necessary for mobile century data. 
Pre-processing may include (1). Conversion of date and time from Unix Time Zone to 
local date and time. (2). Conversion of latitude and longitude in to decimal degrees. 
(3). Constructing new attributes such as vehicle ID. Data fusion is also necessary 
which can integrate hundred vehicle activity data in to one unified dataset includes all 
of the data points and time steps from the input data sets.  

Pre-processing has done by using data mining pre-processing techniques such as 
normalization and attribute construction. Normalization technique used unit 
conversion method. Unit conversion method converted Unix time in to local time and 
date. Attribute construction must be replacing or adding new attributes inferred by 
existing attributes. It is necessary to create new attributes that can capture the 
important information in a data set more effectively than the original ones [14]. In our 
system vehicle ID is newly constructed attribute. Among hypothesis-driven and data 
driven methods, data driven method is particularly used for Attribute construction in 
the present work. The new attributes are then evaluated according to a given attribute 
quality measure. Table 3 shows pre-processed data for vehicle ID 1 . Finally data 
from multiple sources have fused and placed in a single data set by using data fusion 
technique. In order to analyze the road position along with vehicle motion the entire 
dataset is sorted with respective time has shown in the Table 4. Experimented 
roadmap has generated with resultant dataset has shown in Fig. 1. 

5 Pre-processing Results 

Table 3. Pre-processed data for Vehicle 1 

V  ID Date & Time Latitude Longitude Speed 

1 
1 
1 
1 
1 
1 
1 
1 

08-02-08 19:00:02 

08-02-08 19:00:06 

08-02-08 19:00:09 

08-02-08 19:00:12 

08-02-08 19:00:16 

08-02-08 19:00:20 

08-02-08 19:00:24 

08-02-08 19:00:27 
 

37.60043 

37.60043 

37.60043 

37.60043 

37.60043 

37.60043 

37.60043 

37.60043 
 

-122.064 

-122.064 

-122.064 

-122.064 

-122.064 

-122.064 

-122.064 

-122.064 
 

0.009 

0.01 

0.013 

0.015 

0.016 

0.017 

0.017 

0.015 
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Table 4. Pre-processed Road based vehicle moment data 

V  ID Date & Time Latitude Longitude Speed 

1 
1 
1 
1 
1 
1 
1 
1 

08-02-08 19:00:08 
08-02-08 19:00:08 
08-02-08 19:00:09 
08-02-08 19:00:09 
08-02-08 19:00:09 
08-02-08 19:00:09 
08-02-08 19:00:09 
08-02-08 19:00:09 

 

37.6105 
37.6220 
37.6004 
37.6430 
37.6141 
37.6087 
37.5934 
37.6005 

 

-122.069 
-122.078 
-122.064 
-122.092 
-122.072 
-122.068 
-122.057 
-122.062 

 

5.002 
67.776 
0.013 
52.402 
3.143 
65.229 
68.11 
66.612 

 

 

 

Fig. 1. Experimented four lane roads on high way I-880, CA. The symbol  represents 
vehicles. Vehicles are positioned on the road by processing on resultant pre-processed Mobile 
Century data. 

6 Conclusion and Future Work 

Real-world traffic data is highly susceptible to noise, redundancy and inconsistent 
data due to their huge size, heterogeneous sources and type of sensory technologies. 
Low quality traffic data will lead to low quality results processing. Often low quality 
information leads to in complete control and management. This paper presents a pre-
processed Mobile Century data set and a realistic four lane highway I-880 roadmap 
with positioned vehicles. Roadmap has generated by taking the input as resultant pre-
processed dataset. In future work, the resultant data set will be used for road traffic 
congestion learning for efficient intelligent congestion control under heterogeneous 
traffic conditions. Future work in our research program will take advantage of this 
work, and will focus on congestion prediction and detection.   
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Abstract. In many applications of pervasive computing and commu-
nication, it is often mandatory that a certain service area be fully cov-
ered by a given deployment of nodes or access points. Hence, a fast and
accurate method of estimating the coverage area is needed. However,
in a scenario with a limited computation and communication capabil-
ity as in self-organized mobile networks, where the nodes are not static,
computation-intensive algorithms are not suitable. In this paper, we have
presented a simple algorithm for estimating the area covered by a set of
nodes randomly deployed over a 2-D region. We assume that the nodes
are identical and each of them covers a circular area. For fast estimation
of the collective coverage of n such circles, we approximate each real cir-
cle by the tightest square that encloses it as well as by the largest square
that is inscribed within it, and present an O(n log n) time algorithm for
computation. We study the variation of the estimated area between these
two bounds, for random deployment of nodes. In comparison with an ac-
curate digital circle based method, the proposed algorithms estimate the
area coverage with only 10% deviation, while reducing the complexity of
area computation significantly. Moreover, for an over-deployed network,
the estimation provides an almost exact measure of the covered area.

Keywords: Pervasive Computing, Wireless Sensor Networks (WSN),
Coverage, Digital Circle, Range.

1 Introduction

In a pervasive computing environment, for tetherless computing and commu-
nication, it is often required to place the computing nodes or access points to
offer services over a predefined area. In many cases, like vehicular networks,
ad-hoc networks, mobile health-care services, surveillance, wireless sensor net-
works, the nodes are often mobile and have limited power, limited storage and
limited computation and communication capabilities. These networks are often
self-organized, and can take decision based on their local information only.

A typical wireless sensor network (WSN) consists of spatially distributed au-
tonomous sensor nodes to monitor physical or environmental conditions, such
as temperature, sound, pressure etc. Each sensor node has the ability to collect,

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2, 19
Smart Innovation, Systems and Technologies 28,
DOI: 10.1007/978-3-319-07350-7_3, c© Springer International Publishing Switzerland 2014
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process, and route the sensed data. The streams of sensed data from each node
are forwarded cooperatively through several intermediate nodes to finally arrive
at the sink node. Sensor networks are used in many applications such as habitat
and ecosystem monitoring, weather forecasting, smart health-care technologies,
precision agriculture, homeland security and surveillance. For all these applica-
tions, the live nodes are required to cover the area to be monitored. Therefore,
the classical problems of covering an area with a specific kind of shape such as
circle, square, or rectangle, are recently being revisited for modeling and analysis
of such networks. In this paper, we address the problem of estimating the area
covered by a set of nodes distributed randomly over a 2-D plane. We assume
that the nodes are homogeneous, and each of them covers a circular area with
a fixed radius. Since estimation of the area covered by an arbitrary set of cir-
cles is computation-intensive, it may not be feasible to perform it in real time
where the nodes have limited power, storage and computational ability, as in
a pervasive computing environment. The area-coverage of the square meshes,
hexagonal meshes and honeycomb meshes was studied earlier by Luo et al. [1].
Some related theoretical and algorithmic issues concerning rectangle intersection
problems were revisited by Six and Wood [2]. Bentley and Wood [3] proposed an
optimal algorithm for reporting intersections of n rectangles. In these two pa-
pers, the authors proposed an O(n log n+k) algorithm where k is the number of
intersecting pairs. An O(nlog2n) algorithm in [4] can be used to construct a gen-
eralized Voronoi diagram for a set of n circular discs and to compute the cover-
age area in terms of circular sectors and quadrangles. A more efficient algorithm
with O(n log n) time complexity and O(n) space complexity for circle intersec-
tion/union using a particular generalization of Voronoi diagram called power
diagrams was reported later [5]. However, all these algorithms require complex
data structures and rigorous computation. In order to reduce computational ef-
fort, in literature often it is assumed that the monitoring area is composed of a
number of elementary areas or unit square grids [6–9]. In [10], [11], the authors
investigated random and coordinated coverage algorithms. Some authors used
partitioning techniques to decompose the query region into square grid blocks
and studied the coverage of each block by sensor nodes [12–14]. For a more real-
istic estimation of the covered area, a new O(n logn) algorithm based on digital
geometry is proposed in [15], where a real circle is replaced by a digital circle and
discrete domain computation is applied. Though the complexity of the algorithm
remains the same as it is in [5], the former uses simple data structures and prim-
itive arithmetic operations only. In this paper, we propose a simpler and faster
method of coverage estimation. Given a random distribution of n nodes over a
2-D plane, the circular area covered by each node is approximated within two
bounds: (i) by the smallest enclosing square providing an upper approximation,
and (ii) by the largest inscribing square providing a lower approximation. For
these cases, simpler algorithms have been proposed to estimate the covered area.
It is evident that in the first case the algorithm produces an overestimate of the
area covered, whereas, by the second approach an underestimate is achieved al-
ways. However, it is interesting to study the variation of areas for several random
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deployment of nodes by varying the number of nodes and the radius. Simulation
experiments show that in comparison with an earlier work [15], the proposed
algorithms are capable of estimating the coverage area with no more than 10%
error. Moreover, for bounded areas, in over-deployed networks, it may provide
an almost exact result.

The rest of the paper is organized as follows: Section 2 presents the problem
formulation. Section 3 describes the algorithms for finding the intersection points
and the area covered by squares. Section 4 shows the simulation results and
finally Section 5 concludes the paper.

2 Problem Formulation

Let a set of n nodes S = {s1, s2, . . . , sn} be deployed randomly over a 2-D region
A. Each node covers a circular area with radius r. The problem is to decide
whether the region A is fully covered by the nodes. Note that a computation
considering real circles in Euclidean geometry is rather complex. To alleviate
this problem, we approximate a circular region as i) the largest square inscribed
within it called inside square, and ii) as the smallest square enclosing the circle,
referred to as outside square. With this model, instead of real circular area πr2

we estimate the covered area in terms of inside squares with area 2r2 and outside
squares with area 4r2 as shown in Fig. 1 and Fig. 2 respectively. Therefore, the
problem of measuring the area covered by a set of circles now reduces to the
problem of finding the area covered by a set of squares distributed randomly
on a 2D plane. To solve this problem, firstly the intersection points among the
squares are to be identified. Then the covered area can be represented in terms
of some monotone isothetic objects [4], and hence can be computed in linear
time only. It is evident that the measured covered area is always underestimated
in case-i) and overestimated in case-ii) respectively. However given any random
deployment of nodes due to arbitrary overlapping of covered areas it is interesting
to study the dependence of the deviations of the estimated areas from the exact
covered area with number of nodes and the radius respectively.

The following section describes the details of the area estimation procedure
and the respective algorithms.

(x1, y2)

(x1, y1) (x2, y1)

(x2, y2)

2r

√
2r

√
2r

Fig. 1. Maximum square inscribed
within a circle

(x1, y2)

(x1, y1) (x2, y1)

(x2, y2)

s(x, y) r 2r

2r

Fig. 2. Minimum square enclosing a
circle
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3 Area Coverage by Squares

3.1 Intersection of Two Squares

We assume that each square s is defined as a quadruple s = (x1, x2, y1, y2) where
(x1, y1), (x1, y2), (x2, y1), (x2, y2) are the bottom-left, top-left, bottom-right and
top-right corner points of s respectively, and all co-ordinates are integers.

p1

p3

p̄1,p2 p̄2

p̄3,p4 p̄4

s̄s

Fig. 3. x1 ≤ x̄1,
y1 = ȳ1

p1 p2

p̄3 p̄4

s̄

s

Fig. 4. x1 = x̄1,
y1 > ȳ1

p1 p2

p3 p4

p̄1 p̄2

p̄3 p̄4

s̄

s

Fig. 5. x1 ≤ x̄1,
y1 < ȳ1

p1 p2

p3 p4

p̄1 p̄2

p̄3 p̄4

s̄

s

Fig. 6. x1 ≤ x̄1, y1 >
ȳ1

Two squares s = (x1, x2, y1, y2) and s̄ = (x̄1, x̄2, ȳ1, ȳ2) are said to intersect if
and only if the intervals

1) [x̄1, x̄2] and [x1, x2] overlap, and
2) [ȳ1, ȳ2] and [y1, y2] overlap,

where, [x1, x2] and [y1, y2] define the closed intervals given by the projection of
s on the x-axis and the y-axis respectively. Also, each square s maintains a list
of four integers, P (s) : {p1, p2, p3, p4}. Initially, p1 = x1, p2 = x2, p3 = x1 and
p4 = x2 respectively. To find the pair of intersection points between the squares
s and s̄, without loss of generality, we assume that x1 ≤ x̄1. If the two squares
intersect, depending on the relative positions of s and s̄ the values of P (s) and
P (s̄) will change in four different ways as shown in Fig. 3, Fig. 4, Fig. 5, and
Fig. 6.

Given two squares s and s̄, the procedure to find the intersection points and
to update P (s) and P (s̄) appropriately is presented in Algorithm 1.

3.2 Area Covered by a Set of Squares

To compute the area covered by a set of n squares distributed randomly over
a 2-D plane, here we propose an iterative procedure Algorithm 2 based on the
strategy proposed in [4] that finds the intersection among a set of monotone
objects. We start with a list Lx of the projections (ai, bi) of the squares si sorted
along the x-axis as shown in Fig. 7. Next we scan Lx and include si (if Lx = ai),
or delete si (if Lx = bi) in L and compute intersections among the newly adjacent



Fast Estimation of Coverage Area in a Pervasive Computing Environment 23

Algorithm 1. Intersection(s,s̄, P (s), P (s̄))

Input: s = (x1, x2, y1, y2), s̄ = (x̄1, x̄2, ȳ1, ȳ2), P (s) : (p1, p2, p3, p4), P (s̄) : (p̄1, p̄2, p̄3, p̄4)
Output: P (s), P (s̄)
if y1 == ȳ1 then

if p1 ≤ x̄1 and p2 ≥ x̄1 then p2 = x̄1;
if p3 ≤ x̄1 and p4 ≥ x̄1 then p4 = x̄1;

if x1 == x̄1 then
if y1 > ȳ1 then

p̄1 = p̄2 = p3 = p4 = null ;
else

p1 = p2 = p̄3 = p̄4 = null;

if ȳ1 > y1 then
if p1 ≤ x̄1 and p2 ≥ x̄1 then p2 = x̄1;
if p̄3 ≤ x2 and p̄4 ≥ x2 then p̄3 = x2;

else
if p3 ≤ x̄1 and p4 ≥ x̄1 then p4 = x̄1 ;
if p̄1 ≤ x2 and p̄2 ≥ x2 then p̄1 = x2;

s1

s3

s2

s4

a1 a2 a3 b1 a4 b2 b3 b4 x

y

Fig. 7. Projections of squares for four
nodes distributed over an area

p1(s1) p2(s1)

p1(s3) p2(s3)

p1(s4) p2(s4)

p3(s1) p4(s1)

p3(s2)

p4(s2)

p4(s4)p3(s4)

+

+ +

− −
−

Fig. 8. Area computation by Algorithm 2
for the node distribution in Fig. 7

pairs of squares in L, and update the lists P (s) of relevant squares by Algorithm
1 appropriately. Finally, given P (si) for each square si, Algorithm 2 computes
the area traversing along the closed intervals defined by P (si)’s appropriately.
Fig. 8 shows the area computed by Algorithm 2 for the node distribution shown
in Fig. 7.

Complexity Analysis: It is evident from Algorithm 1 that the intersection points
between two squares can be computed in constant time. In Algorithm 2, to
sort the given set of squares, O(n log n) time is required, and a linear traversal
along the list P (i)’s to find the area will require O(n) time. Hence the total
complexity of area computation is O(n logn). Moreover, the procedure requires
primitive arithmetic operations such as addition and multiplication of integers,
with simple data structures only.

4 Simulation Studies

In order to study the error in the estimated area, we may compute it more
accurately assuming that each real circle is approximated by a digital circle on
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Algorithm 2. Area computation of a set of squares
Input: Squares S := {s1, s2, . . . , sn}
Output: Area total : Atot

Step 1: for each square si ∈ S do
Compute ai and bi and include in Lx in sorted order along x-axis;

Step 2: for i = 1 to 2n do
if Lx(i) = aj then

include sj in L in sorted order along y-axis ;
By Algorithm 1, update P (s) for the newly adjacent pairs of squares in L;

if Lx(i) = aj or bj and sj=L(k) and if both L(k − 1) and L(k + 1) exist in L then
check if intersection points between squares of any pair (L(k − 1), L(k), L(k + 1)) is
included within the third one.

Update the P (s) lists;
if Lx(i) = bj then delete L(k) from L;

Step 3: for each square si do
if p1(si) or p2(si) �= null then Atot ← Atot + (|p1(si) − p2(si)| ∗ (y2(si)) ;
if p3(si) or p4(si) �= null then Atot ← Atot − (|p3(si) − p4(si)| ∗ (y1(si)) ;

an integer grid [15]. To avoid the rigorous computation involved in finding the
area covered by a set of real circles, the problem is mapped to digital circles [16].
With a large radius (i.e., on a dense grid), a digital circle can represent the real
circle closely in respect of covered area as shown in Fig. 9. For completeness, a
brief outline of the procedure for computing the area covered by a given set of
digital circles is given below.

4.1 Area Covered by Digital Circles

The area covered by a set of n digital circles is basically an isothetic cover, and
can be computed in terms of vertical strips, as shown in Fig. 9. To compute the
covered area, an iterative procedure is proposed in [15]. In each iteration, for a
pair of digital circles, following digital geometry based concepts, the intersection
points, as shown in Fig. 10, are computed in constant time. Next, the covered
area is represented in terms of a sequence of intersection points defining the
boundary of that area. For each circle, a circular list of its intersection points
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Fig. 9. A digital circle
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Fig. 10. Intersection between two digital circles
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is maintained. The area of a digital circle is computed by traversing the list of
intersection points in a cyclic order. In fact, any pair of intersection points i1 and
i2 defines an arc of a digital circle. The area bounded by the appropriate arcs can
be computed by traversing the vertical strips from i1 to i2, within the circle. This
algorithm also runs in O(n log n) time; however, the algorithm proposed here
using two square approximations has a smaller constant term in the asymptotic
complexity, and hence, it needs much less CPU time and memory for practical
problems as it involves fewer computations and simpler data structures.

4.2 Results and Discussions

In our simulation study, we assume that n nodes, 5 ≤ n ≤ 100, are distributed
randomly over a 100 × 100 grid area. Fig. 11 and Fig. 12 show how the area
covered by inside squares, outside squares, digital circles and real circles increases
with radius for a single node when the area to be monitored is bounded and
unbounded respectively. Fig. 13 and Fig. 14 show how the covered area increases
with n for inside, outside squares and digital circles in bounded and unbounded
areas respectively. As expected, the outside square grid always overestimates the
area and inside squares underestimate the area; the difference is always observed
to lie within ±10 % from that estimated by digital circles. Also for n ≥ 25, all
three shapes estimate the same area in bounded case. It also reveals the fact that
the area estimated by outside squares is closer to the real area compared to that
achieved by inside squares. Fig. 15 shows the variation of the estimated area with
radius. It also shows that the outside square scheme is better compared to the
inside square. From the simulation results, it is evident that for unbounded areas,
this estimation strategy performs poorly as the radius or as the number of nodes
grows. But, for all practical purposes the area to be monitored is a bounded one.
Also, it is interesting to observe that for bounded areas, the estimated area can
achieve exact results for sufficiently high radius or number of nodes.

Fig. 11. Radius vs area
coverage in a bounded
area

Fig. 12. Radius vs area
coverage in an unbounded
area

Fig. 13. Nodes vs area cov-
erage in a bounded area



26 D. Saha, N. Das, and B.B. Bhattacharya

Fig. 14. Nodes vs area coverage in an
unbounded area

Fig. 15. Radius vs area coverage with
multiple nodes

5 Conclusion

In this paper, we have addressed the problem of estimating the area covered by
a set of nodes randomly deployed over a 2-D area. It is assumed that each node
covers a circular area with a fixed radius r. An upper (lower) approximation of
each circular area is provided by the smallest enclosing (largest inscribed) square.
Our algorithm provides a fast and simple method of estimating a nearly-accurate
area coverage, which has very small computational overhead. Therefore, it will be
highly suitable for a low-energy pervasive environment, where dynamic coverage
estimation is frequently needed. Experimental results indicate its potential in
several promising application areas.
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Abstract. Mobile agent is a program that can migrate autonomously from one 
environment to another. Many factors affect execution of mobile agents during 
its life cycle. Errors may occur on the server, or during communication. Error 
probability further increases with longer path. In mobile agent computing 
environment any component of the network - node, link, or agent may fail at 
any time, thus preventing them from continuing their execution. Therefore, 
fault-tolerance is a vital issue for the deployment of mobile agent systems. Here 
we propose a scheme to tolerate faults caused by malicious node behavior and 
link failure using agent cloning. The strategy is shown to prevent the agents 
from getting lost at irrational nodes (nodes that behave maliciously). The 
scheme is simulated using IBM Aglet platform and is found to be scalable when 
the no. of irrational nodes is fixed. Performance improves with more no. of 
agents. 

1 Introduction 

A mobile agent is a program that migrates from one environment to another, and is 
capable of performing appropriately in the new environment [1]. An agent consists of 
three components: the program which implements it, the execution state of the 
program and the data [2]. The owner (the node that spawns agents) can decide the 
route of the mobile agent or the agent itself can decide its next hop destination 
dynamically depending on context. The migration is similar to remote procedure call 
(RPC) [3] methods. For instance when a user directs an Internet browser to "visit" a 
website the browser merely downloads a copy of the site or one version of it in case 
of dynamic web sites. Similarly, a mobile agent accomplishes a migration attempt 
through data replication. When a mobile agent decides to migrate, it saves its own 
state (serialization may be used in case of Java based agents), transports this saved 
state to the new host, and resumes execution from the saved state. This is called weak 
migration. 

But a mobile agent may also migrate in another way called strong migration [4]. A 
strong migration occurs when the mobile agent carries out its migration between 
different hosts while conserving its data, state and code. The platform is the 
environment of execution. The platform makes it possible to create mobile agents; it 
offers the necessary elements required by them to perform their tasks such as 
execution, migration towards other platforms and so on. 
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Typical benefits of using mobile agents include [4], [5] reducing the network load, 
overcoming network latency, executing asynchronously and autonomously, etc. 
Since mobile agents migrate from one node to the other collecting and/or spreading 
meaningful information, loss of a mobile agent results in more data loss as compared 
to loss of a message. The longer the trail an agent needs to visit, the chance of errors 
is more. Chances of migrating to a malicious node are even higher. In this paper, a 
fault tolerance scheme is proposed for the agents in order to prevent them from 
getting lost while en’route. The scheme uses the concept of cloning. The clone is a 
copy of a mobile agent, with no critical code and data. Measures are taken so that 
cloning does not become a significant performance overhead. Security issues are also 
considered.  

The rest of the paper is outlined as follows: Section 2 discusses state of the art. Our 
work is introduced in Section 3. Implementation of the scheme using Aglet is 
discussed in Section 4. Finally Section 5 concludes. 

2 Related Work 

In mobile agent computing environment either the agent may fail due to software 
failure or the nodes or links in the underlying environment may fail. In either case the 
agents could not make successful migration. Therefore, fault-tolerance measures 
should be taken while deploying the mobile agents. Fault tolerance schemes for 
mobile agents to survive agent server crash failures are complex as execution of agent 
code at the remote hosts could not be controlled. There are [6], [7] several ideas 
presented to implement fault-tolerance in mobile agents. We are trying to summarize 
some of them below:  

In witness agent, a failure detection and recovery mechanism is used named 
witness agent passing [8]. This is done by the virtue of inter agent communication. 
This communication can be done using two methods, one direct message and other 
indirect message.  Direct messages are passed when (the system assumes that) the 
agent is at the last visited node. In other cases (when the agent is not present at 
immediately previous node) indirect messages are used. In this method there is a 
mailbox at each owner that keeps those unattended messages. This process needs lot 
of resources and with the increase in the traverse path, more witness agents need to be 
created, hence consuming even more resources. 

CAMA frameworks support fault tolerance at application level. This schema 
handles faults by introducing three types of operations over the exception namely 
raise, check and wait [9]. These exceptions are handled through inter agent 
communication. The advantage of this approach is that the exception handling allows 
fast operation. It also allows elective error detection and recovery mechanism. Its 
drawback is that execution of the process can be stalled if any agent raises any 
exceptions and malfunctions. 

Adaptive mobile agents can adapt themselves to the environment. The rules it 
follows are dependent on the current environment and the working also changes 
accordingly. Two or more adaptive mobile agents should communicate with each 
other to acquire the correct role suited for the environment [10]. The roles are also 
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specified about access or restriction to a resource. This control strategy is called Role 
Based Access Control (RBAC) [11]. The advantage of this technique is that as the 
mobile agents already resides within the system the communication overhead for inter 
agent communication is less for that the time required to respond is less for a mobile 
agent. Increase of routing of adaptive mobile agents, node, link failure or topological 
changes may produce errors. 

Transient errors can be detected before an agent start executing at a node. It is done 
by comparison of the states of the agent. This technique has the capability to detect 
and correct more than one error [12]. The time and space overhead are minimal. One 
issue might be there that if bit errors are not corrected by any duplicates this may 
block the process. 

Unexpected faults may arise in unreliable networks. Then it is not a good approach 
to create fault tolerance mechanism for every one of them. A unique solution may be 
created an adaptive mechanism to deal with several types of faults. Chameleon is one 
of such mechanism for fault tolerance [13]. Flexibility of chameleon gives it its 
advantage in the case of unreliable networks. The disadvantage of this mechanism is 
that it becomes blocking if execution at any node fails.  

Exactly once protocol guarantees fault less execution in case where the agent needs 
to be executed only once to yield a correct result, executing more than once may lead 
to errors. For the execution of each elementary part of an agent a set of resources are 
needed. The states of these resources are changed for every such part. Resource 
manager keeps track of these changes [13]. The disadvantage of this technique is that 
the agents underlying process become atomic; multiple commit or rollback operations 
increase the complexity. 

3 Our Work 

In this paper we propose a fault tolerance technique for the mobile agents that can 
protect the agents from getting lost while en’route. Here we define a mobile agent 
clone as the copy of the agent which has the same code and data as the original agent 
at some state. Here it is assumed that the clone is similar to its original copy and 
hence carries with it critical code and data when it migrates to the next node. 

3.1 Problem Description 

A node in the network having mobile agent platform spawns mobile agents if it needs 
to collect (spread) information from (to) N (<= total no. of nodes in the network) 
hosts in the network. The owner may send an agent with N nodes in its trail or may 
divide the job to several agents depending on agent performance and network 
conditions. After a mobile agent visits all the hosts mentioned in its trail and gets 
required services, it retracts back to the owner. During computation on the hosts, the 
mobile agent may crash due to hardware/software failures at the hosts or software 
error at the agent itself. Also the agent may get lost due to link failure or irrational 
behavior of the intermediate nodes. Any undesirable change of agent code can be 
detected if the agent’s code is digitally signed as in [1]. 
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So, our focus in this work is to protect mobile agents during its life cycle and to 
minimize the amount of information lost due to failure of an agent. 

3.2 The Scheme 

In this scheme, we define a mobile agent clone to be a replica of the original. So this 
clone protects original agent from getting lost in a network during migration and 
hence protects mobile agents from irrational nodes (hosts). Here a node deploys an 
agent and assigns its task for which the agent is asked to visit a number of nodes (the 
owner is interested in) according to some policy. Before migrating to an unknown 
host, an agent creates its replica. The cloned agent migrates to a number of unknown 
hosts before a counter (say, SKIP) expires. Here SKIP holds a value that signifies 
how many nodes (from its trail) the agent will traverse before creating another replica. 
The value of the counter can be fixed, decided by the underlying application or can be 
tuned according to agent performance. The variable SKIP is initialized to that value. 
SKIP is decremented by the cloned agent whenever the cloned agent migrates to a 
new node, and executes its task successfully. When the counter reaches 0, the cloned 
agent sends an acknowledgement back to the original agent that was kept at some 
previously visited host site (owner, for the first time SKIP decrements to 0). That 
agent upon receiving such acknowledgement kills itself. The agent then creates  
 

AgentCode() 
1. Move to a remote host site according to the 

trail given by the owner 
1.1. To migrate to a remote host site a replica 

agent need to be created. 
2. If a reply from its replica is received then 

2.1. This replica kills itself. 
2.2. Return 

3. If time-out occurs then  
//reply from replica is not received in due time 
3.1. The agent retracts back to owner. 
3.2. Reports to the owner about missing reply 

from the previously visited host site. 
4. Decrement SKIP by 1. 
5. Execute its task. 
6. Verify signature of the code. 
7. If SKIP< 0 then 

7.1. Send a reply back to the node where a copy 
is kept/owner 

7.2. Create a replica in the present site. 
7.3. Reset SKIP to the default value. 

8. Otherwise 
Migrate to a new node according to its 
policy 
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another replica and keeps it in the current node and moves on to the next unvisited 
nodes from its trail. The value of SKIP is reset to the old value. This continues until 
the trail finishes. If there is no reply from the replica (due to irrational node behavior 
and agent getting lost) then the agent residing at a previous host site may retract back 
to owner directly. SKIP is decremented by one at the owner for the next agent that 
will visit the same trail. Thus more frequently agent cloning happens in order to cope 
with increasingly hostile/faulty network. Moreover, if an agent retracts back to owner 
successfully after visiting all the hosts it was asked to, then SKIP is incremented by 1 
for the agent that will have the same trail.  

In this scheme the replica is kept saved until a reply (that it has executed 
successfully) from the agent residing at some other node is received. On receipt of a 
successful reply the replica destroys itself.  Let us take an example to describe the 
situation. Say agent X from node 1 (owner of X) has node nos. 2, 3, 4, 6, 7, 8 in its 
trail with SKIP=2. So clone X will send a reply to the original X in node 1 after it has 
reached node 3 whereby SKIP becomes 0. X now keeps itself here and creates a 
clone, resets SKIP to 2 and resumes its journey. 

3.3 Our Scheme to Protect Mobile Agents 

This scheme has a fault tolerance strategy. As the replica is kept in one or several 
nodes, there is a backup even when a link failure occurs or the agent is lost due to 
irrational nodes.  If an agent comes back and reports about a missing reply (according 
to step 3.2 in AgentCode()), the owner may take necessary steps to inquire about that 
part of the network and also decrease the default value of SKIP by 1 so that the agents 
it spawns further may cope with increasingly noisy or hostile behavior of the network. 
Otherwise it may increase the default value of SKIP by 1 to signify stable 
environment. 

As clones are not created at every node by default, the no. of replies is reduced. 
Hence the system works reasonably faster. 

4 Results 

The simulation is carried out in IBM Aglet platform [15]. It runs on Tahiti server. 
Since it deploys java based mobile agents, it is readily portable to any platform. We 
have installed Aglet on Linux (Fedora 16) operating system.  

Here each node that an agent visits is designated as a port. For example the default 
port no. 4434 can work as an owner and spawn an agent. Ports can be created by the 
programmer. These ports are host platforms (nodes) forming a network. Any port can 
spawn any no. of agents. 

Here each node that an agent visits is designated as a port. In our example we have 
shown an agent spawned by port 4434 visiting a no. of nodes (ports) according to its 
policy. Fig. 1 shows an example of our implementation on Aglet. The route of an 
agent is given in Fig. 1. Fig. 1(a) shows that an agent spawned by node 4434 sends an 
agent to node 9000, and executes its task. In port 9000, no agent copy is kept 
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according to steps 6-7 of AgentCode() and forward to the next node that is port 9001. 
The counter strucks 0 at port 9001, it is found to be a trusted one as the signature of 
agent code is not modified and hence a replica is created and stored and the counter is 
reset as shown in Fig. 1(b). Then the agent visits port 9003 and finally returns to the 
owner after visiting all the nodes and collecting the relevant information which the 
owner displays (shown in Fig. 1(c)). This shows rough journey of an agent. It can be 
influenced by factors like link failure, malicious behavior of both the nodes that an 
agent is expected to visit and the attacks in-transit etc.  

A series of experiments was carried out in Aglet. Some of the results are listed in  
Fig. 2. Two metric are introduced to measure the performance of the agent based 
system. One is ratio of successful agents and the other one is ratio of irrational nodes. 
The first one is defined as follows    = .    .                 (1) 

The ratio of irrational nodes is defined by    = .     .                                    (2) 

 

 
                             (a)                                                              (b) 

 
                                                            (c) 

Fig. 1. (a) Aglet window showing that the host (port 9001) visited by an agent and there is no 
cloning;(b) Aglet window showing that the host (port 9002) visited by an agent and the agent 
cloned by itself;(c) Aglet window showing that the agent returns to its owner (port 4434) 
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In Fig. 2(a) agent success is measured in an increasingly hostile network. Here total 
no. of nodes in the network is taken to be 20. It can be observed that application 
performance with cloning (our scheme) is better than without cloning. When all nodes 
are irrational, it is obvious that no agents can perform its job. But even when 90% of 
the nodes behave irrationally, that is 18 out of 20 nodes are irrational then also the 
agents can show some progress with our scheme. However if no fault tolerance 
measure is applied to the agents, the performance drops to 0 when 60% of the nodes 
behave irrationally in a network. 

 

 

Fig. 2. (a) Graph showing that application performance with cloning and without cloning 

 

Fig. 3. (b) Graph showing that application performance when the no. of nodes are increased 

 

Fig. 4. (c) Graph showing application performance when the no. of agents are increased but no. 
of irrational nodes are fixed 
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In the next experiment application performance is measured in increasingly larger 
network. Here ratio of irrational nodes is taken to be 0.21. The graph shown in Fig. 
2(b) indicates that application performance changes a little as the network grows in 
size. Thus the fault tolerance scheme is found to be scalable even when the underlying 
network is as big as having 30 nodes. 

Finally in a network of 20 nodes where no. of irrational nodes is fixed to 5, agent 
performance is measured with increasing no. of agents. Here it is assumed that the 
extra agents do not pose significant bandwidth overhead and hence no rational node 
kills an agent when it is en’route. In Fig. 2(c) the blue line indicates a single agent 
group that is only a node is spawning agents with similar characteristics. The red one 
indicates the situation where three nodes in the network are spawning agents for some 
purpose. The figure indicates that performance improves almost linearly with no. of 
agents in the system. As different applications running at various nodes spawn agents 
with differing characteristics, overall performance still improves linearly with total 
no. of agents in the network. It can be observed from the figure that agent 
heterogeneity does not much affect overall performance of the applications. 

5 Conclusion 

In this paper, we propose a fault tolerance scheme for mobile agents working in 
hostile networks where an agent halts due to the nodes, links, or agent software failure 
in the network. The fault tolerance scheme presented not only ensures minimum data 
loss upon failure but also protects the mobile agents from getting lost at the malicious 
hosts (nodes) and disconnected nodes, using agent cloning. The scheme is tested in 
IBM Aglet platform. The results indicate that our scheme improves application 
performance in an increasingly hostile network. The scheme is also found to be 
scalable. 
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Abstract. Sink mobility achieves great success in network life time 
improvement in wireless sensor networks. In mobile sink movement, mobile 
sink moves through random path or optimized path in obstacle free area. Fixed 
or constrained path is used in obstacle resisting environment. In fixed or 
constrained path, sink move through a predefined path, which is designed by 
the end user. In these strategies, only fixed obstacles are avoided which are 
previously present in the monitoring area. These strategies are unable to avoid 
those obstacles which are randomly entered in the monitoring area.  In this 
paper, we propose a quad-tree based online path detection strategy that detects 
any type of obstacles which enter within the network life time and design a 
shortest mobile sink movement path avoiding detected obstacles. The proposed 
scheme divides whole network into different small size region and detects 
region wise obstacle. On the other hand, proposed scheme constructs region 
wise shortest path for mobile sink data collection. Simulation results are 
presented to verify our proposed scheme.  

Keywords: Wireless sensor networks, sink mobility; obstacle, quad tree, 
network life span, energy efficiency. 

1 Introduction 

Wireless sensor networks provide reliable monitoring from long distance without any 
human interference. The main requirements of these networks are highly fault 
tolerant, long life time and low–latency data transfers [1], [2]. The primary goal of 
this network is to gather relevant data from surrounding and transmits to base station 
(BS). Deployed sensor nodes are energy constraints, limited computation and low 
storage capacities. Therefore, energy efficient routing is a very challenging issue in 
network life time enhancements. Multi-hop communication achieves great success in 
energy efficient routing strategy design. Nowadays, sink mobility gives better 
performance in WSN life time enhancements. In mobile sink based data routing 
techniques, mobile sinks are moved in different paths and collect data from static 
sensor nodes. WSNs have enabled numerousadvanced monitoring and control 
application in environmental, biomedical, and numerous other applications. 
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In rural application, different types of obstacles are present in the monitoring area 
[3]. These obstacles are like mountains, buildings etc. Obstacles prevent 
communication between the nodes. On the basis of movements, obstacles can be 
classified onto two categories: a) static obstacle and b) moving obstacle. The static 
obstacles are unable to move any other place i.e. static obstacles are fixed. Once static 
obstacles have been detected it cannot change position. Therefore, in presence of 
static obstacle, obstacle moves into a fixed and predefined path easily. On the other 
hand, moving obstacles are changed its location with respect to random time interval. 
In mobile sink movement strategy, current obstacle position detection is very 
important for optimal sink mobility path design. Due to presence of moving obstacle, 
optimal path construction is a challenging issue in WSNs. Some works have been 
done on sink movement in obstacle residing. These works only designed a fixed and 
constant path for sink movements on the basis of static obstacle position. In fixed and 
constant path movement, sink is unable to avoid moving obstacle and newly 
introduces obstacle in random time interval in the network monitoring area. In our 
proposed scheme, according to obstacle position and movement information sink 
makes its own movement strategy. The optimal sink movement increases network 
performance.         

In mobile sink based data routing scheme, selected number of mobile sinks move 
in different locations of the network and collect data from static sensor nodes. 
Therefore, static nodes’ energy loss is decreased and increase life time. In sink 
mobility based data routing scheme, path constriction for mobile sink movement is 
very important issue in WSN. Luoet al. [4] consider a WSN with a mobile base 
station. The moving base station repeatedly relocates to change the bottleneck nodes 
closer to the base station. In this technique various types of predetermined strategies 
are used to search base station movement path and data routing. Somasundaraet al. [1] 
approach a cluster based data routing scheme. In this technique sensor nodes are 
arranged in different cluster. Cluster head collects data from cluster member nodes. 
Cluster head transmits data to mobile node when it passes by. On the other hand, Bi et 
al.[5] proposed an autonomous moving strategy for mobile sinks in data –gathering 
sensor networks. In this paper, authors consider a WSN with one mobile sink. Mobile 
sink moves proactively towards the node that has the highest residual energy in the 
network. When mobile sink reaches a new location, it broadcasts a message for sensor 
node data collection. Sensor nodes transmit data to mobile nodes by multi-hop 
communication.  

On the basis of movement strategy, sink mobility can be classified into three 
categories: a) Random sink mobility, b) Optimized sink mobility, c) Fixed or 
constrained sink mobility.In random sink mobility strategy, mobile sink randomly 
moves in arbitrary length and direction paths and collects data from static sensor 
nodes. In random sink mobility strategy, sink speed is also arbitrary [6], [7], [8]. In 
optimized sink mobility strategy, mobile sink move through optimal path for data 
collection. The optimal movement path is designed on the basis of a particular 
network variable. The sink movement path continuously regulated to ensure optimal 
network performance [5], [9], [10]. In fixed or constrained sink mobility [11], mobile 
sink moves through a predefined path. According to obstacle position, end user 
designs a mobile sink movement path. Mobile sink follows this path and collects data 
from the static sensor nodes. If any new obstacle entered within the network 
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monitoring area and prevents the sink movement, there have no strategy such to 
detect the new obstacle and design new sink movement path to avoid the new 
obstacle.    

Based on the above, fixed sink mobility strategy is less effective compared to 
random and optimized sink mobility strategy. On the other hand, optimized sink 
mobility is better for sensor nodes’ load distribution and network life time 
enhancement. In outdoor sensor network application, positions of the obstacle and the 
number of obstacles have been changed randomly. Due to random obstacle position 
change and number of obstacle variation, sink movement path have been changed 
randomly. Therefore, fixed sink mobility is not good for obstacle resistant 
environment.    

In this paper, we intend a quad-tree based sink mobility scheme for obstacle 
resisting environment. The proposed scheme divided whole network into different 
small size regions. Mobile sinks collect data from static nodes according to region 
information. On the other hand, proposed scheme detects new and present obstacle 
position region wise. According to new obstacle position, mobile sink designs a new 
optimal movement path for data collection. The proposed scheme computes sink 
movement path in distributed manner. On the other hand, proposed scheme also 
distributes network load uniformly within the network.         

The rest of the paper is organized as follows. Section 2 describes the network 
model and problem statement. In Section 3, we describe a new sink movement 
strategy followed by obstacle detection. In Section 4, we evaluate the proposed 
scheme through simulations and compare it to other sink mobility strategy and finally 
in Section 5 we conclude our paper.   

2 Problem Statement 

Assume that nnumbers of static nodes are deployed in aM×M [m2] field and S 
numbers of mobile sinks are deployed random position. Our goal is to identify present 
obstacle in the M×M [m2] field and design optimal sink mobility path avoiding these 
obstacles. Each node vi (where 1≤ i ≤n) must be covered by one mobile sink Sj (where 
1≤ j  n). Proposed scheme must have following requirements: 

 
1. Mobile sinks movement path must be optimized. Each mobile sink 

independently makes its movement decisions based only local information. 
2. Sensor node detects small size obstacles and movement of the obstacle. 

According to obstacles’ movement and position mobile sink avoid 
obstacles through optimal way. 

3. Obstacle detection and optimized path detection are completely 
distributed. 

4. Optimized sink movement paths constriction process should be efficient in 
terms of processing complexity and message exchange.  

5. Static nodes’ load should be distributed uniformly. 
6. Mobile sink uniformly cover whole network. 
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3 Proposed Sinks Movement Scheme 

In this section, we describe sink movement scheme in obstacle resisting environment. 
First, we describe quad-tree based network partition and obstacle detection scheme. 
Second, we present the sink movement scheme. Finally, we prove that the proposed 
scheme meets its requirements. Mobile sink follows three types of movement path for 
data collection within the network. 

 

1. Foreign trip movement path: The foreign trip movement paths are used when 
sink move one level region to another level region.  

2. Internal trip movement path: The internal trip movement paths are used when 
any sink move one region to another in same level region. 

3. Local data collection path: The local data collection paths are used within the 
region for data collection.    

3.1 Quad-Tree Based Network Partition and Obstacle Detection 

The proposed scheme split-ups the whole network into δ size region. Each region is 
supervised by a central node Ci where, iis the highest level value. The Ci node of a 
particular region is connected with a Ci-1 node of upper region. If δ decreases then 
node density  increases in the network. If  is increased, the proposed technique 
detects minimum size obstacles. The detail process of Quad-tree based logical region 
partitioning is discussed below. 

 

1. Initially, BS selects a C node within the network. The x, y position of the C node is 
represented by N.XVAL and N.YVAL where N. XVAL = 2⁄  
and N. YVAL = ω 2⁄  . 

2. The C node logically divides the whole network into four regions, NW region, SW 
region, NE region and SE region. These four regions are directly supervised by the 
C node. The C node reports about any obstacle information to the BS by single hop 
communication.  

3. The Cinode farther selects four C nodes {C1NW, C1SW, C1NE, C1SE} in the central 
position of each region. The C1NW node position in NW region isN. XVAL NW =

, N. YVAL NW = N. YVAL + . Similarly C1SW, C1NE and C1SE nodes’ 

positions are selected at the mid position of each region.  The {C1NW, C1SW, C1NE, 
C1SE} node farther divide each region into four sub regions NW region, SW region, 
NE region and SE region.  

4. C1NW, C1SW, C1NE, C1SE central nodes are the child node of upper level C node. In 
similar way, whole network is divided into δ size region. Each small region is 
supervised by one central node Ci and three member nodes , , .  

5. Each Ci node contents its own region’s obstacle information and updates its parent 
central node {Ci-1}. BS collects obstacle information from the root node C.  

Obstacles are detected region wise. Member nodes are detecting obstacles by using 
their line of communication. The detailed obstacle detection process is discussed 
below.  
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1. Initially, any node vi and two member nodes are participating for obstacle 
detection process. Each node vi and member nodes v , v ∈ V are communicated 
to each other by single-hop communication and make a triangle.  Within a region v , v , v  are directly communicated to each other by sending the COMM_LIN 
message and on reply to COMM_LIVE message.  

2. If nodes v , v , v   complete all communication within a specific time period then 
nodes v , v , v  make decision that no obstacle is present between them.  

3. If neighbor nodes are not replying within specific period of time then 
communicating nodes decide that an obstacle is present between them. Similarly, 
all nodes send obstacle decision to local Ci node.  

4. All static sensor nodes communicate to its two neighbor nodes and make a 
triangle. If triangle is completed with its neighbor nodes then nodes decide that no 
obstacle is present between them otherwise an obstacle is found between them and 
triangle becomes incomplete.  

5. When local Ci node gets obstacle information from regional static nodes, it informs 
to the upper level Ci-1 node. Recursively every lower level Ci node transmits 
obstacle information to upper level Ci-1 node.  

6. If obstacle present between them then nodes find out all boundary nodes of the 
obstacle through shortest cyclic path identification process.  

3.2 Optimized Sink Movement 

In this section, we describe optimal sink movement strategy. Mobile sink move into 
different regions and collect data from static sensor nodes. Sink movement path must 
be optimized in such a way that static nodes’ energy loss is minimum. On the other 
head, mobile sink collect all static nodes’ data in every region. When a mobile sink 
reach into a region, first communicate with local regional central node (Ci). Local 
central node gives the obstacle information and also gives information regarding the 
visit of any other mobile sink. Each mobile sink move autonomously, without 
following a predetermined trajectory. The detailed process of sink movement strategy 
is discussed below: 

 

1. Sink start movement at random position. When sink start movement, first 
communicate to nearest central node (Ci) for region information collection. 
Central node provides obstacle information and visited sink information. 

2. If any sink is presently not visiting current region, nearest mobile sink starts to 
collect data from present region. On the other hand, before starting data collection 
from static sensor node mobile sink also verify whether any obstacle is present 
within the region or not.  

3. If any obstacle is not present in current region, mobile sink selects a central 
position within the region for data collection from the static nodes. The central 
position selects in such a way that the transmission energy loss of the all static 
sensor nodes within the region is minimum. 

4. When mobile sink start to visit a region, Ci set visiting states of that region is 
“off” and the visiting count is “i” where r j 0 and r is the number of rounds. 

5. When mobile sink reach data collection point within the region, first broadcast a 
advertise message (ADV_CALL) for data collection process. 
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6. When static sensor nodes receive ADV_CALL message from mobile sink then 
transmit a confirmation message (ADV_CON) for data transmission.  

7. After receiving ADD_CON message, mobile sink provide a data transmission time 
slot to each static sensor node. 

8. Each static sensor node transmits data to nearest mobile sink by a given time slot.  
9. When mobile sink complete data collection process within the region, mobile sink 

communicate to Ci node and inform that data collection process of the current 
region is over and give nearest region information. 

10. Local Ci nodes also set visiting states of the current region is “on” and increase 
visiting count is “j+1”. 

11. After data collection, mobile sink move to other region data collection point and 
collect data from static sensor nodes in same way. 

12. If any region within the local Ci is already visited then Cicommunicates to Ci-1 

central node. 
13. Ci-1 central node checks another remaining unvisited Ci node and allocates 

unvisited Ci then requests mobile sink.  
14. If Ci-1 nodes check that all regions have already been visited then communicate 

with Ci-2 node. On that condition Ci-2 find unvisited Ci-1 similarly this Ci-1 also find 
unvisited Ci node and allocate unvisited region. 

3.3 Multiple Mobile Sinks Movement Strategy  

In multiple mobile sink movement, Ci manages mobile sink in such a way that one 
region is visited by one mobile sink at a time. On the other hand, upper level Ci-1 
nodes also concurrently manage multiple mobile sink movement strategy. When a 
mobile sink moves one Ci node to another Ci node then Ci communicates to Ci-1 node. 
The Ci-1 node manages mobile sink in such way that only one mobile sink is 
monitored by only one lower level Ci nodes. Fig. 1 shows multiple sinks’ movement 
in obstacle free environment. Detailed multiple sinks’ movement is given below:  

1. In multiple sink movement strategy, under a single Ci maximum four mobile sink 
collect data from different regions.  

2. In Multiple mobile sink movement, when Ci node first time allocates a region then 
also communicates with Ci-1, Ci-2…..C nodes. 

3. Upper levels C always try to allocate a single sink to a single Ci+1 node. If number 
of mobile sink is maximum then Upper level C node allocates maximum four 
mobile sink in each Ci+1. 

4. When any mobile sink completes a region then this mobile sink visits another new 
region which is allocated by the Ci and Ci-1, Ci-2 …C nodes. 

3.4 Sink Movement Strategy in Static Obstacle Resisting Environment  

In static obstacle resisting environment, obstacles’ positions are fixed i.e. one obstacle 
has been detected; obstacles are unable to change its position. In static obstacle 
resisting environment, mobile sink visits each region and overcome obstacle boundary 
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by minimum distance. The detailed process of sink movement strategy in static 
obstacle resisting environment is discussed below: 

1. If any obstacle presents within the region then Ci node informs mobile sink before 
visiting the region. 

2. When any mobile sink starts data collection within the obstacle region, first checks 
shortest boundary root to overcome the detected obstacle. 

3. In obstacle resisting environment, mobile sink selects four data collection points 
within the region. 

4. Four data collection points are selected in such a way that all static nodes transmit 
data to mobile sink with minimum energy loss. 

5. When mobile sink visits four points within the region then all static nodes transmit 
data to mobile sink which blocked by the any regular or irregular obstacle. 

6. When sink visit four data collect points within the region then present obstacles are 
overcome through shortest path. 

Fig. 2 shows multiple sinks’ movement in static obstacles resisting environment. In 
static obstacle resisting environment mobile sink overcome presents obstacle and 
collect data from each static sensor nodes.  

 
 

 

Fig. 1. Multiple mobile sink movement strategy in obstacle free environment 

3.5 Sink Movement Strategy in Moving Obstacle Resisting Environment  

In moving obstacle resisting environment, obstacle changes its position with respect 
to time. Therefore, sink also update its movement path with respect to obstacle 
movement strategy. The detailed process of sink movement strategy in moving 
obstacle resisting environment is discussed below: 
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Fig. 2. Multiple mobile sink movement strategy in static obstacle resistant environment 

1. If obstacle moves from one region to another region with mobile sink within the 
same Ci nodes, then mobile sink overcome the obstacle if this obstacle is blocked 
the sink movement’s path.  

2. Ci updates obstacle information with a specific time period by the boundary nodes 
of the obstacle. 

3. When Ci nodes get any update message for sink movements then sink change its 
movement direction if obstacle blocks the sink movements.  

4. If obstacle moves with the mobile sink and reach to next visiting region with 
mobile sink then Ci does not allocate this region for mobile sink visit. In that 
condition central nodes allocate another nearest non visited region. 

5. After that central node detects shortest route to overcome the detected obstacle. 
6.  After shortest boundary detection, region is available to visit the mobile sink. 

4 Simulation Results 

In this section, we have analyzed and compared the performance of the proposed sink 
movement scheme in obstacle resisting environment with the other existing sink 
movement techniques. In the simulation environments, sensor nodes are randomly 
placed in a 120 ×120 [m2] rectangular monitoring area. Deployed mobile sink move 
with speed of 5 m/s, on the other hand, we also consider that mobile obstacle moves 
with speed of 3m/s. Energy loss for data sense, receive and transmit is computed as 
follows: 

 E (β, d = β(e + e d               if d dβ e + e d               if d d  

 
where, efs [J/bit/m2] represents the energy dissipated by the amplifier circuit in free 
space. The multi-path fading channel emp [J/bit/m2] model is used for the transmitter 
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amplifier. The short distance is defined as d = e e⁄  and β is the number of bits 
transmitted.  The energy dissipated by the receiver circuit for receiving β number of 
bits is represented byEr (β) E (β = βe  

We observe the following metrics to evaluate the performance of our proposed 
sink movement scheme.  

• Total amount of data: The total amount of data collected by the mobile 
sink in one round. 

• Total energy consumption: summation of all sensor nodes’ energy loss in 
one round. 

• Network life time: Network life time is defined as the number of 
movement rounds of the mobile sink from the beginning of the data 
collection phase to the last i.e. nodes’ energy exhaustion. 

Fig. 3 shows network lifetime competition between proposed scheme, static sink 
and other sink movement schemes in obstacle free environment. Proposed scheme 
give better network life time compared to static sink, MASP, 6-positions and 
distributed schemes. In our proposed scheme, network life time increases due to 
proper utilization of static nodes energy. On the other hand, static node transmission 
energy loss is less compared to other techniques.    

Fig. 4 shows average energy consumption comparison in obstacle free 
environment. In our proposed scheme average energy consumption is less compared 
to other sink mobility scheme.  In our proposed scheme, mobile sink collect data from 
an optimal data collection point. Therefore, each static sensor node transmits data to 
mobile sink at a minimum energy loss. Similarly, due to minimum distance from 
static nodes to mobile sink, energy utilization rate is maximum in our proposed 
scheme. 

 

Fig. 3. Network life time in obstacle fee environment 
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Fig. 4. Average energy consumption in obstacle free environment 

 

Fig. 5. Network lifetime in obstacle resisting environment 

 

Fig. 6. Average energy consumption in obstacle resisting environment 
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Fig. 5 illustrates the network lifetime comparison between our proposed scheme 
and other mobile sink based data collection schemes in obstacle resisting 
environment. In obstacle resisting environment, our proposed scheme gives better 
result compared to other mobile sink based data collection schemes. Our proposed 
scheme detects obstacles region wise and designs sink movement strategy with 
respect to obstacle information. On the other hand, other sink movement schemes are 
unable to avoid present obstacles within the monitoring environment.   

Fig. 6 shows average energy consumption comparison between proposed scheme 
and other sink movement scheme in obstacle resisting environment. In our proposed 
scheme, energy consumption is less compared to other sink movement schemes. In 
our proposed scheme, message over head is less compared to other sink movement 
techniques. 

5 Conclusions 

In this paper we have proposed a quad tree based sink movement scheme in obstacle 
resisting environment. Proposed scheme divides the whole network into different 
regions. Each region is supervised by a single central node. Central node contains 
obstacle information and sinks visit information. According to obstacle position, sink 
move within the region and collect data from monitoring environment. Our proposed 
scheme avoids both static and mobile obstacle and collects data from the static nodes.  
Simulation results show significant improvement in network lifetime and energy 
consumption compared to other sink movement schemes.  
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Abstract. Energy efficiency is one of the important issues in the Wire-
less Sensor Networks (WSN). In this paper, a decentralized Alive Nodes
based Low Energy Adaptive Clustering Hierarchy (AL-LEACH) is pre-
sented, that considers number of alive nodes in the network to elect the
cluster heads. Alive nodes are used to dynamically compute weights of
random numbers. Random number is one of the important parameters
to elect cluster heads for the Low Energy Adaptive Clustering Hierarchy
(LEACH) protocol. Extensive simulations are carried out to compare
our proposed approach AL-LEACH with Low Energy Adaptive Cluster-
ing Hierarchy (LEACH), Low energy adaptive clustering hierarchy with
Deterministic Cluster-Head Selection (LDCHS) and Advanced LEACH
routing protocol for wireless micro sensor networks (ALEACH). Simula-
tion results show that AL-LEACH improves the network life time and
number of packets received by Base Station (BS) through balanced en-
ergy consumption of the network.

Keywords: Improved LEACH, Alive nodes, Random number, Balanced
energy consumption, Cluster head election, Energy efficient routing,
Wireless sensor network.

1 Introduction

Energy efficiency is one of the important issues of WSN. To prolong lifetime
of the network, long distance transmissions should be avoided. Also, number of
transmissions should be reduced, as it affects network lifetime. Cluster based
routing protocols provide both these functionalities to enhance network lifetime.
Low Energy Adaptive Clustering Hierarchy (LEACH) [1] is one of the promi-
nent cluster based protocols that works in rounds. Each round is divided into
two phases: i. Cluster Setup Phase, and ii. Steady State Phase. Cluster Heads
(CHs) are elected during Cluster Setup Phase. During this phase, a node as-
sumes a random number between 0 and 1; and the node elects itself as CH, if
the generated random number is less than T (n), where T (n) is given by Eq. 1.

T (n) =

{
p

1 - p * (r mod 1
p )

if n ∈ G,

0 otherwise
(1)
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In Eq. 1, p is the desired percentage of the cluster heads during each round
and it is known to the algorithm in advance; G is the set of nodes that had not
been cluster head since last 1

p rounds, where p is given by Eq. 2.

p =
k

N
(2)

Here, N is the total number of nodes and k is the number of cluster heads.
Once CHs are elected, they inform their status to other nodes in the network.
Non-cluster head nodes associate with one of the CHs, for which minimum
communication energy is required. After receiving join messages, CHs prepare
TDMA schedule and inform the member nodes. During steady state phase, mem-
ber nodes transmit data as per the TDMA schedule. CHs perform data aggre-
gation and send it to BS after receiving data from the member nodes.

Low energy adaptive clustering hierarchy with Deterministic Cluster-Head
Selection (LDCHS) [2] improves LEACH algorithm by including the remaining
energy level available in each node and is given by Eq. 3, where Ecurrent and
Emax denote the current and initial energy of the nodes.

T (n) =

{
p

1 - p * (r mod 1
p )

∗ Ecurrent

Emax
if n ∈ G,

0 otherwise
(3)

Network stuck after certain number of rounds with this threshold value and
hence, threshold value T (n) is further modified as shown in Eq. 4.

T (n) =

{
p

1−p ∗(r mod 1
p )
[Ecurrent

Emax
+ (rs div 1

p )(1− Ecurrent

Emax
)] if n ∈ G,

0 otherwise
(4)

where rs denotes number of consecutive rounds for which the node is not
elected as CH. Quadrature-LEACH(Q-LEACH) [3] divides the network area into
quadrants and then uses Eq. 1 to elect cluster heads. Coverage based LEACH
(CVLEACH) [4] uses Eq. 1 to elect the cluster heads along with the over hear-
ing properties of the node to create non-overlapping cluster regions. Advanced
LEACH routing protocol for wireless microsensor networks (ALEACH) [5] im-
proves LEACH protocol by modifying threshold equation T (n), which is given
by Eq. 5.

T (n) = Gp + CSp (5)

where Gp and CSp are the general probability and current state probability.
General probability is given by Eq. 1 and current state probability is given by
Eq. 6.

CSp =
Ecurrent

Enmax
∗ k

N
(6)

where k is the desired number of cluster heads, N is the total number of nodes,
Ecurrent and Enmax denote the current and initial energy of a node. WALEACH
[6] improves ALEACH protocol by assigning weight (importance factor) to CSp
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and Gp. WCVALEACH [7] improves WALEACH protocol by assigning weight
factor to CSp and Gp along with over hearing property of the nodes to create
non-overlapping cluster regions.

These protocols always use fixed span for the random numbers when nodes
participate to become cluster heads. This results into few or no cluster head
during a particular round, as the dead nodes are increased in the network. This
can be improved by assigning weight (importance factor) to the random numbers.
This weight depends on the number of alive nodes in the network and it is
computed dynamically for each round. Thus, contribution for this paper can be
given as follows:

– Improvement area is identified for LEACH protocol and few of its decedents
– A new method to calculate weighted random numbers is proposed. These

weighted random numbers are compared with T (n) to elect CHs, where
T (n) is given by Eq. 1

The paper is organized as follows: In Section 2, alive nodes based improved
LEACH protocol is proposed; Simulation parameters and result discussion is
given in Section 3, and finally concluding remarks are given in Section 4.

2 AL-LEACH: Alive Nodes Based Improved LEACH

A node elects itself as CH, if the random number, rnd, is less than threshold value
T (n), given by Eq. 1,3–5; where rnd is the random number between 0 and 1. The
protocols discussed in section 1, have tried to increase the probability of a node
to become CH by increasing the threshold value T (n). However, the proposed
approach differs from these protocols in the sense that it tries to decrease the
importance of the random number rnd. This is achieved by assigning weight
factor to the generated random number, where weight is proportional to the
number of alive nodes in the network for a given round.

The proposed approach is derived from LEACH protocol. Like LEACH, the
proposed approach also runs in rounds. During Cluster Head Election phase,
each node assumes a random number, rnd, between 0 and 1 and it is weighted
as per the Eq. 7; where N is the total nodes in the network and Dead are the
number of dead nodes during that round. A node becomes CH, if RND is less
than T (n), where T (n) is given by Eq. 1.

RND = rnd ∗ (N −Dead)

N
(7)

Eq. 7 reduces importance of rnd, as the number of dead nodes increase in the
network, and thus it increases the probability of the nodes to become CH. The
proposed approach works similar to LEACH till the death of first node.
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3 Simulation Parameters and Result Discussion

3.1 Simulation Environment

Simulations are carried out in MATLAB and code for LEACH protocol is ob-
tained from csr.bu.edu [8]. The parameters used for simulation are shown in
Table 1. Also, first order radio energy model is used as given in [1]. Extensive
simulations are carried out by varying the node density and initial energy.

Table 1. Parameters used for simulation

Parameter Name Value

Node Deployment Area 100m X 100m

Number of Nodes (Excluding BS) 1) 50
2) 100
3) 200

Relative Position of BS (50,50)

Initial Energy/Node 1) 0.25
(in Joules) 2) 0.50

3) 0.75

Simulation Stopping Criteria 5000 Rounds

Transmitter Electronics (ETxelec)
Receiver Electronics (ERxelec) 50 nJ/bit
(ETxelec = ERxelec = Eelec)

Energy for Data Aggregation (EDA) 5 nJ/bit/message

Free Space (εfs) 10 pJ/bit/m2

Multi-path Fading (εmp) 0.0013 pJ/bit/m4

Packet Size 4000 bits

Percentage of Cluster Heads 5% [1]

Proposed Approach Compared with 1) LEACH [1]
2) LDCHS [2]
3) ALEACH [5]

3.2 Simulation Metrics

– Network Lifetime: Network lifetime is measured using three metrics First
Node Dies (FND), Half of the Nodes Alive (HNA) and Last Node Dies
(LND). LND refers to the time when 90% of the total nodes die [9].

– Number of Packets: It indicates number of packets received by BS from
the network. Higher the number of packets received indicate lower die rate
of the nodes and consumption of energy [10].

– Convergence Indicator (CI): It is given by Eq. 8 [9], where FND, HND
and LND refers to time when First Node Dies, Half of the Nodes Die and
90% of the total nodes die. It is used to measure network convergence. Higher
the value of CI, better is the balanced energy consumption of the network.

CI =
LND - HND

HND - FND
(8)
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Table 2. Network Lifetime, Convergence Indicator (CI) and Packets received by BS
for varying node density and initial energy

Total Nodes Energy Protocol FND HNA LND CI Packets
(J/Node) (rounds) (rounds) (rounds) Received

by BS a

LEACH 434 604 858 1.494 1643
0.25 LDCHS 434 619 828 1.1297 1617

ALEACH 453 651 844 0.975 1707
AL-LEACH 434 621 961 1.818 1865
LEACH 881 1252 1584 0.895 3373

50 0.5 LDCHS 862 1208 1609 1.159 3253
ALEACH 939 1264 1614 1.077 3359
AL-LEACH 881 1251 1641 1.054 3538
LEACH 1321 1848 2258 0.778 4878

0.75 LDCHS 1306 1826 2247 0.810 4878
ALEACH 1436 1890 2402 1.128 4986
AL-LEACH 1321 1889 2483 1.046 5092

LEACH 397 580 645 0.355 2931
0.25 LDCHS 394 589 697 0.554 2950

ALEACH 419 585 706 0.729 2998
AL-LEACH 397 596 722 0.633 3259
LEACH 744 1187 1351 0.370 5806

100 0.5 LDCHS 782 1168 1375 0.536 5879
ALEACH 849 1190 1330 0.411 5908
AL-LEACH 744 1181 1425 0.558 6136
LEACH 1114 1760 1972 0.328 8749

0.75 LDCHS 1145 1758 1997 0.390 8789
ALEACH 1297 1772 2031 0.545 8884
AL-LEACH 1114 1767 2123 0.545 9291

LEACH 399 591 682 0.474 5989
0.25 LDCHS 409 592 670 0.426 5948

ALEACH 374 589 684 0.442 5924
AL-LEACH 399 587 724 0.729 6399
LEACH 799 1171 1332 0.433 11963

200 0.5 LDCHS 773 1173 1355 0.455 11901
ALEACH 778 1167 1346 0.460 11866
AL-LEACH 799 1177 1444 0.706 13001
LEACH 1215 1754 1990 0.438 17757

0.75 LDCHS 1212 1754 2008 0.469 17883
ALEACH 1124 1767 2009 0.376 17667
AL-LEACH 1215 1766 2145 0.688 19117

a Measured at the end of the Simulation.

Simulation results are given in Table 2. It can be seen from results that for CI
metric, AL-LEACH is preferable as node density increases. The same is evident
through Fig. 1-3 Also, it can be concluded from the results that packets received
by BS are always more for the AL-LEACH compared to LEACH, LDCHS and
ALEACH.
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Fig. 1. Convergence Indicator for a network of 50 nodes

Fig. 2. Convergence Indicator for a network of 100 nodes
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Fig. 3. Convergence Indicator for a network of 200 nodes

4 Conclusion

In this paper, improvement area is identified for LEACH, LDCHS and ALEACH
protocols. Also, a solution is proposed in form of AL-LEACH protocol that
assigns weights to the random number according to the number of alive nodes
in the network. This weighted random number is compared with threshold T (n)
to elect cluster head. Simulation results demonstrate that AL-LEACH improves
network lifetime. Also, more number of packets are received by BS through
balanced energy consumption, which is determined by the Convergence Indicator
(CI).
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Abstract. Ad-hoc networks are vulnerable to blackhole attack. Blackhole at-
tacker drops every incoming legitimate packet to disrupt on-demand routing as 
well as data delivery in ad-hoc network. The attacker drops received route  
request packets instead of forwarding them pretending to have valid route to 
destination. As a result, all data from source will be delivered towards black-
hole attacker. In this paper, we have proposed a trusted on-demand routing ap-
proach to defend blackhole attacker depending on our trust model with different 
levels of trust computations. In our approach, blackhole attackers are identified 
and isolated on context of data forwarding. Simulation and analysis justify our 
proposal against blackhole attack for on-demand routing in Ad-hoc Network. 
Simulation results analyses and justifies our trusted proposal against blackhole 
attack for on-demand routing in Ad-hoc Network. 

Keywords: AODV, Blackhole attack, direct trust, indirect trust, trustor, trustee. 

1 Introduction 

Blackhole attacks are vulnerable to on-demand routing protocols in ad-hoc network 
[1]. When a source discovers communication route to destination using on-demand 
routing protocols, source broadcast RREQ (route request) routing packet. Every in-
termediate node re-sends the received RREQ until destination found. Destination 
sends back RREP (route reply) routing packet towards source. If an intermediate node 
has valid communication route to destination, on receiving RREQ, it sends back 
RREP towards source. Among all received RREP, source always consider highest 
sequence numbered RREP of shortest hop count for selecting data delivery path. 
Blackhole attacker drops RREQ instead of re-sending it towards destination and sends 
back a false RREP of much higher sequence number in comparison with other legiti-
mate RREP. Consequently source becomes fool and considers blackhole forwarded 
higher sequence numbered RREP for selecting communication route to destination. 
Consequently, source sends all data packets towards blackhole attacker. On receiving 
source forwarded data packets via blackhole forwarded RREP traversed path, black-
hole attacker drops all data packets. We have considered the popular on-demand 
routing protocol AODV [7] for this work. We have proposed Context Sensitive 
Trusted AODV against Blackhole attack (CST-AODV- Blackhole). Trust is the 
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measure of belief both in positive and negative sense. Positive believe is a measure of 
expectation fulfillment and negative belief comes from detraction of expectation in 
between entities. Trust evaluating entity is considered as current trustor (CT), and 
current trustee (TE) is being evaluated by CT. Our context based trust evaluation 
approach is the aggregative effect of direct and indirect trusts. Now the inclusion of 
TE in data delivery path depends on the computed trust value by CT. 

Related works are discussed in section 2 and section 3 is focused on Blackhole  
attack in AODV. In section 4, Trust model is explained. In section 5, CST-AODV- 
Blackhole is discussed based on trust computation by underlying TOR model. Simu-
lation results of our experiments are presented in section 6. Section 7 concludes the 
presented work. 

2 Related Work 

In ad-hoc network several secure routing approaches are proposed against blackhole 
attack. In [6], authors detect and prevent packet dropping by blackhole attacker with 
the use of Clusterhead Switch Routing Gateway Protocol. Here the detection and 
prevention mechanism is proposed on the basis of miss ratio. In [2], a counter algo-
rithm called Receive Reply algorithm, has been proposed to identify blackhole node 
in ad-hoc network. Here identification process is based on the measure of difference 
between source sequence number and destination sequence number. In [3], blackhole 
attacker is identified and isolated based on interrogation of routing table entry about 
the destination node. Here the security measure is divided into local zone communica-
tion and inter zone communication. In [8], authors defined a threshold value with 
respect to considered constraints and compared destination sequence number with 
defined threshold value to identify blackhole attack. In [5], a blackhole attacker is 
blacklisted if the sequence number of forwarded RREP is higher than the defined 
threshold value. Here, threshold value is defined based on average measure of se-
quence numbers of all received RREP packets. In [4], suspected nodes are detected on 
the basis of packet receiving and received packet forwarding aspects. If the suspected 
nodes are RREP packet senders, then they are identified as blackhole attacker nodes. 

3 Blackhole in AODV 

Blackhole attacker drops all received legitimate packets. On receiving RREQ, Black-
hole attacker drops RREQ instead of re-sending it and falsely sends back a much 
higher sequence numbered RREP pretending as if it has valid route to destination. 
AODV rely on the RREP with highest sequence number for selecting data delivery 
path. Blackhole attacker exploits this mechanism. In Fig. 1, a network part is consi-
dered including blackhole attacker. In Fig. 1. S broadcast RREQ to discover a com-
munication route for target D. On receiving this RREQ, D sends back RREP to S via 
path node3node1  S. On the other hand, node2 has the valid route to D, and 
node2 sends back a RREP to S. In contrast of these two cases, BA sends back false 
RREP of much higher sequence number on receiving RREQ pretending to have valid 
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route to D and drop that legitimate RREQ instead of re-sending it towards D. S rece-
ives RREP from D, from node2 and from BA. RREP from node2 and BA are of same 
hop count 1. But since S rely on highest sequence numbered RREP, S considers BA 
forwarded false RREP of much higher sequence number than legitimate nodes. When 
S sends data packets towards BA, BA drops all data packets. 

 

Fig. 1. Example network part including blackhole 

4 Trust Model 

We have structured Trust Model (Fig.2) with four separate modules like Node Man-
ager, Trust Manager, Decision Manager and On-demand routing protocol Module 
(AODV for this work). Node Manager Module is responsible for receiving and trans-
mitting routing packets, control packet and are also responsible for transmitting and 
receiving trust situation based packets respectively towards Trust Manager sub mod-
ule and from Decision Manager sub module. Trust Manager Module receives trust 
situation based packets to compute the current trust value about trustee. Trust Manag-
er computes trust value with the help of Trust Engine, Direct Trust Manager and Indi-
rect Trust Manager. Before computing trust value, Event analyzer of trust module 
analyzes incoming events. Depending on analyzed events, context is analyzed by 
Context Analyzer of Trust Manager. Decision Manager takes the decision on basis of 
trust value that computed by Trust Manager. Decision Manager compares the com-
puted trust value with uncertainty point and takes positive or negative decision about 
trustee. Uncertainty point is application dependent. 

5 CST-AODV-Blackhole 

If an intermediate node sends RREP pretending that it has valid route for destination, 
our proposed protocol considers RREP sender node as TE (current trustee). TE sends 
RREP to its reverse node which is consider as CT (current trustor). CT computes the 
trust value of TE with different level of trust computations. For indirect evaluation, 
CT broadcasts recommendation request packet (REQres) for 1-hop recommenders. 
Against REQres, CT receives recommendations about TE from recommenders. 
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Fig. 2. Trust Model 

On the other hand, CT evaluate TE directly on the observation of legitimate pack-
ets sending by TE. If TE is blackhole attacker, TE will drop all legitimate packets. To 
observe that TE is misbehaving or not, CT sends RREP response packet (RREPres) to 
TE for re-sending it to the next-hop node from TE to target destination (NH-toD). If 
TE has valid route to destination, then there exists the NH-toD. This NH-toD may be 
an intermediate node or may be the target destination. 

CT evaluates TE using promiscuous mode. Promiscuous mode gives the advantage 
to CT of listening and interpreting all the packets in its entirety. If TE re-sends CT 
forwarded RREPres to NH-toD, CT can listen and interpret that TE re-send RREPres 
in promiscuous mode. Sequence of packet transfer in our approach is shown in Fig. 3. 
On the other hand, if TE is blackhole attacker, TE will not re-send RREPres to NH-
toD. As a result, CT cannot listening TE forwarded RREPres in promiscuous mode. 
We have considered context (C) and misbehavior (M) in our work as follows: 

Context (C): This is the event of not listening by CT of RREPres that re-sends by 
TE (after receiving RREPres from CT) in promiscuous mode within requisite time. 

Misbehavior (M): If TE does not re-send RREPres (received from CT) to NHN-
toD, TE’s behavior is considered as misbehavior. 
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Fig. 3. Packet Transfer sequence in CST-AODV-Blackhole 

Symbols are used in CST-AODV-Blackhole as follows.  

• [CTTC
TE]tcurD :  Direct Trust 

• [CTTC
TE]toldN : Aggregated Old Received Notification 

• [CTTC
TE]tcurR : Aggregated Current Recommendation 

• [CTTC
TE]tcurI :   Indirect Trust 

• [CTTC
TE]tcurT :  Current Trust 

• [CTTC
TE]toldS :  Aggregated Old Self Evaluated Final Trust 

• [CTTC
TE]toldFT : Current Final Trust 

• TRREPres: (time taken for RREPres transmission and reception) + (RREPres 
travel time) + (MAC and routing layer delays) + (queuing time at receiver 
node). 

• TP :   Processing time taken by TE, depending on different computation. 
• TConst :   constant times considering network. 

For the symbol XTC
Y , T denotes trust of trustor X on trustee Y under the context C. 

Here tcur and told are the current and old time instants. Different level of trust value 
varies in between 0.0 and 1.0, highest positive trust for believe case. The trust value 
0.5 is considered as uncertainty point for this work. 

5.1 Direct Trust 

At time of forwarding RPres for TE, CT’s Node Manager initializes that time to zero. 
When TE receives CT forwarded RREPres , TE re-sends that RREPres to TE’s next-
hop node to target destination (NHN-toD). After forwarding RREPres, CT waits for 
listening TE re-send RREPres in promiscuous mode till time (2TRREPres+TP+TConst). If 
CT can not listen TE re-send RREPres in stipulated time (2TRREPres+TP+TConst), CT 
understands that TE has dropped CT forwarded RREPres instead of re-sending it to 
node NHN-toD. In that case, CT’s Direct Trust Manager identifies misbehaviour M on 
the context C and disbelieves TE. In that case, CT’s Direct Trust Manager assign 0.1 
as trust value to [CTTC

TE]tcurD for TE. On the other hand, if CT listens TE re-send 
RREPres in promiscuous mode within stipulated time, CT’s Direct Trust Manager can 
not identify the misbehavior M on the context C and believes TE. In that  case, CT’s 
Direct Trust Manager assign 0.9 as trust value to [CTTC

TE]tcurD for TE.  
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5.2 Indirect Trust 

Indirect Trsut Manager of Trust Manager module computes indirect trust 
([CTTC

TE]tcurI) with weighted aggregation of [CTTC
TE]toldN and [CTTC

TE]tcurR as per 
equation-(1). 

 N}]tT[R]]tT[I]tT[ old
C

TECTcur
C

TECTcur
C

TECT ×+×= 5.05.0 1  (1) 

 [CTTC
TE]tcurR and [CTTC
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In equation-(2), [TiC
TE]toldN is the stored notified trusts, where i varies from 1 to n.  n 

is the total number of stored notifications. In equation-(3), R[TRiT
C

TE]t is the received 
recommendation, where TRi is ith recommender and i varies from 1 to n, the total 
number of recommenders. CT’s trust on TRi is [CTTC

TRi]t. e
-(t-t0) is time decaying pa-

rameter, where t0 is initial time. 

5.3 Final Trust 

Trust Engine of Trust Manager module computes [CTTC
TE]tcurT  with the help of 

[CTTC
TE]tcurD and [CTTC

TE]tcurI according to equation-(4). 

 I]tT[.D]tT[.T]tT[ cur
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TECT ×+×= 2080  (4) 

Trust Engine computes final trust [CTTC
TE]tcurFT with the weighted aggregation of 

[CTTC
TE]tcurT  and [CTTC

TE]toldS according to equation-(5). 
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[CTTC
TE]toldS is computed by Trust Engine according to equation-(6). Here, 

[CTTiC
TE]toldFT is ith old self computed final trusts. i varies from 1to n.  n is the total 

number old self computed final trust. 
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5.4 Decision and Reaction  

Trust Manager Module sends computed final trust to Decision Manager. If 
[CTTC

TE]tcurFT is greater than 0.5 (uncertainty point ), Decision Manager takes belief 
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decision and if [CTTC
TE]tcurFT is less than uncertainty point, Decision Manager takes 

disbelief decision. When computed trust value is exactly at uncertainty point, Deci-
sion Manager could not justify the belief or disbelief level. In this case, on basis of 
uncertain decision, Decision Manager takes disbelief decision. CT’s Decision Manag-
er sends the taken decision to Node Manager for considering or isolating TE from 
current route and also send the final trust value as notification to other nodes.  

6 Simulation 

Simulation result shows that our proposal can efficiently detect blackhole attack in 
comparison with existing AODV protocol. We have simulated with the ad-hoc net-
work of wireless nodes over 1000m×1000m terrain. For our simulation, we have con-
sidered CBR traffic type. From Fig. 4 and Fig. 5, we can see that packet loss rate in 
our proposal is very low (very nearer to zero percent) where AODV protocol is much 
higher packet loss rate. Packet loss rate is the function of data packet send by sources 
and data packets did not received at destination due to packet dropping by blackhole 
attacker. We have evaluated results after 100 simulation runs.  

 

Fig. 4. Packet loss rate vs. total nodes in network 

 

Fig. 5. Packet loss rate vs. numbers of blackhole attackers 
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7 Conclusion 

Our proposal detects blackhole attackers in entire network with high detection rate as 
shown in the simulation results. Our proposed trust model and trust computation  
define trust level of relationship between nodes in the network. Depending on trust 
level, one node believes or disbelieves its trustee. With disbelief of trustor, blackhole 
attackers are detected and isolated from route. Notification by CT about TE’s believe 
or disbelief level aware the other nodes in the network so that they can consider it 
during their own computations. In future, we will advance our trust model with re-
spect to other vulnerable attacks in ad-hoc network. 
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Abstract. One of the basic requirements of Wireless Sensor Network is en-
hanced network lifetime. Usually Multi-hop communications between sensor 
nodes and the sink is more energy efficient than single hop communication. 
However, because the cluster heads (CHs) closer to the sink are loaded with 
heavy relay traffic, they exhaust much faster than other CHs in the network and 
ultimately the whole network becomes in operational before time.  In this pa-
per we propose a LevelWise Initial Energy Assignment (LWIEA) technique for 
better network lifetime.For this purpose the whole sensing region is separated in 
to multiple hierarchical levels and level wise initial energy of sensor nodes have 
been calculated before real sensor deployment. Applying LWIEA, the resultant 
heterogeneous sensor network with level wise different initial energy can han-
dle different energy consumption rate in different level. Simulation results show 
that assigning the initial energies using LWIEA technique effectively improves 
the network lifetime up to 79% comparedto uniform initial energy assignment 
strategy with respect to the parameter Full Energy Consumption (FEC) in the 
network.  

Keywords: Initial Energy Assignment, Energy consumption, Network lifetime, 
WSN. 

1 Introduction 

Due to the rapid development of wireless communications and integrated circuits, 
sensor nodes are now smaller and less expensive and for that WSNs are nowadays 
largely deployed in variety of applications [1] including military surveillance, envi-
ronmental monitoring, health monitoring and home automation. Clustering is one of 
the basic approaches for designing energy-efficient, robust and highly scalable distri-
buted sensor networks. Utilizing clusters reduces the communication overhead, there-
by decreasing the energy consumption and interference among the sensor nodes. Low 
Energy Adaptive Clustering Hierarchy (LEACH) [2]is the most primitive cluster-
basedroutingprotocol for wireless sensor network.Some of cluster-basedrouting  
protocols in this group are EECHS [3] , PECRP [4] and EECA-Mhop[5]. One of the 
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main reason of poor coverage and lifetime of the network is unbalanced power con-
sumption in WSN. Many algorithms, strategies and mechanisms have been proposed 
by researchers to improve the network lifetime [5-12]. In [8] it presents a proper Ini-
tial energy assignment (IEA) strategy for maximizing network lifetime. According to 
this strategy sensor node are allocated appropriate initial energy depending on their 
energy consumption, locations and sensor density.In ACT [9] it presents a cluster-
based routing protocol, the aim of which is to reduce the cluster size near the Sink, as 
cluster heads (CHs) closer to the Sink need to relay more data. In ACT it allows every 
CH to consume more or less the same amount of energy so that the CHs near the Sink 
do not exhaust their power so quickly. In this paper we propose a LevelWise Initial 
Energy Assignment (LWIEA) technique, where the whole sensing region is divided 
into three equal sized hierarchical levels and level wise initial energy of sensor nodes 
have been calculated before real deployment. Applying LWIEA, the resultant hetero-
geneous sensor network can handle different energy consumption rate in different 
level effectively and improves the network lifetime.  

2 Proposed Work 

Since the cluster heads (CHs) closer to the Sink are burdened with too many relaying 
loads, they drain much faster than the other CHs in the network and will become inac-
tive very soon. And since in multi-hop communication the nodes which are closer to 
sink are responsible for relaying the data packet from the other parts of the sensor 
network to sink, the data packet will not reach properly to the sink though a signifi-
cant number of sensor nodes are still alive in the regions farthest away from the sink. 
For this purpose we propose a LevelWise Initial Energy Assignment (LWIEA) tech-
nique where the approximate initial energy of different levels sensor node are calcu-
lated first. Then assigning that heterogeneous initial energy in sensor network we 
have tried to deal with the problem of uneven power dissipation. Applying LWIEA 
technique it is observed that no part of the resultant heterogeneous sensor network 
exhaust too early and as a result it effectively improves the network lifetime. 

2.1 Assumptions 

The following conditions are assumed. 

(i) Multi-hop communications have been used to relay data via CHs.  
(ii) The whole sensing region is separated with three hierarchical levels of same clus-

ter sizes. The closest Level from Sink is termed as Level1, and then the next one 
as Level2 and the farthest one is termed as Level3.  

(iii) The positions of Sink and sensor nodes are fixed. 
(iv) Sensor nodes are uniformly distributed in the region with node density dn. 
(v) The sensing region is of rectangular shape having area 120x90 meter2. 
(vi) Cluster head selection happens based on the residual energy of the sensor nodes. 
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Where DAE  is the energy for data aggregation. Therefore Total Energy consumption 

of a cluster head in level3 is 

( ) ( )[ ] ( )( ) ( )DAelecampelec ElNElNrEElNECH ××+××−+××+××= 12 2
3

 (4)

Where N= ndr ×× π2 =number of nodes in a cluster.The CHs in level2 not only 

process data provided by their cluster members but they also carry out data relaying 
for 3rd level. Suppose C3 is the number of clusters in 3rd level and C2 is the number of 
clusters in 2nd level. Therefore energy consumption of a CH in 2nd level is  
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Since, we have separated the sensing region in three same sized clusters and the 
sensor nodes are uniformly distributed, here the number of clusters in level 3 is equal 
to the number of cluster in level2.So C3=C2.Therefore,  

( ) ( )[ ] ( ){ } ( )DAelecampelec ElNElNrEElNECH ×××+××−×+××+×××= 21222 2
2

 (6)

Each CH in Level1 not only forwards data produced by its own cluster members but it 
also performs data relaying for Level2 and Level3.Suppose C1 is the number of clus-
ters in level1. Therefore energy consumption of a CH in 1st level is  
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Where bD =distance of cluster head from Sink.Since C1=C2=C3 we get, 

{ } ( )[ ] ( )( ) ( )DAelecbampelec ElNElNDEElNECH ×××+××−×+×+×××= 3133 2
1 (8)

In each of the level energy consumption of a cluster member will be 

( )[ ]2'rEElECM ampelecK ×+×= k=1, 2, 3 (9)

Where 'r is the distance of a cluster member to its nearest cluster head. 

2.3 Level Wise Initial Energy Assignment (LWIEA) Technique 

As mentioned above cluster heads closer to the Sink are burdened with heavy relay 
traffic load and the nodes which are farther away relay comparatively less data. 
Therefore nodes which are closer to the sink should have higher energy level. Our 
proposed LWIEA technique states that nodes of each of the levels are assigned the 
initial energy according to their energy consumption per data collection round.  
For that we have measured the percentage of faster energy consumption occur in the 
closer levels with respect to the farthest level of the network. According to our as-
sumed network model, if there are k numbers of levels then kth level is the farthest 
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level from the sink node. Here it is assumed that the average distance of a cluster 
member to its nearest cluster head is ='r 15 meter and average distance from the 
cluster head of closest Level to sink node is =bD 50 meter. Suppose total energy 
dissipation of a CH in k th level is KECH  and the energy dissipation of a cluster 
member of that level is

KECM .Therefore the total energy dissipation of kth level is 

KKKKK ECMCMECHCHET ×+×=  (10)

Where KCH and KCM  are the number of cluster heads and number of cluster 
members in kth level respectively. And the total energy dissipation of k-1th layer is 

11111 −−−−− ×+×= KKKKK ECMCMECHCHET  (11)

Therefore (%) of faster energy consumption of level k-1 with respect to kth level is  

( )( ) 10011 ×−= −− kkkk ETETETF   (12)

To support 1−kF % of faster energy consumption occurs in Level k-1 with respect to 

Level k, the initial Energy of Level k-1 will be 

10011 −− += kkk FEE  (13)

3 Simulation Results and Analysis 

For simulation C language and MATLAB 7.7 has been used. Table 1 lists the simula-
tion parameters. 

Table 1. Simulation Parameters 

Parameter Value 

Total No. of  sensor nodes 108 

Network size 120X90 m2 

Sink’s Location (60,90) 

Cluster Head probability .11 

Initial energy of node 1 Joule 

Node Distribution Randomly distributed 
Node density

nd  1 node/100 m2 

Data Packet 400 byte  

Radius( r ) of each cluster 15 m 

E elec 50 nJ/bit 

ε mp 10pJ/bit/m2 

No of Levels 3(Three) 
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Applying LWIEA technique, the resultant heterogeneous sensor network with level 
wise different initial energy can handle different energy consumption rate in different 
level. Simulation results show that assigning the approximate initial energies using 
LWIEA technique effectively improves the network lifetime up to 79% compared to 
uniform initial energy assignment. In future instead of a single sink node multiple 
sink nodes can also be used for better network lifetime. An efficient sleep wake me-
chanism can also be used in upcoming days to reduce energy consumption in the sen-
sor nodes so that the overall power consumption of the network can be reduced. 
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Abstract. Wireless Sensor Networks (WSNs) are becoming integral part
of today’s world due to their wide range of applications. WSNs are used
in industrial applications such as factory automation and control, envi-
ronmental monitoring etc. which are of low data rate but demand Quality
of Service (QoS) in terms of reliability and timeliness along with energy
efficiency. A WSN’s lifetime depends on the rate of consumption of en-
ergy by the sensors. One way to save energy is the judicious use of active
and inactive periods in the duty cycle based Medium Access Control
(MAC) protocols. The slotted IEEE 802.15.4 MAC protocol provides
for it. The duty cycle mechanism however has the potential to affect
the performance of the network in terms of QoS due to possible higher
packet collision rate in the active periods with reduction in duty cycle.
For such applications an appropriate selection of duty cycle that main-
tains the required QoS is vital while ensuring longevity of the network.
Another important MAC parameter that has a role in the performance
of WSNs based on IEEE 802.15.4/ ZigBee is the length of the Beacon
Interval (BI). In this paper we present the results of our simulation ex-
periments for determining appropriate Duty Cycle and Beacon Interval
that maximizes energy efficiency while ensuring the QoS requirements of
the application.

Keywords: IEEE 802.15.4, Quality of Service (QoS), Packet Delivery
Ratio (PDR), Energy Efficiency.

1 Introduction

Wireless sensor network (WSN) is a promising technology for today’s world due
to its wide range of applications such as environmental monitoring, security and
surveillance, industrial automation and control. The IEEE 802.15.4 [1] standard
has received considerable attention as a major low data rate and low power pro-
tocol for wireless sensor networks (WSNs) for applications like process control
and factory automation. Use of IEEE 802.15.4 in WSNs is possible due to
amalgamation of the IEEE 802.15.4 standard and the ZigBee specifications [2].
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The transceivers in beacon enabled mode of IEEE 802.15.4 MAC are active dur-
ing a Superframe that is bounded by a Beacon frame generated by the coordinator
at regular interval. The interval between two consecutive beacons is the size of the
beacon frame which is also called Beacon Interval (bi). The duration of beacon in-
terval is decided by the parameter called Beacon Order (BO) and bi = 15.36∗2BO

ms where 0 ≤ BO ≤ 14. The size of the active period is also called Superframe
Duration (SD) and its length is decided by the parameter Superframe Order (SO)
and SD = 15.36 ∗ 2SO ms, where 0 ≤ SO ≤ 14. Thus the Duty Cycle of(DC) a
network operating in beacon enabled slotted CSMA/CA mode is 2(SO−BO).

For a successful deployment of WSNs in industrial environments along with
energy efficiency, we have to deal with QoS parameters like successful delivery
of data packets (reliability) and timeliness. The defined performance measures
represent the prime performance metrics for wireless industrial communication
systems which can be referred as industrial-QoS [3].

Energy efficiency is extremely important as it determines the sensor network’s
life. Sensor nodes are typically powered by batteries with a limited amount of
energy. Once deployed the node’s batteries cannot be replaced or recharged, due
to environmental or cost constraints.

Reliability and timeliness are very critical issues in industrial environments.
Amount of data packets delivered (throughput) to the sink within a predefined
deadline (latency), must meet with the requirement of the application. The cor-
rect behavior of the sensing system (e.g., the timely and accurate detection of an
event) can only be achieved with reliability and timeliness.The IEEE 802.15.4
standard includes a power management mechanism, based on duty cycle, to
minimize the power consuming activity of sensor nodes.

In sensor network applications for industrial automation and control, large
number of sensor nodes collects data and send these to the servers for processing.
Generally there are overlapping areas of coverage by the sensor nodes. Hence,
there is in-built redundancy in the network. Further, there is also a redundancy in
terms of frequency of sensing of the data. A 100% delivery of packets is therefore
not necessary in a WSN. The packet delivery ratio (PDR) tolerance limit will
depend upon the redundancy built into the network and the QoS requirement
of the application. The choice of duty cycle will have effect on the PDR too.

A MAC parameter that is closely associated with duty cycle in the perfor-
mance of WSNs is the Beacon Interval. A longer beacon interval implies to
longer inactive periods leading to larger accumulation of generated packets to
be transmitted during the active period and higher possible contention. A short
beacon interval on the other hand leads to more frequent beacons and too short
active periods for clearing the accumulated packets. Therefore it is important
to choose beacon interval carefully in conjunction with the duty cycle to satisfy
the application’s requirements.

A WSN application is characterized by its traffic load, required packet deliv-
ery ratio (PDR) and a latency limit. The two key MAC parameters that play
important role in satisfying the requirements of the application are the duty
cycle (dc) and the beacon interval (bi). This work focuses on determining the
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combination of Duty Cycle and Beacon Interval for a WSN an application with
given characteristics such that the consumed amount of energy per byte of data
delivered (EPBDD) is minimized.

Let the objective function EPB(dc, bi, p, τ, l) denote average energy consumed
per byte of data delivered with packet delivery ratio no less than p and latency
no more than τ at given traffic load l for duty cycle dc and beacon interval bi.
The constrained optimization problem of the network is therefore

minimize EPB(dc, bi, p, τ, l) (1)

An analytical approach can be used to solve the optimization problem ex-
pressed in equation 1. By deriving an analytical model of the sensor network we
can calculate the IEEE 802.15.4/ZigBee parameter values that satisfy equation
1. The key inadequacy of this approach is that its validity depends on the ac-
curacy of the underlying analytical model. A model is derived based on some
simplifying assumption which may not always be accurate in a real scenario. In
this paper we try to solve the above optimization problem by results obtained
through simulation in NS2 [4] environment.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 describes the Simulation set-up. Section 4 presents our scheme
for selection of duty cycle and beacon interval for low traffic applications and the
results of the scheme implemented through simulation. Finally, section 5 draws
the conclusions of the work.

2 Related Work

There are several works which discuses the use of low duty cycle as an energy
saving mechanism to save energy in IEEE 802.15.4 in WSN. Most of these are
studies based on simulations and these highlight the change in the performance
of the network in terms of throughput and overall power consumption of the
network due to change in duty cycle. One of the earliest works for analysis of
the network performance under different duty cycle is[5]. Later [6] studied the
impact of BO, SO and traffic load on the performance and energy consumption of
the network. Algorithms were developed to adapt duty cycle dynamically based
on current network status [7]. The issue of unreliability problem due to inactive
period in the time frame is addressed in [8] and later an adaptive and cross-layer
framework is proposed in [9] to deal with unreliability problem.

Our study differs from the existing work in that we investigate the possible
optimal setting of the two MAC parameters- duty cycle and beacon interval - to
satisfy the QoS requirements in terms of packet delivery ratio and latency while
maximizing the true energy efficiency, i.e. minimizing the energy consumed per
byte of data successfully delivered (EPBDD).
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3 The Simulation Set-up

As stated our scheme to determine the two MAC parameters is based on sim-
ulated experiments carried out on NS-2 [4] platform. In all the experiments it
is assumed that the IEEE 802.15.4 MAC protocol operating on top of the 2.4
GHz physical layer with a maximum capacity of 250 Kbps. We consider a single
hop star topology where all the stations are in radio range of each other and the
coordinator is acting as the sink node. The set-up consists of 10 participating
nodes placed in a circle of radius 10 m from the sink. The network is operated
in the beacon enabled mode and the retransmission mechanism is enabled.

As the duty cycle mechanism is relevant to low traffic rates the data genera-
tion rate considered ranged between 0.25 Kbps to 5 Kbps which correspond to
0.1% and 2% of the maximum capacity. The data generation is considered to
be Poisson distributed. The size of the packet is considered to be a fixed size of
100 bytes. In the experiments no restriction was put on the queue length. The
simulation is conducted in simulation time frame of 1000s and results considered
are aggregate value obtained over 100 runs of the simulation.

For computation of the energy consumed a sensor node based on the Chipcon
CC2420 radio transceiver is assumed [10].

Table 1. PDR (%) for different traffic loads

dc 1.5625% 3.125% 6.25% 12.5% 1.5625% 3.125% 6.25% 12.5%

BO

3 97.2496 96.0878

4 95.9049 97.6811 94.7818 97.2056

5 91.6627 98.2135 98.5176 85.7428 98.0233 98.6962

6 83.5067 96.3918 96.7984 97.1859 66.5124 95.5043 96.281 97.1723

7 93.5801 94.899 95.1354 95.0604 90.4898 93.8795 94.6964 94.8805

8 85.7994 85.6503 85.4602 86.269 83.8756 84.4896 84.664 85.1879

9 76.9154 77.2853 77.3321 79.6998 73.3929 73.8127 74.7329 76.925

10 66.2414 67.0596 69.8011 73.5365 62.7681 63.0956 64.9452 69.7861

3 94.4665 87.2728

4 90.1536 97.6122 72.9822 95.7974

5 69.2976 97.05 98.4058 0.868608 92.1261 96.9773

6 1.58228 92.4902 96.0404 96.8061 0.2518 72.9922 92.814 93.5887

7 80.3299 92.0872 92.5257 93.6267 5.6337 83.6533 85.8758 88.2663

8 79.4529 80.4417 81.1682 82.8026 57.435 71.4577 73.219 76.1891

9 67.698 69.33 70.5477 73.9482 58.608 62.0738 64.6191 69.0913

10 57.1974 58.7516 60.9401 66.9251 52.501 54.6787 57.7063 65.9386

4 The Scheme for Determining Duty Cycle and Beacon
Interval

The two QoS parameters under consideration in our scheme are Latency and
PDR. It is desirable to maximize PDR and minimize latency. However, in a
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Table 2. Energy per byte of data delivered (EPBDD) in for different traffic loads

dc 1.5625% 3.125% 6.25% 12.5% 1.5625% 3.125% 6.25% 12.5%
BO
3 0.132223 0.0750609
4 0.0844868 0.101583 0.0466604 0.0633191
5 0.0483327 0.0572762 0.0754483 0.034045 0.0379117 0.0467251
6 0.0380481 0.0418855 0.0514949 0.0700477 0.0320245 0.0309648 0.0377562 0.0442415
7 0.0370062 0.0416982 0.0505957 0.0699439 0.029384 0.0314588 0.035747 0.0447353
8 0.0480861 0.053921 0.0650524 0.0843591 0.0352067 0.0377241 0.0429165 0.0527567
9 0.0643722 0.0697161 0.0815979 0.102208 0.0434109 0.0465104 0.0518191 0.0623091
10 0.0894155 0.095626 0.104097 0.121894 0.0570514 0.0600595 0.0655194 0.0750757
3 0.0451682 0.0292933
4 0.0335086 0.0376608 0.0279401 0.0265039
5 0.029779 0.0287097 0.0326119 0.0528696 0.0243993 0.0250316
6 0.0539261 0.0262455 0.0280885 0.0320769 0.0558553 0.0248279 0.02385 0.0251337
7 0.0264679 0.026388 0.0284946 0.032601 0.0323686 0.0232268 0.0237338 0.0252225
8 0.0283275 0.0294439 0.032048 0.0367055 0.025619 0.0241211 0.0248731 0.0265703
9 0.032863 0.0336867 0.0366176 0.041916 0.0262408 0.026077 0.0268043 0.0293226
10 0.0408439 0.0413869 0.045693 0.0503829 0.0291434 0.0293019 0.030981 0.0361659

CSMA/CA scenario, desiring higher PDR implies allowing higher latency. Set-
ting a lower latency limit implies lowering the limit of the acceptable PDR. The
objective of our study, however is to satisfy the requirement limits for both these
two QoS parameters for an application. Along with QoS, minimizing the con-
sumption of energy is required to be done by setting the duty cycle and beacon
interval of the MAC layer protocol appropriately. For the purpose we define the
following terms:

1. Reliable Set of Duty Cycles (RSDC): Reliable Set of Duty Cycles for a given
traffic load is defined to consist of those duty cycles that provide PDR at
or above the acceptable limits of the application for some values of beacon
interval.

2. Energy-efficient On-time Reliable Duty Cycle (EORDC): Energy-efficient
On-time Reliable Duty Cycle is defined for a given traffic load as one within
the RCSDC for which the EPBDD is lowest for some value(s) of beacon
interval while the corresponding latency remains within the acceptable limit
of the application.

3. Energy-efficient On-time Reliable Beacon Interval (EORBI): Energy Effi-
cient On Time Reliable Beacon Interval is defined for a given traffic load at
the EORDC as one for which the EPBDD is lowest while the PDR remains
within the acceptable limits of the application.

The goal is now to determine EORDC and EORBI. The approach we take is
to first determine the RSCDC followed by determining of the EORDC and the
EORBI. Prior to these however we need to define what we should consider as
the PDR for the network. This is necessary as there is a limit on the acceptable
latency. For defining the PDR we observe the following:

1. In a slotted IEEE 802.15.4 network the packets arrive at the destinations
during the active period of a cycle. For low duty cycle operations these
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deliveries occur in short bursts with latencies that can be expressed in terms
of number of beacon intervals. The packets that are delivered in the nth cycle
after their transmission from the source will have a latency in the range of
(n−1)bi to ((n−1)+dc)bi, where dc is the duty cycle expressed as a fraction
and bi is the beacon interval duration.

2. If we plot throughput in terms of PDR against latency, with the arrival of
the packets in bursts the throughput will jump at latency points that are
multiples of beacon intervals. The growth will be high initially and then
taper down as the PDR approaches a saturation level. We call the latency
point where saturation sets in as the Throughput Saturation Latency (TSL).
The yield in PDR beyond TSL will be marginal in comparison to the increase
in latency. Therefore it will be a good tradeoff to consider the PDR at the
TSL as the PDR of the WSN.

3. The value of dc being small it is useful to study TSL in terms of number
of beacon intervals. We shall therefore express TSL in terms of number of
beacon intervals.

4.1 Determining Throughput Saturation Latency (TSL)

Accordingly we conduct a set of simulation experiments to determine the TSL
for different traffic loads at different duty cycles. Considering the low traffic
applications and our aim of energy efficiency the ranges of both traffic load
and duty cycle are kept low. The traffic load is kept within 2% of the channel
capacity, i.e. 5 Kbps, and the duty cycle is kept within 12.5%.

The results are plotted in Fig. 1. It can be observed that for all the cases
except one the saturation sets in at 2bi and therefore the TSL is 2bi. In all these
cases the PDR is >80% at the TSL. In the case of duty cycle of 3.125% traffic
load of 5 Kbps is very close to the available data rate of the channel and hence
the data rate cannot be considered to be low enough for the duty cycle assumed.

The above result can be explained as follows. During the first beacon interval
the PDR remains low as a large fraction of the packets get generated within the
inactive period and will be deferred to the following active period. Most of these
deferred packets get successfully delivered within that active period when the
data generation rate is low. As a result the increase in the fraction of packets
with latency beyond 2bi is therefore marginal. Hence the TSL for low traffic rate
remains 2bi except when the duty cycle is made too low to make the data rate
comparable to the bandwidth available.

As these packets get delivered by the end of the active period in the second
beacon interval, the maximum latency suffered by these packets will be (1+dc)bi.
We shall now consider the packets received within this throughput saturation
latency (TSL) for the PDR of the network. It is important to note that the
above result is independent of the energy consumption characteristics of the
sensor node.

Based on the above definition of PDR our choice of beacon interval will be
restricted to only those for which the allowable latency is higher than (1+dc)bi.
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Fig. 1. PDR (%) with in delay of number of beacon intervals

Let us call these the Candidate Set of BIs (CSBI). The CSBI shall correspond
to those Beacon Orders (BO) for which (1 + dc) ∗ 15.36 ∗ 2BO < τ .

4.2 Determining EORBI and EORDC

For determining the EORBI and EORDC for an application we carry out a
set of experiments with traffic load of the application for the beacon intervals
within the CSBI of the application. We consider the PDR and the EPB of data
delivered against the BOs corresponding to the CSBI for different values of duty
cycles in the lower range. From the PDR values the reliable set of candidate duty
cycles (RSCD) becomes apparent as those having PDR above the PDR limit of
the application, for some value(s) of BO belong to the set.

In Fig. 2 we plot the PDRs for the WSN specified in the simulation setup
described in section 3 for applications with traffic loads of 0.25 Kbps, 0.5 Kbps,
1 Kbps, 2.5 Kbps respectively for the duty cycles of 1.5625%, 3.125%, 6.25%
and 12.5% assuming the CSBI to correspond to the BO values within the range
of 10. These are also tabulated in Table.1 where values with colour black is for
traffic load 0.25 Kbps, colour red for 0.5 Kbps, blue for 1 Kbps and violet for
2.5 Kbps.

Let us consider the PDR requirement of the application to be 85%. For an
application with traffic load of 0.25 Kbps all the four duty cycles considered here
belong to the set RSCD. At duty cycle 1.5625% PDR is above 85% for BO values
of 7 and 8. At the other three duty cycles PDR is above 85% for BO values less
than and equal to 8. For application with 0.5 Kbps traffic load the PDR is above
85% at duty cycles 1.5625%, 3.125%, 6.25% and 12.5% for BO values (7), (5, 6,
7), (4, 5, 6, 7) and (4, 5, 6, 7, 8) respectively. For 1 Kbps traffic load the three
duty cycles 3.125%, 6.25% and 12.5% belong to RSCD and that happens at BO
values (6, 7), (4, 5, 6, 7) and (3, 4, 5, 6, 7) respectively. For traffic load of 2.5
Kbps the duty cycles 6.25% and 12.5% only and that happens at BO values (5,
6, 7) and (3, 4, 5, 6, 7) respectively.

For determining EORBI and EORDC we now consider the energy per byte
of data delivered (EPBDD) for the duty cycles in the RSCD and at the BOs
where PDR is above the required level. For our simulation set-up, the EPBDD
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Fig. 2. PDR(%) as a function of traffic load (A) 0.25 Kbps, (B)0.50 Kbps, (C) 1.00
Kbps and (D) 2.50 Kbps
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Fig. 3. EPBDD as a function of traffic load (A) 0.25 Kbps, (B)0.50 Kbps, (C) 1.00
Kbps and (D) 2.50 Kbps



Determining Duty Cycle and Beacon Interval 83

for applications with different traffic loads are plotted in Fig. 3. These are also
tabulated in Table.2 where values with colour black is for traffic load 0.25 Kbps,
colour red for 0.5 Kbps, blue for 1 Kbps and violet for 2.5 Kbps.

For an application with a given traffic load the (BO, DC) pair corresponding to
the lowest EPBDD gives us the desired EORBI and EORDC for the application.
For the example considered the desired (BO, DC) pairs for applications of traffic
loads 0.25 Kbps, 0.5 Kbps, 1 Kbps and 2.5 Kbps are (7, 1.5625%), (7, 1.5625%),
(6, 3.125%) and (7, 6.25%) respectively.

5 Conclusion

In this paper we have presented a scheme for determining the duty cycle and
beacon interval combination for a beacon enabled IEEE 802.15.4 WSN that min-
imizes the energy consumption while ensuring that the QoS requirements of the
application in terms of latency and packet delivery ratio (PDR) are satisfied. The
work focuses on low data rates as is typical of most sensor network applications.

To start with we argued that the best performance in terms of latency and
PDR for low data rates can be achieved by limiting the allowable latency to
(1+dc)bi by restricting the packet retransmissions to within that latency period
and the same is validated by simulated experimental results. We then presented
a scheme to determine the best possible duty cycle and beacon interval combina-
tion to minimize energy consumed per byte of data delivered for an application
with given traffic load and having a packet delivery ratio (PDR) requirement
within a packet latency limit.
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Abstract. Cognitive radio networks solve the spectrum scarcity problem by dy-
namically utilizing the unused spectrums. To ensure secure and reliable  
communication, cognitive radio mobile ad hoc networks require more stringent 
and secure protocols due to their intrinsic nature. Tree based topology for  
cognitive radio network is widely used as it takes less time for join and leave 
operations for the users within the channel of the spectrum compared to other 
topologies. This paper presents a survey of tree based group key agreement 
schemes applicable to cognitive radio networks.  

Keywords: Group Key Agreement, Key tree, Individual and Batch rekeying, 
Cognitive Radio Mobile Ad Hoc Networks. 

1 Introduction 

The next generation wireless networks such as Cognitive Radio Networks (CRN) can 
solve the spectrum scarcity problem of the current wireless systems. It employs an 
intelligent device called Cognitive Radio (CR) [1] that is aware of its working envi-
ronment and capable of detecting the free channels in wireless spectrum. The CR user 
can dynamically access the spectrums assigned to the licensed user without making 
any interference to them through the process called Dynamic Spectrum Access (DSA) 
[2]. The CR nodes can employ either Overlay or Underlay approach of Secondary 
Spectrum Access (SSA) [3] to share the spectrum bands of licensed users.  

Providing security in Cognitive Radio Mobile Ad Hoc Networks (CR-MANETs) is 
a difficult task due to the extra dynamic functions such as Spectrum sensing, DSA and 
spectrum handoff performed by CR devices in addition to the normal operations of 
non-CRN devices. In many operations of CRN, for example, in cooperative spectrum 
sensing, the CR nodes perform group communication to make the correct sensing 
decision. In [4], the authors suggested to use a shared ‘session or group key’ among 
the CR nodes to achieve the group security. The Lion Attack is a cross-layer attack 
[29] that targets the TCP layer of CRNs through the physical layer in a way that the 
TCP is not aware of frequent handoffs. This will degrade the overall performance of 
the TCP layer in CRNs. The countermeasure for the Lion attack has been given in 
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[30], where the authors have suggested using a common group key to protect the 
shared control data from eavesdroppers. 

As CR-MANETs are sharing the properties of MANETs, Contributory Group Key 
Agreement (CGKA) scheme is more appropriate than centralized and distributed 
group key management schemes due to lack of Trusted Third Party or Centralized 
Server. In CGKA, each node should contribute its share and the group key is generat-
ed from the secret shares of all members. The CRN nodes are resource restricted de-
vices with less battery power and less computational capability. Hence, the GKA 
protocol used in the CRNs should be more effective. From the extensive study it is 
found that, tree-based CGKA methods are more efficient since they reduce the com-
plexity from O (n) to O (log n) while computing the new group key, where n is the 
group size [9]. Consequently, this paper considers only the existing tree-based CGKA 
protocols. 

The remainder of the paper is organized as follows. Section 2 explains the existing 
tree-based CGKA protocols. Section 3 presents the comparison table and analyses the 
performance of the existing protocols and Section 4 concludes the paper. 

2 Tree Based CGKA Protocols 

As CR-MANETs are dynamic networks without central authority and pre-established 
infrastructure, the CGKA methods available for wireless networks are applicable to 
CRNs too. The method of updating the group key, i.e., rekeying is classified as Indi-
vidual Rekeying (IR) and Batch Rekeying (BR) based on the rekeying timing. This 
section describes the tree based CGKA protocols which use Diffie Hellman (DH) [5], 
Group DH (GDH) [6], Elliptic Curve DH (ECDH) [7] and One Way Function (OWF) 
[28]. Subsection 2.1 elaborates the IR based CGKA protocols, and the CGKA proto-
cols based on BR are explained in subsection 2.2.   

2.1 IR Based CGKA Protocols 

In IR based protocols, the group key is updated after each join or leave request and 
hence it provides both forward and backward secrecy. The following subsections 
describe the IR protocols which use DH, GDH, ECDH and OWF. 

DH and GDH.2 Based Protocols 
The following protocols use either a 2 party DH key exchange, where two parties are 
allowed to derive a shared secret key over an insecure communication channel or 
GDH.2 [6], an extension of DH that allows more than 2 parties to generate the shared 
group key.  

In [8-9], the first tree based CGKA protocol called TGDH was proposed in which 
key tree and DHprotocol are combined to generate the group key. The authors com-
pared TGDH with STR [10], and GDH.3 [6] protocol. The TGDH is comparatively 
efficient in join events, and it is best in leave events. The merge operation of  
TGDH requires more round and the partition is the most expensive operation in 
TGDH. The TGDH is more efficient in both computation and communication than 
GDH. The ‘Skinny TRee’ (STR) [10] employs the key tree concept used in TGDH. 
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The computation cost of leave, merge and partition events are higher than in TGDH. 
The STR is communication efficient and it is more secure against attacks specific to 
group communication.   

The Communication–Computation Efficient Group Key algorithm (CCEGK) [11] 
was developed for large and dynamic groups that combines two existing protocols 
such as EGK [12] and TGDH. It outperforms EGK, TGDH and STR protocols.  

A novel logical key tree ‘PFMH’ has been constructed for the protocol called 
PFMH Tree-based Contributory Group Key Agreement (PACK) [13]. The PFMH is a 
combined tree structure of Partially Full (PF) key tree and Maximum Height (MH) 
key tree. The authors introduced a phantom node concept to reduce the cost of single 
leave event by allowing the existing member to occupy more than one leaf node in the 
key tree. Unfortunately, the computation and communication cost upon a single 
member leave is slightly higher than those in TGDH.  

A ternary tree based GKA protocol was designed in [14]. It treats every three 
members as a subgroup and employs GDH.2 [6] to derive a subgroup key. It reduces 
the number of rounds from O(log2 n) to O(log3 n). It adopts the merge operation used 
in CCEGK protocol.  

ECDH Based Protocols 
The ECDH based protocols perform an efficient point multiplication with smaller key 
length. The TFAN [15] combines the two protocols such as µTGDH [16] and µSTR 
[16].  It is efficient in both computation and communication cost. During join event, 
it requires less computation and communication cost than µTGDH. It needs only a 
minimum number of serial multiplications than µSTR in leave and refresh operations.  

The cluster based GKA [17] scheme for MANETs was introduced to provide relia-
ble communication through redundancy. It uses some main ideas of CCEGK and 
discusses both balanced and imbalanced algorithm for group operations. It gives the 
better performance by avoiding “1-affects-n” problem in the group communication.  

An authenticated GKA (AECTGDH) [18] considers only the single join and single 
leave event and it is compared to TGDH operations. It has the same number of rounds 
and messages as in TGDH, but it is more efficient than TGDH since it uses ECDH 
instead of DH. It provides implicit key authentication, but it cannot ensure the key 
confirmation property of GKA.  

The DMHBGKA [19] supports secure multicast communication among the users. 
It performs rotation operations during the join and leave operation to balance the key 
tree. It requires less number of key operations than GDH. Although it takes more 
rounds in communication, it has lower message size than GDH and TGDH. The syn-
chronization time and resynchronization time of the group key during join and leave 
is shorter than DH and GDH since point multiplication needs less time than modular 
exponentiation. 

One Way Function Based Protocols 
The following protocol uses a one way function to compute the blinded key from the 
secret key. A mixing function is used to generate the secret key of a non-leaf node 
from the blinded keys of its two children. The DISEC [20] developed for secure mul-
ticast communication delegates the task of controlling the group and distributing the 
keys evenly among all group members. It uses binary IDs and key association for 
each member and this protocol is immune to collusions.  
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2.2  Batch Rekeying (BR) Based Protocols 

In the Interval/Period based BR protocols, join and leave requests are collected during 
a period of interval called rekey interval and rekeying is performed on a batch of 
those join and depart requests. It provides a tradeoff between performance and for-
ward, backward secrecy. The DH and OWF based BR protocols are described in the 
following subsections. 

DH Based Protocols 
The following protocols change the group key either after a rekey interval or when the 
join tree is full. Dynamic SubTree (DST) group key agreement (DSGKA) [21], Join-
Exit-Tree (JET) [22] and Weighted-Join-Exit-Tree (WJT) [24] use a new logical key 
tree with Join&Exit tree topology and they use some conditions to activate and deac-
tivate the Join&Exit tree. DST, JET, Join-tree-based CGKA (JDH) [23] and WJT 
perform rekeying after a fixed number of members have joined in the join tree. In [21-
24], the new joining users are first added to the join tree  and then they are relocated 
into the main tree when either the join tree is full or leave operation in the main tree. 
In DST and JET, the average time cost for join and leave event is O(log(log n)) which 
is less than O(log n), the cost in TGDH. The protocols DST and JET have less over-
head in both computation and communication [21-22]. They give better performance 
than TGDH in sequential user join event when the group is large. They assume that 
the users know their self-estimated departure time at the time of joining the group. 

JDH protocol also aimed to improve efficiency in rekey operations and it reduced 
the average join time from O(log(log n)) to O(1) [23]. It adopts the second relocation 
method employed in DST protocol. It inserts the joining user at the root of main tree 
which leads to the skewed tree. The time complexity of user leave event is O(log n). 

WJT has been developed to present a time efficient CGKA protocol and Exit tree is 
organized as a weighted tree based on the users’ leaving time. It employs a tree ba-
lancing algorithm to reduce the height of the main tree so that the average time com-
plexity of join and leave operation has been reduced to O(1) from O(log(log n)) [24]. 
The location of the users in the key tree is determined based on their staying time. 
This protocol also leads to a skewed join and exit tree. 

 Three interval based algorithms such as Rebuild, Batch and Queue-Batch (QB) 
have been proposed in [25] and it has been stated that the algorithm QB performs well 
among all. The Queue-merge algorithm of QB inserts a temporary sub tree with join-
ing users into the highest departed position of the key tree. The authors illustrated that 
the QB outperforms the IR method. The Authenticated Tree-Based Group Diffie–
Hellman (A-TGDH) has been proposed to provide key authentication for QB proto-
col. The Residency-based BR (RBR) [26] combines two protocols such as TGDH and 
STR to create a new key tree topology using subtree division and residency time clas-
sification concepts. It reduces the total rekeying cost by maintaining the location of 
join and leave member close to the root node of the key tree. In this protocol, the ac-
tual join event is postponed until the join tree becomes full and it uses imbalanced 
skinny main tree. Its rekeying cost is lower than the cost in the existing protocols such 
as TGDH, PACK and DST. 
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One Way Function Based Protocols 
EDKAS [27] protocol uses a Distributed One-way Function Tree (DOFT) for generat-
ing the group key. It is immune to collusions by maintaining a Responsible Member 
set for each node to limit the distribution of secret and blinded keys. In this protocol, 
the leaving node with the lowest ID is selected as the insertion node to insert the tem-
porary key tree. Two algorithms, DBRM and SDBR [28] of a secure distributed BR 
protocol are used for marking the key tree and re-computing the group key respective-
ly. It avoids a renewed node to be rekeyed more than once. But, the number of re-
newed nodes is higher than that in EDKAS which increases the communication cost 
and total rekeying cost also. 

3 Comparison of Tree-Based CGKA Protocols 

This section compares the various CGKA protocols. Table 1 and Table 2 consolidate 
the key characteristics of IR and BR protocols respectively. From the performance of 
both IR and BR based protocols, it is inferred that the BR based protocols outperform 
the protocols with IR approach. In [25], Lee et al. compared BR with IR and proved 
that the cost of BR is lower than the IR cost.  And also, in dynamic networks with 
frequent membership changes such as CR-MANETs, IR is not a suitable method. The 
BR based protocols can be employed in CRNs to achieve the maximum efficiency in 
rekeying cost and time.  

The DH and GDH perform modular exponentiations with expensive computational 
operations which need high end CPU and memory capabilities.  The ECDH performs 
computationally efficient operations with smaller keys and it is quite suited for small-
er and less powerful devices [31]. From the tables, it is concluded that the ECDH 
based CGKA protocol with batch rekeying technique minimizes both computation 
and communication complexity. Since the nodes in CR-MANETs are resource re-
stricted battery-powered nodes, the protocols which combine the ECDH and BR con-
cept is more suitable rather than DH and OWF.  

4 Conclusion 

A survey of group key agreement schemes applicable to cognitive radio networks 
were presented in this paper. From the survey, it is inferred that ECDH based proto-
cols with batch rekeying perform well by saving the computation cost and bandwidth 
compared to DH and one way function based protocols. Hence, the tree based proto-
col with the combination of ECDH and batch rekeying is the best group key agree-
ment scheme for cognitive radio mobile ad hoc networks. 
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Abstract. Energy saving is an important issue in wireless sensor network. 
Energy consumed in transmission is higher in the presence of interfering nodes 
due to more re-transmissions are required for a successful transmission. In this 
paper, interference aware power control PCTDMA for channel access is pro-
posed. Energy consumption in the presence of interferes is investigated. Ma-
thematical models for channel access and power control are derived. The model 
is simulated in MATLAB and compared with TDMA. The proposed model 
consumed low energy as compare to traditional TDMA. 

Keywords: MAC, SIR, Wireless sensor networks. 

1 Introduction 

Wireless sensor networks (WSN) consist of a large number of battery powered sen-
sors.  Sensor nodes monitor events of interest in a specified sensing field.  Sensors 
can be deployed either in planned manner or randomly. Planned deployment is used 
in areas where prior knowledge of the sensing field is available. Sensors are deployed 
randomly in unknown and hostile sensing field. It is difficult and expansive to replace 
batteries of sensors when they are deployed randomly. WSN has wide range of poten-
tial applications including environment monitoring, habitat monitoring, healthcare, 
battlefield control, and whether forecasting [1].  

The prime objective in wireless sensor network’s design is maximizing life time of 
sensor and network. Since transmission in WSN consumes more energy, it is primary 
concern while achieving desired network operation. In these situations, the medium 
access control (MAC) protocol must be energy efficient by reducing the potential 
energy wasted. When the sensor node receives more than one packet at the same time, 
collision is occurred. All these collided packets discarded and it requires retransmis-
sion. These retransmissions consume additional energy. The second reason of energy 
consumption is overhearing, meaning that sensor node receives packet that destined 
for other sensor node. The third reason of energy wastage is due to control packet 
overhead. Minimizing control packets is one of energy conservation issues. The main 
concern of MAC is to control channel access, and calculate the channel capacity utili-
zation, network delay and power constraints [2]. 
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Time division multiple access (TDMA) protocol allows several users to share the 
same frequency channel by dividing the signal into different time slots. TDMA slots 
are allocated to sensor nodes that can turn on the radio during the assigned time slots, 
and turnoff the radio when not transmitting or receiving in the sleep scheduling. It 
makes sure collision free multiple accesses, that is, a node can transmit or receive in 
time slots that have been assigned to it. In order to make interference free communi-
cation, time slot is assigned to every communication link, thus number of slots equal 
to the number of communication links of the network [3]. In this protocol, hidden 
terminal problem can be solved without overhead because it can schedule transmis-
sion time of neighboring nodes to occur at different time. In TDMA protocol, several 
problems occur like time synchronization and hard to be used directly in a scalable 
network [4]. A unique characteristic of WSN is that transmission by a sensor node 
will be received by the all sensor nodes with its transmission range. It may be caused 
signal interference to some sensor nodes that are not intended receiver [5]. 

Power control based on signal-to-noise ratio (SNR) is a technique to manage co-
channel interference in a frequency reuse system. Early studies have focused on sig-
nal-to-interference ratio (SIR) balancing that require centralized control for global 
power adjustment and channel reassignment. In the TDMA, it is important to have 
energy efficient communication, because high transmit power can increase the signal-
to-interference-noise (SINR) at the receiver to enable successful reception on the link, 
and lower power can diminish interference to other simultaneously utilized link [6].  

In this paper we propose interference aware power control scheme for TDMA 
(PCTDMA). Since the recent technology typically require a large SINR to correctly 
receive a packet. Our main goal is to reduce interference at receiver node, when one 
or more sensor nodes are transmitting. Each sensor node has to transmit at high power 
to meet the SINR requirement, which could increase the interference at re-
turn;therefore a mathematical model to minimize the power consumption is presented. 

The rest of the paper is organized as follows: In section 2 we present the overview 
of the related work. In section 3, analytical study of power consumption in the pres-
ence of interference is provided. Section 4 presents the simulation result and discus-
sion. Finally we conclude paper in section 5. 

2 Related Work 

In TDMA,MAC protocols that guarantee collision free communication and fairness. 
In this paper [7] author suggests TDMA scheme for energy efficiency in order to 
construct transmission schedule to reduce power consumption at same time minimize 
end to end transmission time to gateway. TDMA based wake up interval are used for 
propagating wake up message before data transmission. In this model, TDMA sche-
dule determines the length of listening period, that is as small as possible, and at the 
same time make sure that wake up packet collision are avoided. In [8], author pre-
sented a method for advance energy efficient power optimization, especially for inter-
ference limited environment. Authors consider both circuit and transmit power and 
main aim to make energy efficiency over throughput. In [3]authors address energy 
efficient sleep scheduling for low data rate WSNs, where the energy consumption of  
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state transition is considered. Author suggests a novelinterference free TDMA sleep 
scheduling problem called contiguous link scheduling to reduce the frequency of state 
transition. In [5] authors present efficient centralized and distributed algorithms to 
obtain a valid link scheduling with theoretically proven performances for more realis-
tic wireless network model. Authors propose two centralized heuristic algorithms: 
node based scheduling and level based scheduling in [9] Node based scheduling is 
adapted from classical multi hop scheduling algorithms for general ad-hoc network. 
Level based scheduling is novel scheduling algorithm for many to one communication 
in sensor networks. Authors derive upper bounds for these schedules as a function of 
the total number of packet generated. In [6] author investigates the problem of energy 
efficiency in TDMA link scheduling with transmission power control using a realistic 
SINR based interference model. In this scheme work are to be accomplished in four 
fold.  Firstly, express joint scheduling and power control as a novel optimization 
problem that provides tunable between throughput, energy and latency. Second, au-
thor suggest both exponential and polynomial greedy based heuristic algorithm. In 
third part, authors present the energy latency throughput tradeoff that can be achieved 
with joint link scheduling and power control. Major energy saving can be obtained 
significantly sacrificing throughput. Finally minimizing the total energy cost subject 
to all packets of the links is transmitted within latency bound.   

3 Channel Model 

In TDMA protocol, the time is divided into slots of equal length. The number of slots 
in each frame is fixed. It is based on reservation and scheduling. Access point decides 
which slot is to be used by which sensor node.  In this protocol, there is no conten-
tion overhead and collision. Protocol has two states: active and sleep. In active state, a 
sensor node can receive or transmit packets. If no packets are available then node 
goes to idle mode. In idle mode, node doing nothing but ready to receive or transmit 
packet. In sleep state, sensor node turnoff its power for a period. The energy con-
sumption of sensor node in sleep state is much less than the energy consumption in 
active state Fig.1. 

 
 
 
 
 
 
 
 
 

Fig. 1. TDMA based active sleep model 
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Let there are N number of sensor nodes deployed randomly in the sensing field. 
Total energy consumption by all sensor nodes can be expressed as  

    = ∑ + + + + +     (1) 

Where,  and   are power consumption of transmitter and receiver node.  and   are time consumption, while transmitting and receiving at node .   and    are transition time consumption between transmitting to sleep 
andreceiving to sleep states respectively. is time consumption in ideal mode of 
node . is power consumption in ideal mode of node . is time consumption 
in sleep states of node .  is power consumption in sleep states of node  .Energy 
saving is accomplished by turning off the transceivers of every sensor in the network 
during the idle operation. Our main objective is to minimize power consumption. If, 
the distance between neighboring sensors is less than average distance betweensen-
sors then transmission power can be saved. Power consumption in sleep state is  
omitted because it is far less than all other states. Therefore the equation (1) can be 
simplified as 

 

     = ∑ + + + +     (2) 

 
Where n is the number of timeslots in active state,  is the total period and  

is the length of a TDMA slot. 

3.1 Power Consumption Model 

Let, a transmission is going on from a source to receiver nodes denoted by  and  
respectively. The ratio of received power and transmit power using free spacepropa-
gation model [10] is given by 

  = √
     (3) 

 
Where  is the received power and  is the transmit power,√  is the product 

of transmit and receive antenna field radiation pattern in the LOS direction, λ is the 
wave length, d is the distance between transmitter and receiver, δ is the path loss ex-
ponent. The value of δ is depending on the propagation environment. Path loss δ=2 
follow free space environment and δ=4 follow two ray model. Attenuation due to 
ground or terrain effect value greater than 2 are used (typically 2<δ< 4). Transmission 
power of a node is given by (√    (4) 

Where  is the minimum transmitting power,  is the minimumre-
quired received signal. When sender node transmitting data to receiver 
node.Interference is created by the set of nodes, which is in the transmission range 
ofreceiver node (cf. Fig. 2).  
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Fig. 2. Interference at Receiver node 

Now, signal to interference pulse noise (SINR) ratio is measured as 
 

                   =        (5) 

 
Where  is the received power signal from transmitting node T.  is the received 

power signal from interfering node I, N is the some noise term. SINR is used as a 
measure of perceived network interference at receiver node. A transmission issuccess-
fully received if and only if 

 

                             0  

 
In order to correctly receive a packet, the receive power level should be greater 

than the power level of interfering node and noise, so transmitted power of sender 
node should be greater than or equal to the threshold value. Thus 

                     (6) 

When node receives a packet, some noise term and interference from other nodes 
may include at receiver node. The noise power level is much lower than theinterfering 
signals. Noise can be neglected. We have  

                       (7) 

Now, calculate SIR value at receiver node, from (1) and (3)  

                      = √
√                           (8) 

Here  is the distance between interfering node and receiving node,  is the 
transmitted power by interfering nodes. All nodes are transmitting same power so 
power level of transmitting node equal to the transmission power of interfering node. 
In order to successfully reception of packet, SIR value is greater than equal to certain 
threshold. After calculating equation (8), we get. 
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         =        (9) 

 
This equation shows that Minimum relative distance separation betweensimulta-

neously transmitting nodes, which is the sufficient condition for a successful recep-
tion at receiver node. This relative distance value depends on the   and 
path loss exponent. 

                       (10) 

 
This equation shows, require power consumption at the receiver node depends on 

relationship of interference range (distance of the interfering node to receiver node) to 
the transmission range (distance between the transmitting node and receiving node). 

4 Simulation and Result 

In this section, outcome of the simulation are carried out to analyze theperformance of 
channel access model for TDMA in randomly deployed sensornetwork. In the simula-
tion, sensing field of area 500*500 m2 is assumed. The number of nodes to be dep-
loyed is assumed 800. The transition time between the sleep and active state is  
assumed to 470µ sec. Transmission range of each sensor is set to 15 m. Power con-
sumption in transmitting is assumed to be 17mW. We simulated proposed model in 
MATLAB.TDMA has been used for comparative analysis. 
 

 

Fig. 3. energy consumption versus number of 
sensor nodes for PCTDMA and traditional 
TDMA schemes 

Fig. 4. received power versus ratio of interfe-
rence range to transmission range for different 
path loss exponent 
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Fig. 3 shows that the traditional TDMA wastes more energy due to the idlelistening 
especially for higher number of sensors. Result shows that PCTDMAconsume less 
power compare to the traditional TDMA.Fig. 4 shows energyconsumption at receiver 
node increases with increasing minimum relative distance. It is observed that sensors 
with lower relative distances should be switched to sleep state to minimize the interfe-
rence at receiving node that saves the power consumption of the whole networks. 

5 Conclusion  

In this paper, we have proposed interference aware power control scheme for TDMA 
(PCTDMA). Mathematical models for channel access and power control are derived. 
Simulation results show that the traditional TDMA wastes more energy due to the idle 
listening especially for higher number of sensors. And sensors with lower relative 
distances should be switched to sleep state to minimize the interference at receiving 
node that saves the power consumption of the whole networks. 
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Abstract. Route Discovery in Ad-hoc Networks is an important process
that is used to find the optimal path for data transmission. This route
exploring process can be either proactive or reactive depends on the
nature of the routing protocol. When a routing protocol initiates a route
exploring process, it uses query packets to discover the optimal path.
These packets are broadcasted over the network. Since they propagate
in the network even after route has been found, these packets become
problem of congestion in the network. So, we have proposed a cluster
based approach along with Expending Ring Search (ERS) to control
these route discovery packets in these networks. In our approach, we
divided the whole network into clusters to achieve the scalability of the
network and used modified BERS+ to reduce the retransmission of query
packets in the network.

Keywords: Route exploring process, Clustering, Multiple class of Con-
gestion, Expending ring search, Unnecessary propagation.

1 Introduction

Self-organizing structure of mobile nodes collectively forms Mobile Ad-hoc Net-
works (MANETs). These networks allow the mobile nodes to roam freely at
their will. This slave less movements causes the change in the structure of the
networks. This temporary topology makes routing difficult for the data trans-
mission in MANETs [1]. To achieve adaptability, many routing protocols have
been proposed which used different strategies to explore the requested route.
All routing protocols used route exploring packets to discover the path for data
transmission [2], [3]. These packets cover a large area of the network to find the
path and propagate even after route has been discovered. Due to this unneces-
sary circulation, they pose the problem of congestion. To minimize such type
of congestion, many route exploring packets controlling techniques have been
proposed [4]. These schemes were based on either selective flooding or bounded
flooding. All these schemes used some intermediate nodes unnecessarily. It causes
the unnecessary energy consumption of these unnecessary intermediate nodes.
Moreover, these schemes also lacked the scalability of the network. Considering

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2, 103
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these issues, we have proposed a scheme which used network scalability aspect of
clustering and packets controlling property of ERS technique. Though, it is not a
first contribution in cluster based routing algorithm. Various other cluster based
routing schemes have been proposed [5]. But Cluster based implementation of
ERS has not yet been done to make the comparison with other schemes quanti-
tatively. In section 3, we have shown that this cluster based implementation is
far better than simple Blocking-ERS+ scheme to control the unnecessary circu-
lation with least use of intermediate nodes. BERS+ [4] is a standard technique
among the ERS based schemes which are analyzed in [6]. But Cluster based
implementation of BERS+ used less number of intermediate nodes than simple
BERS+. It helps nonparticipating intermediate nodes to save their energy. On
the other hand, we used Distributed Weighted Clustering Algorithm (DWCA)
technique [7] which is based on the combined weight metric of mobile nodes. It
is described in detail in Section 4.1.

Rest of the papers is summarized as follows: Section 2 described the previ-
ous work related to congestion control techniques. Section 3 demonstrated the
mathematical comparison with other algorithm. Section 4 represented the design
mechanism of clustering, routing packets, and tables. In Section 5, we discussed
the methodology used in route exploring process, route maintenance scheme and
also about packets controlling technique. In Section 6, we concluded our work.

2 Related Work

Every person wants to connect his call at once and also communicate smoothly
without any interference. It is only possible when all time one of the communica-
tion lines is free for transmission without congestion. Multiple class of congestion
[8] exists in networks. It can be either due to heavy data transmission or route
discovery process. To make collision and congestion free networks, several routing
strategies pertaining to the selective and limited flooding have been proposed.
The objective of these schemes was to transmit the route exploring packet to all
nodes with minimum conveying nodes, so that the route exploring expenses can
be curtailed. These schemes are broadly classified into reliable and unreliable
schemes [5]. In early stage of this field, reliable schemes were proposed to lessen
the broadcast expenses of route exploring process. Flooding and all Self-pruning
schemes belong to this category. FRESH [9], DREAM [10], probabilistic scheme
[11], Query Localization [12], Location Aided routing [13], HoWL [14], MPR
[15], WRS [16], all are self-pruning schemes so called selective flooding schemes.
In MPR [15], only neighbor nodes those belong to the multi-point relay set re-
transmited the packet and other discarded it. This scheme was somewhat better
than flooding. Like MPR [15], WRS [16], and [11], were also selective flooding
based schemes. But these schemes required a large storage space at each node of
the network and also prone to unnecessary circulation of packets. In [9], FRESH
scheme was proposed in which route was found using on anchor nodes. Due to
repeated use of the common intermediate nodes between anchor nodes, it con-
sumed too much energy of nodes. It was also a time taken practice that wasted
its time to search the anchor node.
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On the other hand, various bounded broadcasting schemes have been pro-
posed to reduce the retransmission of the query packet. Limited Broadcast
Algorithm (LBA) [17], Limited Hop Broadcast Algorithm (LHBA) [18], TTL
sequence based ERS [19], Blocking-ERS [20], Blocking-ERS+ [4], and Blocking-
ERS* [21] belong to this category. All these schemes (except [19]) were based
on chasing strategy. They allowed the route exploring packets within the limited
area of the network. LBA [17] was channel capacity based scheme in which chase
packet had higher priority than request packet. It caused the larger end to end
delay. This flaw of LBA [17] was overcome in LHBA [18]. Now, it was destina-
tion node initiated. Due to limited propagation of chase packets, this scheme
controls query packets of one part of the network. To overcome flaw of LHBA
[18], a TTL sequence-based ERS [19] algorithm was proposed. This scheme did
not use any chase packet to stop the query packets. In this scheme, source node
flooded the query packets with specified TTL value. Only those intermediate
nodes participate that fall within this searching ring of TTL value. If intermedi-
ate nodes failed to find path, source node again broadcasted the query packets
with increased TTL value. Likewise, at each failure, it expanded its searching
area as ripple across the water. Like FRESH [9], it also consumed too much
power of intermediate nodes. Blocking-ERS [20] and BERS* [21] were extended
version of [19]. They saved too much energy of the mobile nodes and also re-
duced the end to end delay. They introduced the slight delay in the propagation
of the route exploring packets rather than broadcasting the packet repeatedly.
The main drawback of both was that they were not adaptive with mobility of the
destination node because of the limited journey of request packets. This short-
coming was improved in [4]. In [4], Blocking ERS+ was proposed that enabled
the route request packets to travel beyond the searching ring. Route request
packets were broadcasted by the intermediate nodes without waiting. It intro-
duced time delay beyond the maximum hop count if route founder did not lie
within the searching ring. This scheme has many benefits over aforementioned
techniques such as minimum chasing time, minimum end to end delay, and max-
imum reception ratio. To make more efficient BERS+ scheme, we made control
packet destination initiated rather than source initiated. It helps to control the
packet with least time. We also used clustering to reduce the retransmission
of the route exploring packets. The efficiency of our scheme can be measured
mathematically. It is shown in next section.

3 Mathematical Modeling of Comparative Advantage

We suppose that network is made of N nodes which are grouped into C dis-
tributed clusters. For simplicity, we took cluster as a circle. These clusters are
arranged like arrangement of seeds on the carom board at the start of the game
see Fig. 2(a). Centered cluster contains 6 adjacent clusters. At each ring, num-
bers of clusters are twice the number of clusters in the previous ring. Calculation
of each cluster searching ring is done based on this network configuration shown
in Table 1. Thus total number of nodes in the network i.e.
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Table 1. Calculation of nonparticipating nodes with clusters

Rc Cu Participating nodes

1 1+6
∑7

i=1(ki − li)

2 1+6+12
∑19

i=1(ki − li)

3 1+6+12+24
∑43

i=1(ki − li)

: :

n 1+6.(2n - 1)
∑Cu

i=1(ki − li)

N =
∑C

i=1 ki

Let ki be the number of nodes in the ith cluster. Of them, li nodes are non-
participating nodes of the route discovery in ith cluster where li ≤ ki. Then
participating nodes will be ki − li in ith cluster. Rc is a cluster searching ring.
Cu represents number of used clusters in a particular cluster searching ring.

Rs represents a simple searching ring and ith simple ring contains ni nodes. Let
source and destination are n-hop away. It creates n searching rings in the route
discovery. Thus Total number of participating nodes in nth simple searching ring
are

∑n
i=1 ni. Let n simple rings are contained by m cluster rings. So, mth cluster

ring contains Cu = 1 + 6.(2m − 1) clusters. Thus total number of nodes within

the mth cluster searching ring is
∑Cu

i=1 ki.

Total number of participating nodes in mth cluster ring are
∑Cu

i=1(ki − li)
which will always be less than the number of participating nodes in nth simple
searching ring i.e.

∑n
i=1 ni. Since Blocking ERS+ used every node in the route

discovery of the searching ring, no nonparticipating intermediate node will be in
the searching ring. Thus

∑n
i=1 li = 0 for Blocking ERS+. This difference can be

seen in the Venn diagram of Fig. 1. It shows that Blocking ERS+ is more energy
consuming than our approach which is cluster based BERS+. From Fig. 1, it is
also clear that the cluster based BERS+ used very less number of intermediate
nodes during route discovery. It also saved more energy of the intermediate nodes
than BERS+.

4 Design Mechanism

In our approach, fundamental prerequisites for route exploring process are clus-
tering of the network, routing packets, and routing tables. These three are im-
portant outfits to make routing easy. In this section, we discussed the design
mechanism of these outfits.

4.1 Clustering Used

We used DWCA [7] which is an energy efficient clustering and free from ripple
effect of clusters. It has a high cluster stability and constant convergent time
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Fig. 1. (a) Venn diagram of number of nodes, (b) BERS+ with clustering, and without
clustering

of O(1) [5]. In DWCA, we divide the whole network into distributed clusters.
Cluster head is chosen provisionally with maximum battery power and strong
connectivity, and low mobility. This cluster formation process is very similar to
[7]. Initially, each node computes its weight using attributes parameters like de-
gree of the node, residual time of battery of a node, and mobility. When each
node has done this computation, each node starts competition with its neigh-
bors to be the cluster head. This competition is done up to m-hop away neighbor
nodes. Maximum weighted node among them is chosen as cluster head and re-
maining nodes become ordinary nodes. To continue the clustering, uncovered
weighted node starts competition with its neighbor to be a cluster head of the
next cluster. This clustering process is continued until each node belongs to
exactly one cluster. After clustering process, each cluster head aggregates the
cluster information that is maintained proactively.

4.2 Packets Used in Route Exploration

Packet formation is an essential course of route exploring process. Different types
of packets are designed for different purposes.

Our scheme of route exploring is very similar to BERS+. But design mecha-
nism of packet is different. We used two in one strategy of LHBA [18] to design
the route reply and controlling packet. One packet is used for both purposes.
In our approach, we used 5 types of packets in route exploring process. Type 0
is for internal RREQ packet which is used for proactive process of intra cluster
routing. Type 1 is for external RREQ packet which is used for reactive pro-
cess of inter cluster routing. Since reactive approach of route exploring gives
the broadcast storm problem [22], it needs attention to control the packet from
unnecessary circulation in the network. So, type 2 is for RRCL which is a combo
of two packets. This packet works as a RREP packet as well as CTRL packet.
Type 3 is for notification packet, and type 4 is for route error packet.
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4.3 Routing Tables

To balance the memory requirements at each node in the networks, we used
two routing tables. First, IntraCRT which is an intra cluster routing table. It
is maintained proactively within the cluster. Each master node updates intra
cluster routing table as topology changes. It contains all information of the clus-
ter. This routing table provides routing information quickly within the cluster
as any ordinary node needs. Second, InterCRT is a inter cluster routing table. It
is maintained reactively by cluster head. This table is used when node needs to
send the data outside the clusters. It employs routing path as the node needs.

5 Methodology

In this section, we will discuss the working model of our routing protocol. Our
routing scheme is the hybrid approach of modified BERS+ and Cluster based
routing. We used packet controlling feature of the BERS+ and network scala-
bility aspect of cluster based routing. We used 5 types of packets in the route
exploring process which work on the flag type. This process contains two tasks:
First, route discovery and second, route maintenance. These are discussed in
next two subsections.

5.1 Route Discovery Scheme

Primary task of the routing protocol is route exploring process. In our approach,
this is done at two levels: First, Route discovery within the Cluster that has pure
proactive approach, and second, Route discovery between Clusters that has pure
reactive nature.

Route Discovery within a Cluster. is pure proactive level. Each ordinary
node of the cluster has routing information within the intra routing cluster table.
This routing information is updated periodically by the sentinel node of the
cluster. Since each node knows about other ordinary nodes, every node can send
data without interacting with the sentinel node. It is as usual as previous cluster
based routing strategies used [7]. It also does not require any controlling scheme
for routing packets.

Route Discovery between Clusters. is a pure reactive level. At this level,
we used BERS+ [4] with destination initiated controlling feature of LHBA [18].
Whenever source node wishes to send the data outside of the cluster, it sends
a type 1 external request packet to the cluster head. Upon receiving request
packet, Cluster head immediately starts the route exploring process. First, it
checks its InterCRT table to initialize the hop count field in the type 1 packet
and forwards it to the adjacent cluster heads via gateway nodes. Adjacent cluster
heads receive the packet and search the desirable path in their interCRT table.
If it fails to find the path, it cashes the path travelled by the type 1 packet in
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if Type 2 packet received Or Type 1 packet is Duplicate then
Discard the type 1 packet;

end
else if Present node is Destination cluster head then

Create type 2 reply packet;
Broadcast it;

end
else

if hopcount ≤ MaxCount then
Broadcast the type 1 packet;

end
else

while waiting for time t do
if Discard Type 1 packet;
then Type 2 packet received

B
end
roadcast the type 1 packet;

end

end

end
Algorithm 1. Processing of Type 1 Packet

its interCRT table and continues the searching process. At each attempt failed,
intermediate cluster heads expand searching area as ripple across the water (see
Fig. 2(a)). If hop count field exceeds, intermediate cluster heads introduced the
delay in the processing of type 1 packet. This delay helps to catch the type
1 packets from unnecessary propagation. This process is continued until the
route is found. Receiving type 1 packet, Cluster head takes action defined in
Algorithm 1.If any intermediate cluster head finds the route, it sends out a type
2 reply packet back to the source cluster head following the reverse path. Source
cluster head receives the type 2 packet from the destination cluster head that
has destination node in its IntraCRT table. It caches all routing information in
the InterCRT table before sending the packet to the source node. Source node
manipulates the path to reduce the length of the route because of cluster head
as it receives the reply packet. This manipulation is done based on the routing
information stored in the IntraCRT. It transmits data following the given path
with slight manipulation.

Controlling Technique. Each intermediate cluster head expands the search-
ing ring as its attempt fails. When TTL field of type1 packet reaches to zero,
next intermediate cluster heads introduce the slight delay in the processing of
type 1 packet. This delay helps type 2 packet to catch them. We used this type
2 reply packet for dual purpose. First, it informs the sender about the path. Sec-
ond, it controls the unnecessary circulation of the type 1 packet in the network.
Upon receiving the type 2 packet, each intermediate cluster head will take action
defined in Algorithm 2.
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if Type 2 packet is Duplicate then
Discard it;

end
else if Present node is Source cluster head then

Send Reply Packet to Source Node;
Update MaxCount field in IntraCRT;
Broadcast type 2 packet;

end
else

if Present cluster head in the header of the packet then
Update MaxCount field in IntraCRT;
Broadcast type 2 packet;

end
else if Type 1 packet received And Broadcasted it then

Broadcast type 2 packet;
end
else

Discard it;
end

end

Algorithm 2. Processing of Type 2 Packet

5.2 Route Maintenance

Route can be no longer valid due to the mobility of nodes. So we require a route
repair strategy. Route maintenance within the cluster is very simple because
of periodic messaging. Route is recovered through proactive information sent
by cluster head. On the other hand, this strategy is very cumbersome between
clusters due to reactive approach. In this strategy, we used bypass scheme to re-
cover the path and to continue the data sending process. Whenever link breakage
happens during the transmission, the node that finds the link breakage imme-
diately uses a bypass scheme of [12] to find the alternate path. This node also
sends back type 3 notification packet to the source node about the new path. As
source node receive type 3 packet, it drops the previous route. Now it uses new
alternate path for data transmission. If bypass scheme fails, the node sends back
a type 4 error packet to the source node to inform about link breakage. If source
still has some data for transmission, it again starts the route exploring process.
The major advantage of our route repair scheme is clustering. Every ordinary
node knows about other ordinary nodes within the cluster. So, alternate route is
always available and recovers it too early as compared to the ordinary schemes.

6 Conclusion

MANETs are temporary networks in which topology changes due to random
movement of mobile users. But nature of the human is that they like to live in
a clique. This behavior helps to cluster the MANETs. As we know Clustering
has many advantages for MANETs such as saving battery, low routing overhead,
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reduces the size of the routing table, and improves throughput and scalability.
In MANETs, congestion problem due to unnecessary propagation of packets has
become hazardous problem. So, we proposed a routing framework for MANETs
based on distributed clustering using modified BERS+. In this scheme, we used
clustering to achieve the scalability and slight improved version of BERS+ to
control the unnecessary circulation of the packets. We used type 2 packet for
dual purpose instead of using separate reply, and chase packets. It makes the
controlling of the packets destination initiated so that the controlling of packets
can be fast. From mathematical interpretation, we observed that Clustering
based implementation of modified BERS+ used less number of intermediate
nodes than simple BERS+. It also helps nonparticipating intermediate nodes to
save their energy.
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Abstract. A mobile Ad Hoc Network (MANET) is an autonomous system of 
mobile nodes connected by a wireless link. A MANET does not have any 
access point or does not depend on any central administrator. In a large scale 
Ad Hoc Networks, there is a continuous node mobility may cause radio links to 
be broken frequently. This further leads to increase in packet dropping rate, end 
to end delay, reduction in the packet delivery rate and finally complete 
efficiency of network degraded. Therefore to overcome from these 
consequences we propose  Ad hoc On Demand  Route Repair Technique 
(AODVRRT) which introduces a new mechanism so that link failure can be 
predicted and accordingly perform a rapid local path repair. So by repairing the 
path this protocol not reduces the end-to-end latency and packet loss rate, but it 
also increases the efficiency of the network. Finally, simulation is done to 
measure performance. 

Keywords: MANET, Routing Protocols, AODV, OSLR, DSDV, AODVRRT, 
Path Loss, End-to End Delay, Packet Delivery Ratio. 

1 Introduction 

A Mobile ad hoc network (MANET) is a system comprises of many number mobile 
nodes in which data packets are forwarded using the nodes in a network so that it can 
communicate outside the direct range of wireless transmission. Since MANET is 
infrastructure less so it does not require any centralized administration such as access 
points or any fixed base stations, and it can be set up quickly and inexpensively. Thus 
MANET allows a group of user to communicate with each other over a slow wireless 
connection. Since it has a decentralize network all the nodes in a network will carry 
the activity of topology discovery and message delivery by themselves. MANET is a 
collection of mobile node which is self-configured and connected by wireless links to 
forms a differently arbiter topology. Thus in this all the nodes can act as a router 
which further incorporates in moving the data packets and these routers are free to 
move within the network with the adaptable change of topology. 
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Fig. 1. A simple Mobile ad-hoc network with three nodes 

 
In Fig.1, node 1 and node 3 must discover the route through node 2 for 

communication. The nominal range of each node‘s radio transceiver are indicated by 
the circles. Node 1 and node3 are not within the transmission range directly of each 
other, since node 1‘s circle does not cover node 3’s .So node 2 will be involved if 
node 1 want to send a data to node 2 for forwarding the data packets from 1 to 3. Here 
node 2 acts as a intermediate node. So node 1 could not send data packet to node 3 if 
it will not involve node 2.Thus MANETs also have some important characteristics 
such as Dynamic topologies, Bandwidth-constrained & variable capacity links, 
Frequent routing updates etc. Its major applications are Disaster relief operations, 
Military or police exercises, Adhoc Mettings etc. 

2 Related Work 

Jain et al.[1] proposes a new local repair scheme so that the deficiency of existing 
local repair can be removed. This improved local repair scheme concerns about the 
end to end delay in transmission and overhead requirement. During local repair, Ant 
algorithm is used by the repairing node for finding new route for next to next node in 
the link. This reduced size of F-ANT and B-ANT will give significant overhead 
reduction. 

Naidu and Chawla [2] gives the idea about the existing Local Repair Trial method 
in AODV which is extended in order to achieve broadcasting and minimizing the 
flooding. This protocol first creates the mobile nodes so that the broadcasting can be 
done easily and if any link failure is detected local repair technique can be applied. In 
this Diameter Perimeter Model is used to increase the number of intermediate nodes.  
Finally this paper presents a solution to minimize route overheads of AODVLRT. 
This also analyses the enhanced AODVLRT with the existing local repair technique. 
This technique consists of three modules. First the perimeter routing is used for 
broadcasting. Secondly, local repair method is used to minimize the flooding and 
lastly, there is an increase in the number of intermediate nodes from source to 
destination.  

Youn et al.[3] proposes a new local repair scheme using promiscuous mode is 
used. This scheme is mainly composed of two parts: adaptive promiscuous mode and 
quick local repair scheme. Adaptive promiscuous mode is to repeat the switching 
processes between promiscuous mode and non promiscuous mode to overcome 
energy limit caused by using promiscuous mode in overall time and quick local repair 

1 2 3
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scheme is to fast perform the local re-route discovery process with the information of 
the active connection in the local area acquired by promiscuous mode. 

In Subburam et al.[4], the authors have proposed an on-demand delay and 
bandwidth based quality of service (QoS) routing protocol (AODV-D) to ensure that 
delay does not exceed a maximum value and the minimum available bandwidth is 
required to send the packets. Moreover, their proposed routing protocol will follow 
the concept of unicast-type two hop local route repair protocol to recover the lost 
links efficiently while increasing network reliability, increasing utilization, 
minimizing the number of control messages and shortening the repair delay.  

Rao et al.[5] have proposed an algorithm to controlled congestion by applying 
efficient local route repair method. When the link failure is detected at intermediate 
node, the hop count of destination is compared with source hop count and if 
destination is closer to breakage link than source, local repair is done. When local 
repairing in process the packet should stored in buffered queue and as alternative 
route has found the packet then transmitted to destination.  

3 Routing Protocols 

Routing is the process of sending data from a source to a destination in a network. 
During the transfer of the information at least one intermediate node in the network is 
encountered. Generally this process involves two concepts: firstly determination of 
optimal routing paths and transfer of the data packets through a network. This process 
of transferring data packets through an internetwork is called as packet switching and 
the determination of route could be very complex task. There are several metrics 
which are used by the routing protocol as a standard measurement to calculate the 
best path for data packets routing to the destination such as the number of hops, which 
are used by the routing algorithm to find the optimal path for the data packet to the 
destination. In the path determination process, routing algorithms try find out and 
maintain routing tables, which contain the complete route information for the data 
packets. The information of routing is varied from one routing mechanism to another. 
The IP-address prefix and the next hop are the entries which were filled in the routing 
table .In a routing table, Destination/next hop associations tells the router that a 
particular destination can be reached by sending the packet to a router representing 
the next hop on the way to final destination and set of destination for a valid routing 
entry can be specified by IP-address prefix. Static routing and dynamic routing are the 
main two classification of the routing. Static routing refers to the routing strategy 
being stated manually or statically, in the router. All the routing table usually written 
by a networks administrator are maintained by the static routing.   

4 AODV Routing Protocol 

The Ad hoc On-Demand Distance Vector (AODV) routing protocol allows dynamic, 
self-initiating and multi-hop routing between participating nodes which are willing to 
establish and maintain an ad hoc network. AODV allows mobile nodes to establish a 
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route quickly for new destinations, and maintenance of the routes to destinations is 
not required by the nodes. Whenever there is any link breakages and changes in 
network topology then it is managed by the AODV in a timely manner. Whenever 
there is any link breakdown, AODV allows the affected set of nodes to be notified so 
that they can be able to invalidate the routes using the lost link. One distinguishing 
feature of AODV is to use of a destination sequence number for each route entry. The 
destination sequence number is generated by the destination so that it can be included 
with any route information it sends to requesting nodes. Using destination sequence 
numbers ensures freedom from loops 
Route Discovery: In AODV Routing protocol first of all route discovery process is 
initiated by the source node to reach the destination node and it search those routes 
which it does not have in its cache. In this procedure ROUTE REQUEST packet is 
broadcasted, so that these packets were flooded across the network. These route 
request packets contain the source node address, destination node address, path 
identifier, path record and sequence of hop count towards reaching the destination. 
Thus sequence numbers are used to prevent the duplications. When there is a valid 
path to reach destination then the ROUTE REPLY packet is send either by the 
intermediate node that contain path to reach destination or either by the destination 
node. 

Route Maintenance: One of the main features of the AODV routing is the path 
maintenance process. Thus in this each node monitor the path operation and informs 
the sender about the error in the routing. If there is any route breakdown due to link 
failure then the ROUTE ERROR message is send by the detector node to the source 
node which then removes the all path in its cache and proceed with the new route 
discovery process. 

5 Problem Statement 

Since in a large scale Ad Hoc Networks, there is a continuous terminal mobility 
which may cause radio links to be broken frequently due to dynamic topology and 
asymmetric links. 

 
i) Dynamic Topology: Since Ad hoc networks does not contain the constant 

topology; so due to this the mobile node might move in a network and their 
medium characteristics might get change. In ad-hoc networks, these changes in 
topology are reflected in the routing tables and some routing algorithms had to 
be adapted. For example in a fixed network infrastructure routing table 
updating takes place for every 50sec. This updating frequency might be low for 
ad-hoc networks. 

 

ii) Asymmetric links: Generally most of the wired networks have symmetric 
links which are always fixed. But this is not a case with ad-hoc networks as the 
nodes are mobile and changing their position constantly within network. 

 
So, this leads to increase in end to end delay, packet dropping rate, throughput and 

can reduce the packet delivery rate. 
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6 Proposed Work 

Generally routing protocols are constrained on the condition of Shortest Path .This 
constraint ignores the path stability. Therefore from the point of stability, these 
routing protocols overlook the stability of route in a network and the shortest path 
maybe the constraint of the network. To overcome this problem, we present the 
AODVRRM. 

6.1 Ad-Hoc on Demand Distance Vector Route Repair Technique 
(AODVRRT) 

Ad-hoc On Demand distance vector Route Repair Technique(AODVRRT) increases 
the performance of the network whenever active route fails. This concerns with the 
mechanism of route repair based on the stability estimation method. Thus in this for 
finding route stability initially, every node begins to estimate the  radio links 
stabilities of its neighbours and  each node periodically broadcasts Hello message 
(HELLO) for keeping the track of  link stabilities between a node and its neighbours. 
In this protocol, when a Hello messages is received by the node, it first checks the 
distance between the itself and the neighbouring node because it is aware of distance, 
it evaluates the stability of radio link to the broadcasting neighbour. This information 
for estimating multi-hop route-stabilities is recorded in follow-up manner. In path 
discovery process, RREQ is broadcasted by the source node that has a new link 
stability field. The intermediate node rebroadcast only the RREQ with the value 
having maximum in route stability among received RREQs. 

6.2 Route Repair Technique 

Consider a data is flowing from source to destination. Fig. 2. shows the three possible 
message exchange routes are 1-2-4-5-8, 1-3-4-5-8 and 1-6-7-8. The AODV algorithm 
adopts to find only the path with shortest route and it fails to repair the route, but our 
proposed AODVRRM works in the following way: 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. AODVRR messaging 
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1.  First of all RREQ is send by the Source node to destination node and waits for 
RREP. 

2.  RREP is returned by the Destination node if it have a valid RREQ; and at the 
return process, all nodes in this path check its route stability in the RREQ. 

3.   Several shortest paths were selected by Source node and if there are multiple 
shortest paths or only single shortest path, source node will also select a next 
shortest path from the remaining paths. 

4. The stability of each route is calculated by the Source node on different selected 
paths. 

5.  Based on the following proportion, source node dynamically calculates route 
stability on the different paths based on the following conditions: 
Therefore in these conditions for find the stability of the path each node maintains 

two tables NPL (Neighbour Power List) and PDT (Power Difference Table) 
 

• Node Power List contains the last received signal strength for packets 
originating from each neighbor .Whenever a packet is received and any 
Hello interval in the network is occurred then this table is updated.  

• Power Difference Table contains the rate at which power is changing 
between each pair of neighbors. PDT describes whether the link signal 
strength is increasing or decreasing between each pair of neighbors. This 
table is also update whenever a packet is received. 

In Fig. 2, the shortest and the maximum stability path is 1-6-7-8. If data is flowing 
(1-6-7-8),the intermediate node 7 detects the link break and the message of route error 
(RERR) will not be send to the source node 1. Instead, node 7 sends a Route 
Repairing (RR) message back to the previous intermediate node 6. After sending 
Route repair to 6, RREQs is broadcasted to repair the break route by the intermediate 
node 7. The intermediate node 6 now sends information to the source node 1 to stop 
the data flow in the route through Route Stop (RST) message and it stores the data 
packets in its cache, and then the timer started and waits for the node 7 to give the 
acknowledgement. In the mean time if the link failure is repaired by the node 7 then it 
broadcast the Route Repair Ok (RROK) message to the intermediate node 6. Then the 
data packets which are stored in its cache are sent and the Route Repair Ok (RROK) 
message is sent to the source. Then the RST is disabled by the source node 1 and 
starts the data to send in the same route. In the worst case if intermediate node 7 
unable to repair the route at the same time, then it sends back the message of Route 
Repair Fail (RRF) to intermediate node 6. In AODV the data packets, which is stored 
in the cache, are sent back to source 1 by the intermediate node 6. Then the source 
finds the other optional shortest path. But in this proposed AODVRRM the 
intermediate node 6 finds a new shortest path to the destination with and maximum 
stability path and , it updates its routing  table with this new route, even if the 
intermediate node 7 repairs the break link and intermediate node  6 received a RROK 
message from node 7. After the new route has been established the intermediate node 
6 sends the packets which are stored in its cache.  

In the worst situation, each intermediate node cannot repair the break link and 
cannot find a new route to the destination. Then, the source node will receive a Route 
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repair message. In this case, AODVRRM source node selects the already found the 
shortest path with maximum stability route broadcasts a data packets to the 
destination. When all these scenarios fail then the AODV again starts new route 
discovery process. 

7 Simulation Result 

The simulation results show overall performance of the protocol within the network. 
Through these performance measures the efficiency of the protocol can be judged. 
Thus this section evaluates the performance of AODVRRM composed with AODV 
by computer simulation using NS-2. Our detailed simulation setup is shown below in 
Table 1. In Fig. 3 we conclude that there is an occurrence of packet loss with the 
different arrival rates. The packet loss rate of AODVRRM and AODV is 
approximately same for a small arrival rates. The loss of rate of packets is increasing 
when the data arrival rate is more than the 20 packets per second. So through this 
result we conclude that the when there is a large data arrival rate then the packet loss 
rate of AODVRRM is lower than the AODV. 

Table 1. Simulation Setup 

Parameter Values 

Topology 700 ×700 
Simulation Time 100 seconds 
Pause Time  10 ms 
Number of Nodes 1,6,15,20,30,32 

Transmission Range 300 m 
Traffic Size CBR 
Packet Size 100 bytes 
Packet Rate 10 packet/s 
Maximum Speed 20 m/s 
Routing Protocol AODV 
X Dimension of Topography 700 

Y Dimension of Topography 700 

 

 

Fig. 3. Packet loss vs arrival rates 
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Through Fig. 4, we conclude that there is an average end-to-end delay with the 
arrival rates. When the arrival rate is less i.e. 30 then end to end delay is almost same, 
but when the arrival rate reaches 35 packets per second then the average end to end 
delay increases drastically. Thus this has been shown that AODVRRM has better 
performance than the AODV. In Fig. 5, we varied the packet delivery ratio with the 
number of nodes.  In this we see that as the number of nodes are increasing the packet 
delivery ratio is also increasing and hence we see that the performance of the 
AODVRRM is more efficient then the performance of the AODV. 

 

 

Fig. 4. End-to-End delay vs arrival rates 

 

 

Fig. 5. Packets delivery ratio vs  node number 

 

 

Fig. 6. Packets delivery ratio vs nodes speed 
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In Fig. 6. we varied the packet delivery ratio with the nodes speed. Thus in this we 
conclude that the all nodes are moving in a efficient and specified speed. Thus we see 
AODVRRM is quite better. 

8 Conclusion 

After the deep research on Ad Hoc On demand routing protocol (AODV), this thesis 
proposes a new routing algorithm AODVRRM, in which adding stability field to the 
Route Request message avoids selecting the routes which are analogous and unstable 
during establishing a new route discovery; and adding the mechanism of route repair 
to the Route request message instead of starting a new routing discovery as far as 
possible. The simulation of this protocols has been carried out using Ns-2 simulator 
and found out that  packet loss rate, throughput and the end-to-end latency is 
improved and  network resources are utilised efficiently.  
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Abstract. A Wireless Sensor Network is a collection of many small sen-
sor nodes. Every sensor node has a sensing range and a communication
range. Coverage of a sensor node means the sensing region within which
an event can be observed or detected. Most protocol designs for energy
efficient coverage optimization maintain an adequate working node den-
sity. However, they ignore the residual energy level of the nodes. In this
paper, we propose Random Backoff Sleep Protocol(RBSP) which ensures
that the probability of neighbor nodes becoming active is inversely re-
lated to the residual energy level of the current active node. This will
help in increasing the network lifetime by balancing energy consumption
among the nodes. RBSP uses dynamic sleeping window, for the neigh-
bor nodes, based on the amount of residual energy at an active node.
Simulation results show that our scheme achieves more power saving and
longer lifetime compared to Probing Environment and Adaptive Sleeping
protocol(PEAS).

Keywords: Coverage, Random Backoff, Sleeping window, Wireless
Sensor Networks.

1 Introduction

A typical Wireless Sensor Network (WSN)[1],[2] is an adhoc network composed
of small sensor nodes which cooperatively monitor some physical environment.
Each sensor node has a sensing range or sensing coverage range[3],[4],[5] which
is the region or area that a node can observe or monitor. Sensing coverage for
a WSN could be interpreted as the collective coverage of all the sensors in the
WSN. Sensing coverage ensures proper monitoring and radio coverage ensures
proper data transmission within the WSN. Sensing coverage and radio coverage
both are important for ensuring that the coverage of the region is adequate and
the sensors are able to transmit data to the sink. It is important to minimize
the number of active nodes, while still achieving maximum possible sensing and
radio coverage. The aim here is to ensure that sufficient number of nodes are
available for the longest possible time while ensuring proper functioning of the
WSN.
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Sensor nodes have limited energy, usually supplied by a battery. In view of the
limited battery life, it is essential to make these nodes energy efficient. Energy
saving is important for applications that need to operate for a longer time on bat-
tery power. Most of the existing work[6],[7],[8],[9],[10],[11], for coverage optimiza-
tion, obtained by node scheduling, does not consider the residual energy of the
nodes. For example, in Probing Environment and Adaptive Sleeping(PEAS)[6], a
sleeping node occasionally enters probing mode and broadcasts messages(probes)
within its local probing range and checks whether an active (working) node ex-
ists within its probing range. The probing node enters the active state only when
it receives no replies from its working neighbors, else it goes back to sleep mode.
The probing node calculates a random sleeping time before the next round of
probing, based on the reply message received from the active node.

The aim of PEAS is to maximize network coverage and connectivity by wak-
ing up minimum number of nodes. The authors show that the network lifetime
increases linearly with the number of nodes. In PEAS, the wakeup rate is ran-
domized and spread over time based on an exponential function. This causes
unnecessary waking up of nodes, due to which energy consumption increases
and network lifetime decreases. PEAS is useful for a network where the node
density is high. If the node density is not high enough then some of the probing
nodes may enter the active state which would lead to a reduction in the network
and node lifetime. To avoid these shortcomings we propose Random Backoff
Sleep Protocol (RBSP).

Random Backoff Sleep Protocol(RBSP) is a probe based protocol which uti-
lizes the information about residual energy level in the active node. This is in
contrast to PEAS, which ignores this information. Further, RBSP does not use
any exponential function for the wakeup time. PEAS uses an exponential func-
tion to compute the random backoff time[6]. This exponential function causes
the intervals between successive wakeups of the sleeping nodes to increase. A
sensing void (uncovered area) could get created if an active node dies, and the
sleeping node has not woken up in time. RBSP protocol employs a novel backoff
algorithm for calculation of sleeping time period. The proposed protocol uni-
formly chooses a random value of sleeping window based on residual energy of
the active node. Using this mechanism, when an active node has high residual
energy, the probability of a neighbor node turning on is low. Similarly, when an
active node has low residual energy, the probability of a neighbor node turning
on is high. This will help in balancing the energy consumption among the nodes.
Due to this, we expect the network lifetime to increase substantially.

The rest of paper is organized as follows: in Section 2, we review some cov-
erage optimization protocols used in wireless sensor networks. In Section 3, we
present the details of our protocol – RBSP. Section 4 contains performance
evaluation using simulations. Finally, we present our concluding remarks in
Section 5.
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2 Related Work

Many research efforts have been made to exploit the inherent coverage redun-
dancy to extend the lifetime of wireless sensor networks. Ye et al. [6] present
Probing Environment and Adaptive Sleeping(PEAS) which is a distributed pro-
tocol, based on probing to extend network lifetime by turning on minimum
number of active nodes. PEAS is a location independent protocol. Gui et al. [7]
propose Probing Environment and Collaborating Adaptive Sleeping(PECAS)
which is an extension to PEAS [6]. PECAS does not allow active nodes to op-
erate continuously until energy depletion. Occurrence of sensing void is reduced
in PECAS because a active node schedules itself to enter into sleep mode after
some specified time.

Yun-Sheng et al. [8] propose Controlled Layer Deployment(CLD) which uses
deterministic node deployment and is based on PEAS. CLD [8] helps to achieve
a longer network lifetime as compared to PEAS[6].

Xing et al.[9] present Coverage Configuration Protocol(CCP) which is a decen-
tralized protocol. CCP requires lesser number of active nodes. CCP is a location
dependent protocol. Zhang et al.[10] introduce Enhanced Configuration Control
Protocol(ECCP) which provides a mechanism to avoid sensing voids in the net-
work. However, it requires more number of active sensor nodes as compared to
CCP. Honghai et al. [11] present an Optimal Geographical Density Control al-
gorithm that determines the minimum number of active nodes for full coverage.
When OGDC is compared with PEAS, it requires 50% lesser active nodes for
full coverage.

Chen et al. [12] present Span which is a distributed, randomized algorithm
where nodes make local decisions whether to sleep, or become active as a coor-
dinator. Network lifetime increases due to Span. Kijun et al. [13] propose MAC
protocol which is based on a backoff algorithm for wireless sensor networks which
used dynamic contention period based on residual energy at each node. In case of
all the above protocols, the residual energy of the active node is not considered
for determining the sleep schedules. In case of reference [13] the residual energy
is considered for medium access and not for planning the coverage. In the section
below we discuss RBSP’s random backoff sleep cycle, state transition diagram
and finally details of the working of the protocol.

3 Random Backoff Sleep Protocol

We propose Random Backoff Sleep Protocol(RBSP) for node scheduling. The
wakeup rate of RBSP is based on residual energy of an active node. At each
active node a sleeping window is dynamically computed based on the amount of
residual energy of the active node. The probability of neighbor nodes becoming
active is inversely related to the residual energy level of the current active node.
Neighbor nodes use the sleeping window information from the active node to
determine its sleep time.

Fig. 1 gives a simple example for illustration. We have considered three cases
for RBSP, in case-I we assume that, for time interval T0 to T1, node A is active
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and its residual energy is only 10%. Hence the sleeping window of active node A
is very small due to which, wakeup rate of neighboring sleep nodes is also very
high. In case-II for the time interval T to T’, node B is active and its residual
energy is 40%. As a result, the sleeping window of active node B is slightly larger
as compared to that of node A. This causes the wakeup rate of neighboring sleep
nodes to be moderate. Therefore, the probability of sleeping nodes turning on is
also moderate. Similarly, for case-III, the time interval t to t’, node C is active,
and its residual energy is -90%. This causes the sleeping window of active node
C to be very large. Therefore, the wakeup rate of neighboring sleeping nodes is
very low. Due to this the probability of sleeping nodes turning on is very less.

While in PEAS (case-IV), node A is active at T0, a sleeping node B wakes up
at T1 and a sleeping node C wakes up at T2. In PEAS wakeup rate of sleeping
nodes is not based on residual energy of active node. PEAS uses an exponential
function to compute the sleep interval[6]. Due to this, initially the sleeping nodes
would wakeup frequently and later at a slower pace. This could create a sensing
void if the active node dies when the sleep intervals are wide. Also the frequent
wakeups could cause energy loss.

WakeupWakeup

T0 T1

Wakeupp

RE=90%RE=10%

T0 T1
Node A active

Case-I (RBSP)

t t’Node C active

Case-III (RBSP)

Wakeup

Case ( S )

Wakeup

RE=40%

T’ T1’Node B active

Case II (RBSP)

T T1 T2

Node A active Node B active Node C active

Case-II (RBSP) Case-IV (PEAS)

Fig. 1. RBSP and PEAS wakeup cycle

3.1 State Transition of RBSP

Each node in RBSP has three operating states which are similar to PEAS [6]:
SLEEP, FLOAT and ACTIVE. The state transition diagram for all three modes
is shown in Fig. 2. In the SLEEP state, a node turns its radio off to conserve
energy. Each node in FLOATING state broadcasts HELLO message within its
sensing range Rs, where Rs is the maximum sensing range within which an event
can be observed or detected. The ACTIVE node continuously senses the physical
environment and communicates with other sensor nodes. Each node in RBSP



Random Backoff Sleep Protocol for Energy Efficient Coverage 127

has three operating states which are similar to PEAS [6]: SLEEP, FLOAT and
ACTIVE. The state transition diagram for all three modes is shown in Fig. 2.
In the SLEEP state, a node turns its radio off to conserve energy. Each node
in FLOATING state broadcasts HELLO message within its sensing range Rs,
where Rs is the maximum sensing range within which an event can be observed
or detected. The ACTIVE node continuously senses the physical environment
and communicates with other sensor nodes.
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Wakeup after backoff time

No REPLY

SLEEP
FLOAT

SLEEP

Received REPLY, sleep for another random backoff time 

Fig. 2. State Transition Diagram of
RBSP
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e

REPLY Time Out
D

e Become ACTIVE

Fig. 3. Flow diagram of RBSP

The flow diagram of RBSP is shown in Fig. 3. Nodes are initially in sleeping
state. Each node sleeps for a random backoff time based on sleeping window of
active node. After the node wakes up, it enters into a floating state. The Floating
node broadcasts HELLO message within its sensing range Rs. Any active node(s)
within that sensing range responds with a REPLY message, which includes a
unique random number from the sleeping window based on its residual energy. If
the floating node hears a REPLY, it goes back to sleep mode for another random
period of time, generated according to equations 1 and 2. If floating node does
not hear any REPLY, it enters into active state. The floating node computes the
Reply Time (RT) based on the time interval from sending the HELLO packet
to the receipt of the REPLY message. The floating node maintains a timer with
the value Reply Time Out (RO) = 2 * RT. If a reply is not received within
the reply time out period, then the floating node enters into active state. Thus
using RBSP, each sleeping node determines whether any active node is present
within its sensing range or not. Any node once enters into active state, it remains
active until it consumes all of its energy. RBSP’s working mechanism and the
computations at the nodes is explained below.

3.2 Working Mechanism of Random Backoff Sleep Protocol

In our protocol, each node has 10 energy levels depending on its residual energy.
The energy level i and the sleeping window SWi, corresponding to the energy
level of a node, are shown in the equation below.
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i = ceil(
b%

10
)

SWi = 2ito2i−1 (1)

where, b is the battery level of node in percentage. Each node initially starts
from energy level i = 10 where its sleeping window is SWi=10 = 210to210−1, i.e.
(1024-512). When active node consumes more than 10% of its initial energy, its
energy level changes to i = 9 and its sleeping window size decreases to SWi=9 =
29to29−1, i.e. (512-256). Similarly, if the active node consumes 20% of its initial
energy, its energy level changes to i = 8 and its sleeping window size decreases to
SWi=8 = 28to28−1 i.e. (256-128). In this way, the sleeping window size becomes
smaller as the node consumes more power. The Backoff Sleep Time (BST) used
by a node based on energy level i is given by

BST = Random(SWi) ∗ RE

IE
∗ η (2)

where, RE is the residual energy and IE is the initial energy of active node. η is
a tunable parameter having unit of time and depends on the application of the
sensor network. In the next section, we evaluate the performance of RBSP and
compare it with PEAS.

4 Performance Evaluation

We have implemented RBSP and PEAS in ns-2[14]. The energy model in this pro-
tocol is similar to PEAS[6], where Sleep:Idle:Tx:Rx as 0.03mW:12mW:60mW:
12mW. We assume that the maximum sensing range is 5 meters and is equal to
the transmission range. The initial energy of each node is set at 1 Joule. We run
the simulation for 150 sec. The packet size of HELLO and REPLY messages are
20 bytes each. We have deployed 100 sensor nodes over 50× 50m2 network field.
We vary node density fraction from 0.02 to 0.1 in order to calculate number of
active nodes, where the node density fraction is the ratio of number of deployed
nodes to the total area of the network field. Nodes are randomly deployed in the
field and remain stationary after deployment.

Fig. 4 shows the number of active nodes with respect to time. Number of
active nodes in case of RBSP is comparable to PEAS.

Fig. 5 shows the number of active nodes with varying fraction of node density.
The RBSP and PEAS maintain adequate active nodes in order to monitor the
intended network field. As we increase the node density fraction, active nodes
vary in linear proportion to the number of deployed nodes. Again the number of
active nodes in case of RBSP is comparable to PEAS.

Fig. 6 shows the average energy consumption of the network with respect to
time. The average energy consumption is the ratio of the total energy consump-
tion to the total number of nodes in the network. We can see that the average
energy consumption of RBSP is less as compared to that of PEAS. The energy
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consumption of RBSP is less, due to changeable sleeping window determined
on the basis of residual energy of active nodes. If the node has more residual
energy, it requires fewer wakeups of sleeping nodes, due to which average energy
consumption is less and network lifetime is more.

In Fig. 7, we can see the coverage lifetime for RBSP and PEAS. We assume
that the presence of at least one active node in the network is sufficient to main-
tain minimum coverage in the region. For the case of a well-planned deployment,
it is worth noting that the ratio of the entire sensing area to the maximum sens-
ing area per node is about 50∗50

π∗(5)2 ≈ 31, which implies that at least 31 nodes are

required to cover the entire area. At the time instant of 150 seconds, PEAS does
not have any active node to monitor the field but in case of RBSP, four nodes are
in active state to monitor the area. Hence, RBSP maintains adequate number of
nodes active for a longer period of time, approximately 12.5% longer than that
of PEAS. Therefore, RBSP has 12.5% more coverage lifetime as compared to
PEAS.

5 Conclusion

We have proposed a Random Backoff Sleep Protocol(RBSP) which is a location
free protocol that depends on the residual energy of ACTIVE nodes. Moreover,
by simply varying the tunable parameter η, different sleeping time intervals based
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on application requirement can be provided. In RBSP each node adaptively
determines its sleeping window based on the amount of residual energy. The size
of sleeping window varies, which in turn increases or decreases the probability of
turning on of the neighbor nodes. This balances the energy consumption among
nodes due to which network lifetime can be prolonged.

The simulation results show that RBSP and PEASmaintained sufficient active
nodes in order to maintain sensing coverage. Average energy consumption of
RBSP is less compared to that of PEAS. RBSP maintains 12.5% longer coverage
and network lifetime. In our future work we will extend our protocol to handle
node failure probability which could creates sensing void.
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Abstract. Faults are inevitable in Wireless Sensors Networks (WSNs)
because of physical defects caused due to environmental hazards, imper-
fection or hardware and/or software related glitches. If faults are not
detected and handled properly the consequences may be inexorable in
case of safety critical applications. This paper presents a distributed fault
diagnosis algorithm to handle both permanent and intermittent faults in
WSNs. The proposed diagnosis algorithm is based on the comparison of
test results and residual energy estimations by neighboring sensor nodes.
The intermittent faults are handled by iterating the comparisons for r
rounds. The basic time-out mechanism is adopted to handle permanently
faulty sensor nodes.

Keywords: wireless sensor networks, fault diagnosis, intermittent faults.

1 Introduction

A WSN is a distributed, self configurable, ubiquitous and infrastructure less1

network, without any centralized administrations. It is often composed of many
tiny, low-cost, battery-powered sensor nodes. Each node is aided with sensing,
data processing, and communicating capabilities. The application of WSNs have
tremendously grown up over last few decades. Environmental monitoring, trans-
portation, crisis management, and military surveillance applications are name
to few. A sensor node may have faults and measurement errors due to physi-
cal defect, imperfection or hardware and/or software related glitches. The harsh
operational environment further aggravates the problem. In order to provide
the quality of service (QoS), it is highly required to detect faulty sensors and
let all fault-free sensors to receive these faulty events. This makes the network
still operational in presence of faults, of course with degraded performance. The
distributed fault diagnosis is intended to draw a consensus among the fault-free
sensors about the status of all faulty sensors in the system. It acts as a basis for
designing dependable systems by isolating the faulty sensors from the network.
This paper considers the problem of distributed fault diagnosis in WSNs.

Fault diagnosis has been a focused area of research since last few decades
and was first explored by Preparata et al. in [1] for a wired network with point

1 Without any fixed infrastructures such as access points or base stations.
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to point communication links. Since then, many variants of this model have
been proposed. Comparison based model; the most favorable fault diagnosis
mechanism has been the key discussion in [2, 3], where the decisions about
the fault status of nodes are based on the comparison outcomes of the results
of the same task executed by different nodes. The distributed fault diagnosis
protocols for Mobile ad hoc Networks (MANETs) are extensively investigated
in [4–6]. However, due to the harsh operational environments, sensor nodes fail
more frequently than the nodes in other platforms. This makes the task of fault
diagnosis more challenging.

Jaikaeo et al. have proposed a centralized fault diagnosis algorithm in [7]
addressing the response implosion problem in sensor network diagnosis, thus re-
ducing the traffic at central manager. Lee et al. in [8] have discussed another
centralized fault management scheme that uses a central manager provided with
a global view of the network to reliably execute predefined corrective and pre-
ventive management maintenance. Nevertheless, the scheme suffers with certain
limitations. It is non-scalable and cannot be advantageous for larger networks;
central manager is the bottleneck due to high traffic. MANNA: a management
architecture for fault detection in event driven WSNs is presented in [9]. This
scheme puts an external manager having the global knowledge of the network
to detect the faulty events. However, it suffers from the disadvantages of a cen-
tralized approach. According to Ding et al. in [10], Neighbor coordination is
another interesting approach to detect faulty nodes in sensor networks. Based
on this approach, a sensor is assumed to be faulty if it deviates significantly from
the median of readings of neighboring sensors. In the fault detection scheme pre-
sented by Chessa et al. in [11], a fault-free initiator starts the diagnosis process by
accumulating information from its neighbors and the process continues until all
the faulty nodes are identified. However, authors have considered no fault types
other than crash fault. In [12] Chen et al., have discussed a comparison based
distributed diagnosis protocol for WSNs. This scheme is developed on the basis
of the comparison results of own sensed data and neighbor’s data. However, the
scheme suffers from high communication complexity and hence not energy effi-
cient. Authors in [13], have presented a probabilistic approach to diagnose faulty
sensors in intermittent fault environment. Nevertheless, the scheme seems to be
complex in terms of diagnosis time, message exchanges and more importantly
energy consumption. For faulty sensor identification considering transient faults,
a comparison based method that uses time redundancy have been discussed in
[14] by Lee and Choi. Some more fault management schemes are briefed in the
survey [15].

In this paper we present an efficient Fault Diagnosis Algorithm (FDA) for
static topology WSNs, in presence of permanent and intermittent faults. The
rest of the paper is organized as follows. Section 2, describes the network and
fault model for WSNs. The proposed FDA is presented in Section 3. In Section
4, we discuss the simulation results for the algorithm, concluding in Section 5.
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2 Network and Fault Model

We consider a WSN, consisting of n sensor nodes. The sensor nodes are assumed
to be homogeneous and stationary. A permanently faulty node does not change
its state until it is repaired and/or replaced. In contrast, an intermittently faulty
node fluctuates between fault-free and being faulty, irregularly. The proposed
FDA eyes on the detection of nodes with following fault types:

• permanent or intermittent faults in sensors

• permanent fault in communication unit

The sensor nodes with permanently faulty communication units are to be
excluded from the network. However, the nodes with malfunctioning sensors
still remain associated with the network since they have the ability to relay data
packets among the nodes.

The undirected graph C = (S,Lt), where S is the set of sensor nodes and Lt

denotes the set of logical links between sensors at any given time t, represents the
communication graph or topology of sensor network at time t. Sensor nodes Si

and Sj are said to be adjacent or 1-hop neighbors, if they are in the transmission
range of each other. N t

Si
denotes the set of nodes adjacent to Si at time t, called

the neighborhood set of Si.
A test graph, T = (S′, L′t) can be constructed from the communication graph

by excluding the nodes with permanently faulty communication units and the
links associated with those nodes. So S′ ⊆ S, L′t ⊆ Lt, and T is a sub-graph of
C. Each link, lt(Si,Sj)

∈ L′t is labelled by a binary value ct(Si,Sj)
. Without loss of

generality we consider the test graph and the communication graph to be the
same. We consider that the maximum number of faulty neighbors for any node
Si ∈ S is (	|N t

Si
|/2
 − 1). The links of the communication system are assumed

to be error free.

3 Proposed Fault Diagnosis Algorithm

The proposed diagnosis algorithm is based on the comparison of sensor measure-
ments by neighboring sensor nodes. Let xt

Si
denotes the sensor measurement

of node Si at a given time t. By considering the spatial correlation in sensor
networks, the measurement difference of two fault-free neighboring sensors is
presumed to be very small. However, if at least one of them is faulty then the
difference is significant. Hence, if lt(Si,Sj)

∈ Lt then

| xt
Si

− xt
Sj
|

{ ≤ δ1, both Si and Sj are fault-free
> δ1, either or both of Si and Sj is/are faulty.

(1)

To aid the diagnosis process, the residual energy estimations by neighboring
sensor nodes are also compared. Let Et

(Si,Sj)
be the estimation of node Sj about
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the residual energy of node Si and Et
Si

be the own observed residual energy of
Si, at time t. Hence, if Si ∈ N t

Sj
then

| Et
Si

− Et
(Si,Sj)

|
{ ≤ δ2, both Si and Sj are fault-free

> δ2, either or both of Si and Sj is/are faulty.
(2)

In Equations (1) and (2), δ1 and δ2 are two predefined thresholds. These thresh-
olds may vary depending on the application. Now for each lt(Si,Sj)

∈ Lt, ct(Si,Sj)

can be defined as follows

ct(Si,Sj)
=

{
0, | xt

Si
− xt

Sj
| ≤ δ1 and | Et

Si
− Et

(Si,Sj)
| ≤ δ2

1, Otherwise.
(3)

In Equation (3), ct(Si,Sj)
= 0, signifies both Si and Sj are fault-free. But if at

least one of Si and Sj is faulty, then ct(Si,Sj)
= 1. Each sensor node, Si ∈ S

maintains a boolean status register StatRSi[] of size n, keeping the fault status
of all the nodes in the network. Initially all the neighbor nodes are assumed to
be fault free (0) and the status of all non neibhoring nodes are unknown (−1).

In each round, up to total of r rounds, each sensor node Sj ∈ S sends its own
observed sensor reading and expected residual energy of Si ∈ N t

Sj
to Si i.e. it

sends a message M = (xt
Sj
, Et

(Si,Sj)
) to Si. Upon receiving the message M from

its neighbor Sj , node Si performs the threshold test defined in Equation (3) and
increments StatRSi [j] by 1, if at least one of the test conditions fails. At the end
of r rounds each sensor finds a partial diagnosis about the neighbors. Of course
at this point the sensor node Si does not have the fault status of non neighboring
nodes. In order to reach a general consensus, all nodes in the network exchange
their status registers. There may be a situation, when an intermittently faulty
sensor node Sj sends to Si, sensor measurement and expected residual energy of
Si, both correctly, in all r rounds; in which case Si misdiagnoses Sj as fault-free.
To overcome this situation we follow a majority voting as defined in Equation
(4). We consider the maximum number of neighbors to which Sj may send such
correct values in all r rounds is 	n+

Sj
/2
 − 1, where n+

Sj
represents the number

of fault-free neighbors of Sj .
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and StatRSi
[j] = 0.

(4)
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Algorithm 1. Proposed fault diagnosis algorithm

Data: C = (S,Lt): The communication graph.
// The test graph and communication graph are considered to be same.

r: Maximum number of rounds.
Result: StatRSi

[] for each node Si ∈ S
Initialization: NR=0; FFCount=0; NFNbrCnt=0; FFNbrStatSum=0; IFNbrCnt=0;
for each Si ∈ S and Sj ∈ S do1

if Si == Sj or l(Si,Sj)
∈ Lt then2

StatRSi
[j] = 0;3

else4
StatRSi

[j] = −1;5

end6

end7
repeat8

9

for each Sj ∈ S and Si ∈ Nt
Sj

do10
Sj sends a message M = (xt

Sj
, E(Si, Sj)

t) ;11

end12

if a node Si receives a message M from Sj ∈ Nt
Si

then13
if |xt

Si
− xt

Sj
| > δ1 or |Et

(Si,Sj)
− Et

Si
| > δ2 then14

StatRSi[j]+ = 1;15
end16

end17

until (++NR �= r) ;18
for each Si ∈ S do19

Si broadcasts its status register StatRSi
[] to other nodes in the network;20

end21
for each Si ∈ S; Sj ∈ S and Si �= Sj do22

for each Sk ∈ Nt
Sj

do23
if StaRSi

[k] == 0 and StatRSk
[j] == 0 then24

FFCount++;25
end26
if StatRSi

[k] ≤ 0 then27
NFNbrCnt++;28

end29

end30
if FFCount ≥ 
NFNbrCnt++/2� then31

StatRSi
[j] = 0;32

else if StatRSi
[j] = 0 then33

StatRSi
[j] = 1;34

end35

end36
for each Si ∈ S; Sj ∈ S and Si �= Sj do37

for each Sk ∈ Nt
Sj

and StaRSi
[k] == 0 do38

FFNbrStatSum+=StatRSk
[j];39

IFNbrCnt++;40

end41
if FFNbrStatSum= (r × IFNbrCnt) then42

StatRSi
[j] = 2; // StatRSi

[j] = 2 indicates Sj is permanently faulty.43

else if FFNbrStatSum>0 then44
StatRSi

[j] = 1; // StatRSi
[j] = 1 indicates Sj is intermittently faulty.45

end46

end47
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In Equation (4), 0 and 1 indicates Sj to be fault-free and intermittently faulty
respectively. There may be the case, when an intermittently faulty sensor node
Sj sends sensor measurement and expected residual energy of Si, either or both
incorrectly, to the node Si in all r rounds; in which case Si misdiagnoses Sj as
permanently faulty. To handle this situation and to determine the actual fault
type, we follow Equation (5).
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(5)

The values 1 or 2 of StatRSi[j] in Equation(5) signifies Sj to be intermittently
faulty or permanently faulty respectively. The proposed FDA is more precisely
described in Algorithm 1.

4 Simulation Analysis

To support the feasibility of the proposed FDA, simulations are performed using
the OMNET++ simulator. The results are compared with that of the detection
algorithm discussed by Lee and Choi in [14]. Based on the faulty behaviour,
the proposed FDA classifies the sensor nodes into three different classes: perma-
nent fault class, intermittent fault class, and fault-free class. Two performance
measures are used for evaluation, (i) Classification Accuracy (CA): The ratio
of the number of nodes classified in to a particular class to the total number
of nodes of that class, and (ii) False Alarm Rate (FAR): The ratio of the sum of
the number of faulty nodes classified as fault-free and the number of fault-free
nodes classified as faulty to the total number of nodes in the network.

A simulation scenario is created for a sensor network with 1000 nodes ran-
domly deployed over 1000 × 1000 m2 area.Each sensor node is equipped with
AA battery with default initial energy 18720 Joule. With proper adjustment
of the transmission range (common for all nodes), the desired value of average
node degree (d) can be obtained. In the simulation, the sensor nodes are ran-
domly chosen to have permanently faulty sensors with probabilities 0.02, 0.04,
0.06, 0.08, 0.10 and 0.12 respectively. We also consider that pif is 150% of ppf , in
each case. Here, pif denotes the probability of a node being intermittently faulty,
and ppf represents the same for a node being permanently faulty. The values of
δ1 and δ2 are considered to be 4 and 2 respectively. In order to evaluate Lee and
Choi’s algorithm, we consider the same simulation scenario with θ1 = 	d/2
 and
θ2 = 2 as the values of thresholds used in their algorithm. The FDA is run for
r(= 10) rounds to handle intermittent faults. The obtained simulation results
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Fig. 1. Comparison of CA for (a) permanently faulty, and (b) intermittently faulty
nodes
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Fig. 2. Comparison of (a) CA for fault-free nodes, and (b) False Alarm Rate

for CA and FAR for different values of d are compared as depicted in Fig. 1,
and Fig. 2.

It can clearly be observed that the CA decreases with lower node degrees;
since, in case of sparse networks the fault-free sensor nodes may not always form
a connected graph for fault diagnosis purpose. In such scenarios, all neighbors of
a particular node may be faulty at the same time, leading to misdiagnosis of the
node. Such scenarios arise with more counts for low d and high fault probability,
in which case the performance even degrades.

Fig. 1(a) depicts the comparison of classification accuracy for permanently
faulty nodes with d values 6.8, 10.2, and 14.3. In some rounds, if a permanently
faulty node produces a sensor measurement that does not differ from the sensor
measurements of its fault-free neighbors by a minimum threshold δ1, then it is
not classified as permanently faulty. The additional threshold test on residual
energy in the proposed FDA handles such cases and improves the performance.
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An intermittently faulty node that generates incorrect sensor measurements
in less than or equal to θ2 rounds are not classified as intermittently faulty in the
fault detection algorithm by Lee et al. For low value of δ1, fault-free nodes may be
miss-diagnosed as faulty. Such miss-classification scenarios are suppressed in the
proposed FDA by the additional threshold test. The comparison of false alarm
rates are clearly shown in Fig. 2(b). As obvious, we found that with increase in
fault probability, FAR increases.

The simulation results show that if thresholds are not chosen carefully for the
applications. The average node degree, d must be adjusted to relatively high to
have better performance.

5 Conclusions

In this paper we propose a distributed fault diagnosis algorithm for WSNs, in
order to handle sensor nodes having permanently fault sensor or intermittently
faulty processing unit. The algorithm is based on two threshold tests: (i) on sen-
sor measurements of neighboring nodes, and (ii) on expected and actual residual
energy of the sensor nodes. Two special cases of intermittent faults are consid-
ered: One, where an intermittently faulty node sends both sensor measurement
and expected residual energy of neighboring nodes correctly to some of its neigh-
bors in all r rounds; Another, where at least one of these values are incorrect
in all r rounds. The simulation experimental results vows that the algorithm
detects and classifies the faulty nodes with high accuracy and low false alarm
rate, even in case of high fault probability, by properly choosing the threshold
values. In future, endeavour will be made to handle faults in dynamic topology
environment.
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Abstract. In this paper, a localization technique is used to reduce the
number of active sensors at an instant of time in a region for wireless
sensor networks(WSNs). The active nodes in a region is calculated baed
on the K-hop Independent Dominating Set(K-IDS). The proposed algo-
rithm is evaluated using Castalia Simulator.The simulation results are
analysed using network parameters namely,energy consumption,number
of active nodes in a cluster and packet delivery ratio. The simulation
results indicates that the proposed algorithm outperforms LEACH and
MOCA protocls.

1 Introduction

WSN is a collection of hundreds of nodes connected to each other through short
range of wireless links. WSN consists of two types of nodes sensor nodes and
Base stations. Sensor nodes senses the environment and forward the data to
the base station[1]. These nodes have mobility, organise themselves into a net-
work according to the location and environment. Such nodes act autonomously,
but cooperatively to form a logical network. But a WSN comprises of a poten-
tially large set of nodes that may be spread over a wide range of geographical
area, indoor and outdoor. The processing power, memory and battery power
are important factors. WSNs enable numerous sensing and monitoring services
in areas of vital importance such as efficient industry production, safety and
security at home as well as in traffic and environmental monitoring.WSNs ac-
tive when an event detected. Early research studies in WSNs targeted military
applications, especially for battlefield monitoring [2]. Nowadays, WSNs are now
being deployed in civilian areas, mining areas, building control (i.e., monitoring
the A.c’s automatic power on /off ),locking the car doors and being used for
habitat observation [3],health monitoring [2], object tracking [4], etc.

Actually sesnors having different sensing range and transmission range [5].
The diagram of sensor is shown below.

Sensors are deployed in harsh and unattend environment. Sensors are equipped
with battery,replacing the battery after the deployment is difficult. The energy
efficiency is an important feature to enhance the network life time.

In this paper, we develop a Efficient coverage protocol(ECP). It is a clus-
tering based protocol that maximizes the network life time.The key features of
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ECP are: network coverage, network connectivity, maximum energy cluster head
and active nodes. This protocol implementation uses the same radio model as
in LEACH which is first order radio model[6]. The remainder of the paper is
organized as follows. Section 2 describes the related work, Section 3 designing
ECP protocol and Section 4 presents the simulation results.Finally, the paper is
concluded in Section 5.

2 Related Work

Clustering is the best technique for reducing the energy consumption, improving
the network lifetime and provides the scalability to the sensor network [7]. In
hierarchical network model, sensors are logically partitioned into clusters. Each
cluster has the cluster head(CH). The CH performs the data aggregation and
fusion on the data which is coming from the cluster members.Clustering process
is two level process. The CH’s present in the higher level and cluster members are
present in the lower level. CH’s transmit the data to the BS directly or through
intermediatery nodes, i.e., Gateway nodes.

LEACH [6] is the first protocol based on clustering.In this CH is elected
randomly by the use of probability. In this all nodes have the equal probability to
become a cluster head.The cluster heads are elected for each round randomly.The
CH performs the major roles like TDMA scheduling to cluster members, data
aggregation and send to the BS.

In LEACH-C [8], clustering protocol CH’s are selected based on residual
energy of sensors.The higher residual energy node becomes CH.Where as in
LEACH, the lower energy sensor is also a CH. In this protocol, MST (mini-
mum spanning tree) used for data forwarding to the BS. In both LEACH and
LEACH-C consider the energy distribution, communication overhead and re-
duces the number of transmissions. However, these algorithms don’t considers
the coverage of sensors. The network life time can be enhanced by reducing the
overlapping sensing ranges of the sensors.
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In MOCA protocol [9], it uses the timers for synchronization among sensors. In
this sensors are organises into overlapping clusters. There is no central control for
election of CH but this performed in distributed manner. It uses the parameters
like cluster radius, node transmission range and cluster head probability. In this
author, consider only non overlapping CH’s and didn’t consider the minimum
number of non overlapping cluster members.

Ruay-Shiung [10] proposed a clustering protocol gives uniform clusters based
on hop-count and residual energy of sensors.The maximum residual energy and
hop-count sensor node becomes CH. This algorithm, do nt consider the overlap-
ping coverage of sensors.

3 Designing ECP

In this section, we are assuming different types of sensors are deployed uniformly
in the region M ×M region. We assume that 5% of sensors are deployed with
GPS and the remaining sensors without GPS. Now the trilateration method used
for finding the positions of sensors. Trilateration method [11] uses the relative
position mechanism.

Cluster Formation:
In this phase sensors sends the hello message to their k-hop neighbours. The

hello message contains location information, attribute type and residual energy.
Due to this each and every sensor gets the neighbours information regarding
residual energy and number of neighbours. Then selecting the node which has
the highest number of neighbours and residual energy as a CH. The CH sends
the advertisement message to all k-hop neighbours. Then each and every sensor
in the cluster knows their CH. Cluster formation is shown in Fig. 3.

ClusterHead Gateway Node Sensor

Fig. 3. Cluster formation

3.1 Determination of Active Nodes and Non Active Nodes

Our aim is to minimize the overlapped sensing range among sensors and main-
taining the coverage over the sensors deployment region. Sensors deployed uni-
formly in the sensing area.So many sensors sensing range is overlapped by one
another. Due to this so much of redundant data is forwarded to the CH and CH’s
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Algorithm 1. cluster formation

SetupPhase :
sends the hello message to neighbours
Select′s the node which has more number of neighbour’s and residual energy level
if Two or more nodes have the equal number of neighbour’s and residual energy
level then

Then choose any node as CH (cluster head)
else

The numbers of neighbour’s are equal and different residual energy levels
Then choose highest residual energy node as CH(cluster head)
The CH node broadcast the message to the neighbour’s
CH cerate’s a TDMA schedule for each node in the cluster
According to their TDMA slot transfer the data and communicates with cluster
head

end if

Algorithm 2. Data Aggregation at Cluster Head

CHaggregates the data coming from the cluster members
Average is used for the DataAggregation.

forwarded the aggregated data to the BS through the intermediatery sensors and
CH’s. Determination of number of active nodes has been proven to be NP-Hard
problem [12]. Sensor network consists of n number of nodes and each node have
the transmission range. Each node act as a vertices(V) and transmission range
act as edge(E) in graph terminology [13]. In this, each node connected to other
nodes via a transmission range, i.e., edge. Edges represent the communication
between the nodes. Some useful basic definitions are given below.

– Independent Set(IS): It is a subset of V, such that for every two vertices no
edge connecting the two vertices[14],[15].

– Dominating Set(DS): For a graph G = (V, E) is a subset S of V such that
every vertex not in S is adjacent to at least one member of S. The domination
number is represented as γ(G). Where γ(G) is the number of vertices in a
smallest dominating set for G.

– Independent Dominating Set(IDS): For a graph G=(V,E),IDS is both dom-
inating and independent set.The members are away from each other by at
least one hop distance.It is represented by i(G). Determination of IDS is
NP-Hard[12].

– K-IDS(Independent Dominating Set): It is DS such that any two members
are away from each other by at most k-hop distance.

– 1-Independent Dominating Set(1-IDS): It is DS such that any two members
are away from each other by 1-hop distance.
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The realtion ship between IS,DS and IDS is γ(G ) ≤ i(G) ≤ α(G).

Calculation of IS, DS, and IDS for the Fig. 4

IS :1,3,5,7,9
DS :3,6,1
IDS :1,3,5,7,9
1-IDS :2,4,6,8,12

1

2

3

4 5

6

7 8

9

10
11

12

13

Fig. 4. Graph representation of sensors in a cluster

Algorithm 3. Active nodes determination

BroadCast(msg(I,Hello,Neighbour(i))
while True do

Received msg(∀j,Hello, i)
Received msg(∀j,Active, i)
Received msg(∀j, Sleep, i)
if I �= Active AND Received msg(j,Active, i) then

sleep(i) ← True
forward msg(i, Sleep,Neighbour(i))

end if
if I �= Active AND received msg(j, Sleep, i) then

Active(i) ← True
Forward msg(i,Active,Neighbours(i))

end if
if I ≡ Active AND Residual energy ≤ threshold then

Sleep(i) ← True
BroadCast msg(I, sleep,Neighbours(i))
Goto Step 6 to 7

end if
end while
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Table 1. Simulation parameters

Parameter Value

Network area 50× 50m2

Number of sensors 100

Eelec 5 nJ/bit

εfs 10pJ/bit/m2

εmp 0.0013 pJ/bit/m4

E0 2J

EDA 5nJ/bit/message

message size 2000bits

d0 30m

4 Simulation Results

The parameters as mentioned in Table 1 are used in the simulation. The net-
work area is 50 × 50m2 with 100 sensors. The sensor transmitting radius is
10m.The numbers of clusters are 4.Each cluster consists of 13 cluster members
approximately.For this we are giving some mathematical model. Let us consider
network area is L × Lm2. The ‘n’ number of sensors are deployed in a sensing
region.Each sensor transmission range is Tr.The area of sensing field is L2. Each
cluster range/area isΠT 2

r . Therefore the number of cluster members present in
each cluster is n×Π × T 2

r ÷ L2.

4.1 Energy Consumption Model

ETX (L, d) =

{
L ∗ EElec + L ∗ εfs ∗ d2 d < d0
L ∗ EElec + L ∗ εmp ∗ d4 d > d0

(1)

where ETX is energy consumed by the transmitter, L is length of message,
Eelec is consumed by electronics in sensor, εfs is free space channel model, d is
distance between transmitter and receiver, 2and4 are path loss exponents εmp

is multipath channel model, d0 is threshold distance.

ERX(L, d) = L ∗ EElec (2)

where ERX is energy consumed by the receiver, L is the length of message,
EElec is energy consumed by the electronics in sensor. Initially the energy of
each sensor is E0. Then total energy is ETotal = NE0.

After the deployment of sensors are logically partitioned into clusters.The clus-
tering process is done in rounds based on the residual energy of the sensors.Each
cluster consists of active and non-active sensors. The energy consumption is
calculated for active sensors in each round as follows.

Eround = L(2∗K ∗na∗EElec+K ∗na∗EDA+K ∗εmp∗d4toBS+K ∗na∗εfs∗d2toBS)
(3)
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where na is active nodes, K is the number of clusters, l is the number of bits
in message and EDA is energy consumption during data aggregation and the
distance from CH to base station(d2toBS).

The energy consumed by the CH in a cluster is calculated as follows

ECH = L ∗ EElec ∗ (na − 1) + L ∗ EDA ∗ na + L ∗ EElec + L ∗ εmp ∗ d4toBS (4)

Fig. 7 shows the simulation results of Number of active nodes in a cluster for the
different rounds upto 8 rounds. In this we compare proposed ECP protocol with
the existing protocols like LEACH, MOCA. The results shows that LEACH have
the more number of active nodes. Due to this more energy consumed and number
of live nodes decreases with the time. Therefore the network life time decreases,
where as ECP have the less number of active nodes and also cover the whole
sensing region with minimum number of active nodes and the remaining nodes
in non active state. Therefore the energy consumption reduced and enhance the
network life time.

Fig. 5. Comparison of algorithms
based on active nodes

Fig. 6. Energy consumption compari-
son of algorithms

Fig. 8 shows the energy consumption of different protocols like LEACH,
MOCA, and ECP for the different simulation duration periods. The figure itself
describes the ECP consumes less energy when compared to other protocols like
LEACH and MOCA.

5 Conclusion

The efficient coverage mechanism reduces the energy consumption of network
and enhance the network life time. In this paper, we proposed a Energy efficient
Coverage Protocol. ECP reduces the overlapping sensing ranges of sensors and
also maintains the network connectivity among sensors. The active nodes deter-
mined by the use of K-IDS mechanism. The simulation results shows that ECP
protocol outperforms LEACH and MOCA in enhancing the Network life time
and reducing the overlapping sensing ranges.



150 R. Polireddi and C. Suchismita

References

1. Al-Karaki, J., Kamal, A.: Routing techniques in wireless sensor networks: a survey.
IEEE Wireless Communications 11(6), 1–23 (2004)

2. Akyildiz, I., Su, W., Sankarasubramaniam, Y., Cayirci, E.: Wireless sensor net-
works: a survey. Computer Networks 38(4), 1–29 (2002)

3. Mainwaring, A., Culler, D., Polastre, J., Szewczyk, R., Anderson, J.: Wireless sen-
sor networks for habitat monitoring. In: Proceedings of the 1st ACM International
Workshop on Wireless Sensor Networks and Applications, pp. 1–10 (2002)

4. Salatas, V.: Object tracking using wireless sensor networks. PhD thesis, Monterey,
California. Naval Postgraduate School (2005)

5. Wu, J., Yang, S.: Energy-efficient node scheduling models in sensor networks with
adjustable ranges. International Journal of Foundations of Computer Science 16(1),
1–14 (2005)

6. Heinzelman, W., Chandrakasan, A., Balakrishnan, H.: Energy-efficient communi-
cation protocol for wireless microsensor networks. In: 33rd Annual Hawaii Inter-
national Conference on System Sciences, pp. 1–10 (2000)

7. Li, C., Ye, M., Chen, G., Wu, J.: An energy-efficient unequal clustering mechanism
for wireless sensor networks. In: 2005 IEEE International Conference on Mobile Ad
hoc and Sensor Systems Conference, pp. 1–5 (2005)

8. Heinzelman, W., Chandrakasan, A., Balakrishnan, H.: An application-specific pro-
tocol architecture for wireless microsensor networks. IEEE Transactions on Wire-
less Communications 1(4), 1–11 (2002)

9. Youssef, A., Younis, M., Youssef, M., Agrawala, A.: Wsn16-5: Distributed for-
mation of overlapping multi-hop clusters in wireless sensor networks. In: Global
Telecommunications Conference (GLOBECOM 2006), pp. 1–6. IEEE (2006)

10. Chang, R.S., Kuo, C.J.: An energy efficient routing mechanism for wireless sensor
networks. In: 20th International Conference on Advanced Information Networking
and Applications, vol. 2, pp. 1–5. IEEE (2006)

11. Mao, G., Fidan, B., Anderson, B.: Wireless sensor network localization techniques.
Computer Networks 51(10), 1–24 (2007)

12. Efrat, A., Har-Peled, S., Mitchell, J.: Approximation algorithms for two optimal
location problems in sensor networks. In: 2005 2nd International Conference on
Broadband Networks, pp. 1–9. IEEE (2005)

13. Shin, I., Shen, Y., Thai, M.: On approximation of dominating tree in wireless sensor
networks. Optimization Letters 4(3), 393–403 (2010)

14. Akkaya, K., Senel, F., McLaughlan, B.: Clustering of wireless sensor and actor
networks based on sensor distribution and connectivity. Journal of Parallel and
Distributed Computing 69(6), 573–587 (2009)

15. Gary, M., Johnson, D.: Computers and intractability: A guide to the theory of
np-completeness (1979)



 

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2, 
Smart Innovation, Systems and Technologies 28,  

151

DOI: 10.1007/978-3-319-07350-7_17, © Springer International Publishing Switzerland 2014 
 

A Novel ICI Self-cancellation Scheme for Improving  
the Performance of OFDM System 

Ravi Prakash Yadav1, Ritesh Kumar Mishra2, and Shipra Swati3 

1 Department of Electronics and Communication Engineering 
National Institute of Technology, Patna, India  

2 Department of Electronics and Communication Engineering 
National Institute of Technology, Patna, India 

3 Department of Computer Science and Engineering 
PICT, Pune, India   

{er.ravipdeo,shipra.er}@gmail.com, 
ritesh@nitp.ac.in, 

Abstract. Orthogonal frequency division multiplexing (OFDM) is a promising 
technique for fourth generation (4G) broadband wireless communication sys-
tems. However its performance is degrade due to Doppler frequency drift or 
frequency drift between transmitter and receiver oscillator which causes fre-
quency offset. This leads to a loss in the orthogonality between sub-carriers and 
results in inter-carrier-interference (ICI). In this paper we proposed a novel ICI 
self-cancellation scheme for ICI mitigation in OFDM system and compared it 
with the standard OFDM system and conventional self-cancellation scheme in 
terms of carrier-to-interference ratio (CIR) and bit-error rate. This scheme 
works in two very simple steps. At the transmitter side, one data symbol is 
modulated onto four sub-carriers with appropriate weighting coefficients. At the 
receiver side by linearly combining the received signals on these sub-carriers 
leads to a sufficient reduction in ICI. The simulation result shows that the pro-
posed scheme outperforms the existing method. 

Keywords: Inter-carrier-interference (ICI), OFDM, ICI self-cancellation,  
carrier-to-interference ratio (CIR). 

1 Introduction 

OFDM is widely known as the promising communication technique in the broadband 
wireless communication systems.Currently, OFDM is being used in many wireless 
communication systems, such as Digital Video Broadcasting (DVB) systems, 
HIPERLAN2 (High Performance Local Area Network), Worldwide Interoperability 
for Microwave Access (Wi-Max). In OFDM, a high data rate channel is divided in to 
many low data rate sub-channels and each sub-channel is modulated in different sub-
carriers. Due to this each channel experience a flat-fading and equalization at the 
receiver is lesscomplex. So it provides high spectral efficiency and robustness to mul-
tipath interference. In OFDM sub-channels are orthogonal, but due to frequency offset 
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orthogonality is lost which causes inter-carrier-interference (ICI) and it degrades the 
performance of OFDM system [1-2]. 

Various schemes have been investigated to mitigate ICI in OFDM system, such as 
frequency domain equalization [3], time domain windowing [4], pulse-shaping [5], 
self-cancellation [6-10], frequency offset estimation and correction technique [11-12] 
and so on. Among the schemes the ICI self-cancellation is a simple way for ICI  
reduction. Several self-cancellation schemes have been developed such as data-
conversion [6], real constant weighted data-conversion [7], plural weighted data-
conversion [8], data-conjugate [9], weighted- conjugate transformation [10]. 

In this paper we present a theoretical expression for CIR for the proposed scheme 
and its performance is compared with conventional self-cancellation scheme and 
standard OFDM system in terms of carrier-to-interference ratio (CIR) and bit-error 
rate (BER). 

2 OFDM System Description and ICI Analysis 

Fig.1 illustrates the block diagram of the baseband, discrete time FFT-based OFDM 
system. Firstly a stream of input serial bit is converted in to parallel by S/P, each pa-
rallel bit then mapped in to symbols using MPSK modulation, then the symbols are 
modulated by IFFT on N-parallel sub-carriers and transmitted after adding cyclic 
prefix and converted in to serial data. The addition of cyclic prefix is used to cancel 
inter-symbol-interference (ISI). At the receiver side, the cyclic prefix is removed from 
received data after S/P, then perform FFT, de-mapped in to bits and back to serial data 
using P/S. 
 

 

Fig. 1. Block diagram of baseband OFDM System 

In OFDM system the time domain transmitted signal could be expressed as: 
                                                          (  = ∑ ( /                                         (1) 

where ( denotes the  sample of OFDM transmitted signal, (  denotes the 
modulated symbol for the  sub-carrier ( = 0,1, … , 1  and  is the total 
number of sub-carriers. 
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The received signal in time domain is given by: 
 
                                          ( =  ( / + (                                          (2) 

where  denotes the normalized frequency offset and is given by ∆ .  . ∆ is the 
Doppler frequency shift and  is sub-carrier symbol period, (  is additive white 
Gaussian noise (AWGN) introduced in the channel. 

The effect of this frequency offset on the received symbol stream can be under-
stood by considering the received symbol (  on the sub-carrier. 

 
                                 ( =  ( (0 +  ∑ ( ( + (                    (3) 

where (  is the FFT of ( ,the first term in right hand side of eqn.3 is desired 
signal and second term is interference signal. (  are the complex coefficients 
for the ICI components in the received signal. The ICI components are the interfering 
signals transmitted on sub-carrier other than the  sub-carrier. 

The (  can be expressed as: 

                 ( =  (  ( /  exp 1 ( + .                  (4) 

The carrier-to-interference ratio (CIR) is the ratio of the signal power to the power 
in the interference components. It serves as a good indication of signal quality. The 
derivation assumes that the standard transmitted data has zero mean and the symbols 
transmitted on the different sub-carriers are statistically independent. The desired 
signal is transmitted on sub-carrier “0” is considered, then the CIR of standard OFDM 
system is simplified as: 
 

                                CIR = 
| ( |∑ | ( | = | ( |∑  | ( |  .                     (5) 

3 ICI Self-cancellation Scheme 

The difference between ICI coefficient of two consecutive sub-carriers is very small 
[6]. This forms the basis of ICI self-cancellation scheme. Fig. 2 shows the block dia-
gram of typical ICI self-can0cellation scheme. The main idea of this scheme is that 
one data symbol is modulated onto two consecutive sub-carriers with predefined 
weighting coefficients. If the data symbol ‘a’ is modulated onto the first sub-carrier 
then ‘-a’ is modulated onto the second sub-carrier. Hence, the ICI signals generated 
between the two sub-carriers almost gets “self-cancelled”, hence the name self-
cancellation.Assume that transmitted symbols are constrained such that: ( = (  ,   ( + 1 = ( ,    ( = 0,2, … . . 2  
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Fig. 2. Block diagram of ICI self-cancellation system 

Using Eq. 4, this assignment of transmitted symbols allowsthe received signal on 
subcarriers  and + 1 to be written as:                                ( =  ∑ ( ( ( + 1 + (,       (6)                  ( + 1 =  ∑ ( ( 1 ( + , ( + 1     (7) 

For the majority of ( values, the difference between (  and ( + 1
 is very small. Then the ICI signals generated by the sub-carrier  will be cancelled 

out significantly by the ICI generated by sub-carrier + 1. This is called ICI cancel-
ling modulation. 

The ICI can be further reduced by using ICI cancelling demodulation. The de-
modulation is suggested to work in such a way that each signal at the ( + 1  sub-
carrier (now  denotes even number) is multiplied by “-1” and then summed with the 
one at the  sub-carrier. Then the resultant data sequence is used for making symbol 
decision. It can be represented as: 

"( = 12 ( ( + 1      = ( 2 (0 (1 ( 1 + ∑ ( 2 ( ( 1,         ( + 1 + ( ( + 1                                                                  (8) 

According to definition of CIR, the CIR of ICI self-cancellation scheme can be 
represented as: 

CIR= | ( ( ( |∑ | ( ( ( |,                                    (9) 

4 Proposed ICI Self-cancellation Scheme 

We know that the difference between the ICI coefficient S(l-k) and S(l+1-k) is very 
small. So in proposed scheme onedata symbol is modulated onto four sub-carriers, 
that is, the data symbol ‘a’ is modul0ated onto the first and third sub-carriers, ‘-a’  
is modulated onto the second sub-carrier and ‘a / ’ is modulated onto the fourth 
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sub-carrier. It means that the data modulated within ( + 1  sub-carrier is negative 
of the modulated data within  sub-carrier and data modulated within ( + 3  
sub-carrier is rotated phase - /2 of the modulated data within ( + 2  sub-carrier. 
Assume that transmitted symbols in proposed scheme are constrained such that: ( = ( ,  ( + 1 = ( ,  ( + 2 = ( ,   ( + 3 = / (  ,  ( = 0,4,8, … … … , 4  

The received signal on sub-carrier becomes: ( = ∑ ( ( ( + 1 +, , ,.. ( + 2 + / ( + 3                                   + (                                                                             (10) 

The received signal on sub-carrier + 1 becomes: ( + 1 = ∑ ( ( 1 ( + ( + 1 + / ( +, , ,..                                        2 + ( + 1                                                           (11) 

The received signal on sub-carrier + 2 becomes: ( + 2 = ∑ ( ( 2 ( 1 + ( + / ( +, , ,..                                         1 + ( + 2                                                          (12) 

The received signal on sub-carrier + 3 becomes: ( + 3 = ∑ ( ( 3 ( 2 + ( 1 +, , ,..                                         / ( + ( + 3                                             (13) 

This is the ICI cancelling modulation of the proposed scheme. To further reduce 
the ICI, the proposed ICI cancelling demodulation works as follows: 

• Each signal at the sub-carrier ( + 1  is multiplied by “-1” and added to the one at 
the sub-carrier , then the resultant data sequence is represented by: ( = ( ( + 1  = ∑ ( 2 ( 2 ( + 1 + ( + 2 ( 1 +, , ,../ ( + 3 ( + 2 + (                                                (14) 

 
• We rotate the phase (- /2) of the signal on ( + 3  sub-carrier and subtract it from 

the signal on ( + 2  sub-carrier, then the resultant data sequence is given by: ( = ( + 2 / ( + 3  =  ∑ ( 2 ( ( 1 + ( 2 + / ( + 1, , ,..      ( 1 + ( 2 ( 3 + (                                 (15) 

• Then the decision variable can be represented by: 

• ( = ( + (  
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= ∑ ( 4 ( 2 ( + 1 + ( + 2 2 ( 1 +, , ,..     ( 2 + / ( + 1 ( + 2 + ( + 3       ( 3 + ( 2 ( 1 + (  = X(k 4S(0 2S(1 + S(2 2S( 1 + S( 2 + e S(1 S(2 + S(3S( 3 + S( 2 S( 1 + ∑ X(l 4S(l k 2S(l + 1 kN , , ,.. +S(l + 2 k 2S(l k 1 + S(l k 2 + e S(l + 1 k S(l + 2k + S(l + 3 k S(l k 3 + S(l k 2 S(l k 1 +      W (k                                                                                                                                                                              (16)              

The theoretical CIR of proposed scheme can be derived as: 

CIR = 

( ( ( ( (/ ( ( ( ( ( (∑ | ( ( ( ( (/ ( ( (  (, ,.. ( ( |     
                               (17) 

5 Simulation Results 

The proposed scheme is compared with conventional ICI self-cancellation scheme in 
terms of CIR and BER. The simulation parameters for the proposed scheme are 
shown in Table 1. 

Table 1. Simulation Parameters 

Parameter Specification 
FFT size 256 
Sub-carriers 256 
Modulation QPSK 
Frequency offset 0.15, 0.18, 0.2 

OFDM symbols for one loop 5000 

 
From Fig.3, it is clear that proposed scheme provides more than 13-dB CIR im-

provement over standard OFDM system and close to self-cancellation scheme for 
normalized frequency offset 0 < ε < 0.2. 

Fig. 4-6 show the BERcomparison of standard OFDM system, self-cancellation 
and proposed scheme for QPSK with different value of frequency offset. Figs.  
show that even at larger frequency offset the proposed scheme provides better  
BER performance as compared to standard OFDM system and self-cancellation 
scheme. 
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Fig. 3. CIR comparison Fig. 4. BER versus SNR for = 0.15 

 

Fig. 5. BER versus SNR for =0.18 Fig. 6. BER versus SNR for =0.2 

6 Conclusion 

In this paper, a novel ICI self-cancellation is proposed to mitigate the effect of ICI 
caused by frequency offset in OFDM system. The proposed scheme provides signifi-
cant CIR improvement over standard OFDM system that with no ICI Self-
Cancellation scheme, which has been studied theoretically and by simulations. Also 
proposed scheme gives better BER performance as compared to standard OFDM 
system and conventional ICI self-cancellation scheme. Although the bandwidth effi-
ciency of proposed scheme is reduced, due to four sub-carriers is used for transmitted 
data, itcan be solved by using larger signal alphabet size. 

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0

10

20

30

40

50

60

70

Normalized Frequency Offset ε

C
IR

 (
dB

)

 

 

Proposed Scheme

Self-Cancellation

Standard OFDM System

3 4 5 6 7 8 9 10 11 12 13
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

SNR in dB

B
E

R

BER Vs SNR (dB)

 

 

Proposed Scheme

Self-Cancellation

Standard OFDM System

3 4 5 6 7 8 9 10 11 12 13
10

-4

10
-3

10
-2

10
-1

10
0

SNR in dB

B
E

R

BER Vs SNR (dB)

 

 

Proposed Scheme

Self-Cancellation
Standard OFDM System

3 4 5 6 7 8 9 10 11 12 13
10

-3

10
-2

10
-1

10
0

SNR in dB

B
E

R

BER Vs SNR (dB)

 

 

Proposed Scheme

Self-Cancellation

Standard OFDM System



158 R.P. Yadav, R.K. Mishra, and S. Swati 

 

References 

1. Armstrong, J.: Analysis of new and existing methods of reducing intercarrier interference 
due to carrier frequency offset in OFDM. IEEE Transactions on Communications 47(3), 
365–369 (1999) 

2. Moose, P.H.: A technique for orthogonal frequency division multiplexing frequency offset 
correction. IEEE Transactions on Communications 42(10), 2908–2914 (1994) 

3. Jeon, W.G., Chang, K.H., Cho, Y.S.: An Equalization Technique for Orthogonal Frequen-
cy-Division Multiplexing Systems in Time-Variant Multipath Channels. IEEE Transac-
tions on Communication 47(1), 27–32 (1999) 

4. Di, J., Li, C.: Improved Nyquist Windows for Reduction of ICI in OFDM Systems.  
In: IEEE 4th Inter. Symposium on MAPE, pp. 438–441 (2011) 

5. Tan, P., Beaulieu, N.C.: Reduced ICI in OFDM System Using the ‘Better Than’ Raised 
Co-sine Pulse. IEEE CommunicationLetters 8(3) (2004) 

6. Zhao, Y., Haggman, S.G.: Intercarrier Interference Self-Cancellation Scheme for OFDM 
Mobile Communication Systems. IEEE Transactions on Communications 49(7) (2001) 

7. Fu, Y., Ko, C.C.: A new ICI self-cancellation scheme for OFDM systems based on a gen-
er-alized signal mapper. In: Proceedings of the 5th Wireless Personal Multimedia Com-
munications, pp. 995–999 (2002) 

8. Peng, Y.-H.: Performance Analysis of a New ICI-Self- Cancellation Scheme in OFDM 
Sys-tems. IEEE Transactions on Consumer Electronics 53(4), 1333–1338 (2007) 

9. Ryu, H.G., Li, Y., Park, J.S.: An Improved ICI Reduction Method in OFDM Communica-
tion System. IEEE Transaction on Broadcasting 51(3), 395–400 (2005) 

10. Shi, Q., Fang, Y., Wang, M.: A novel ICI self-cancellation scheme for OFDM systems. In: 
IEEE WiCom, pp. 1–4 (2009) 

11. Zhou, H., Huang, Y.-F.: A Maximum Likelihood Fine Timing Estimation for Wireless 
OFDM Systems. IEEE Transactions on Broadcasting 55(1), 31–41 (2009) 

12. Shi, Q.: ICI Mitigation for OFDM Using PEKF. IEEE Signal Processing Letter 17(12), 
981–984 (2010) 

 
 



 

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2,  
Smart Innovation, Systems and Technologies 28,  

159 

DOI: 10.1007/978-3-319-07350-7_18, © Springer International Publishing Switzerland 2014 
 

Ultra High Bit-rate Fiber Optic Hybrid (WDM and 
TDM) Communication System Design and Simulation 

Utpal Das1, P.K. Sahu2, and Bijayananda Patnaik3 

1 Department of Electronics and Telecommunication,  
Silicon Institute of Technology, Bhubaneswar, India 

2 School of Electrical Sciences, Indian Institute of Technology, Bhubaneswar, India 
3 Department of Electronics and Telecommunication,  

International Institute of Information Technology, Bhubaneswar, India 
utpal.das@silicon.ac.in 

Abstract. An ultra-high bit-rate fiber optic hybrid system is proposed in this 
work. The proposed system utilizes the advantages of both wavelength division 
and time division multiplexing techniques. The performance has been 
investigated for various advanced data formats such as carrier-suppressed 
return-to-zero (CSRZ), duo-binary return-to-zero (DRZ) and modified duo-
binary return-to-zero (MDRZ).  MDRZ format is proved to be the best among 
all. The proposed system performance has been investigated at various bit rate 
of 10Gbps, 40Gbps and 100Gbps, for over the selected transmission lengths of 
1650 Km, 400 Km, 100 Km respectively.  

Keywords: Hybrid fiber optic system, WDM, TDM, MDRZ, DRZ, CSRZ. 

1 Introduction 

Bandwidth demanding applications, such as high-definition television (HDTV), 
telemedicine, broadband Internet service, E-commerce, and other activities are major 
source behind the explosive growth of internet.  Therefore, high capacity networks are 
needed in order to satisfy the tremendous growth in bandwidth requirements. Radio-
over-Fiber (RoF) systems with high data rates are used for wireless broadband 
communication applications. The main advantages of RoF is low attenuation, large 
bandwidth, immunity to radio frequency interference, reduced power consumption, 
dynamic resource allocation, multi-operator support and multi-service operation, etc. 
The demand for network bandwidth is largely due to growth in traffic such as video 
on demand, video conferencing, High-Definition Television(HDTV),e-learning, etc., 
[1]. Several promising solutions have been devised over the last decade such as signal 
multiplexing in wavelength, frequency, time and in code has been investigated for 
utilizing the higher band width of optical systems optimally. Amongst many of these 
multiplexing methods time division multiplexing (TDM) and wavelength division 
multiplexing (WDM) are the most promising multiplexing systems in optical 
communication. In Time-division multiplexing(TDM)‘N’ independent information 
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streams each running at a data rate of R b/s are combined into a single information 
streams operating at a higher rate of  N x R b/s and offers  an enormous transmission 
capability. The two key limitations in very high bit rate time division multiplexing 
system involves pulse spreading caused by fiber dispersion and crosstalk in the de-
multiplexer [2]. On the other-hand, wavelength-division multiplexing (WDM) 
supports several non-overlapping wavelengths bands with each wavelength 
supporting a single communication channel operating at different frequencies. This is 
used for long distances communication over a single fiber to serve more number of 
users but the performance is severely limited by the non-linearity i.e. stimulated 
Raman scattering, four wave mixing, cross phase modulation [1], [3-5].So to achieve 
a common goal in terms of high bandwidth capacity of WDM and bandwidth 
efficiency of TDM, there is an effort to design a hybrid network that would have 
positive characteristics of both WDM and TDM [6], [9]. 

Modulation plays a vital role on system performance. Return-to-zero (RZ) and 
non-return-to-zero (NRZ) are the two widely used modulation formats in 
conventional standard fiber transmission network [7]. But NRZ and RZ formats are 
not suitable for long distance hybrid systems (WDM+TDM), as they are highly 
susceptible to nonlinear effects. An alternatives to RZ and NRZ, several advanced 
modulation formats like carrier-suppressed return to-zero(CSRZ), Duo-binary return 
to-zero(DRZ)and Modified duo-binary return to-zero(MDRZ) modulations have been 
used [10]. For longer transmission distance CSRZ format is superior over NRZ and 
RZ with respect to signal degradation due to Kerr nonlinearities and chromatic 
dispersion [1] ,[5].Both DRZ and MDRZ signals suppress all discrete frequency tones 
that appear in the conventional RZ signal spectrum. MDRZ has the least timing jitter 
and amplitude distortion [6]. 

The proposed system is a 4-channels hybrid system designed employing WDM and 
TDM technique, with 200 GHz channel spacing. In this paper CSRZ, DRZ and 
MDRZ modulation formats are analyzed on the basis of Q-value and eye opening 
penalty for different transmission distances. 

2 Transmitters of Modulation Formats 

2.1 Carrier Suppressed Return-to-Zero (CS-RZ) Format 

CSRZ (67% RZ) is a special form of RZ where the carrier is suppressed. The major 
features of CSRZ format is that it reduces the nonlinear impairments in a channel and 
improves the spectral efficiency in high bit rate systems. In CSRZ signal has ‘π’ phase 
shift between adjacent bits. This phase alternation, in the optical domain, produces no 
DC component; thus, there is no carrier component for CSRZ. Phase alternating 
between adjacent bit slots reduces the fundamental frequency components to half of 
the data rate. CSRZ has better tolerance to chromatic dispersion due to its lower 
optical power, allowing for more channels to be multiplexed in the channel. In 
addition, the carrier suppression also minimizes the effect of four wave mixing 
(FWM) in WDM systems [8]. Fig. 1(a) shows the block diagram of the 40Gbps CSRZ 
transmitter. The generation of a CSRZ optical signal requires two MZ modulators as 
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shown in this figure. The first MZ modulator encodes the NRZ data. Then the 
generated NRZ optical signal is modulated by the second MZ modulator that is driven 
by a clock at the half bit-rate (20 GHz). That introduces a π phase shift between any 
two adjacent bits and the spectrum gets modified such that the central peak at the 
carrier frequency is suppressed as shown in Fig. 1(b).  
 
 
 
 

 
 

 

Fig. 1. (a) Block diagram of CSRZ Transmitter 

 

Fig. 1. (b) Frequency Spectrum of 40Gbps CSRZ signal 

2.2 Duo-binary Return to Zero (DRZ) Format 

Optical duo-binary (DRZ) modulation is a scheme to transmit R bits/s using less than 
R/2 Hz of bandwidth. In DRZ signaling, a phase change occurs whenever there is odd 
numbers of 0-bits between two successive 1-bits.The two main advantages of this 
modulation format are increased tolerance to the effects of chromatic dispersion (CD) 
and improved narrowband optical filtering. Fig.2(a) shows the schematic of the 
40Gbps duo-binary transmitter. The duo-binary was generated by first creating an 
NRZ duo-binary signal using a duo-binary pre-coder, NRZ generator and a duo-
binary pulse generator. The generator drives the first MZM, and then cascades this 
modulator with a second modulator that is driven by a sinusoidal electrical signal with 
the frequency of 40GHz, Phase=-900.The duo-binary pre-coder used here is composed 
of an exclusive-or gate with a delayed feedback path. DRZ formats are very attractive, 
because their optical modulation bandwidth can be compressed to the data bit rate B, 
that is, the half-bandwidth of the NRZ format2B [11] as shown in Fig. 2(b). 
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Fig. 2. (a) Block diagram of DRZ Transmitter 

 

 
 

Fig. 2. (b) Frequency Spectrum of 40Gbps DRZ signal 

2.3 Modified Duo-binary RZ (MDRZ) Format 

Modified duo-binary (MDB) modulation format is characterized by phase inversion in 
the pulses triggered by the presence of a logical “one” in the previous bit slot. Duo-
binary spectrum does not have any DC content. MDRZ has opposite phase in adjacent 
“1”s and due to this fact self-phase modulation, cross-phase modulation and intra-
channel four-wave mixing in WDM transmission systems can bereduced. Fig.3 (a) 
shows the schematic of the 40Gbps modified duo-binary transmitter also called 
carrier- suppressed duo-binary format. The generation of MDRZ signal is almost 
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identical to the DRZ signal, except that the delay and add circuit is replaced by a 
delay and subtract circuit. In the modified duo-binary signal the phase is alternated 
between 0 and π for the bits‘1’. The phase of all the ‘‘zero’’ bits are kept constant and 
a1800 phase variation between all the consecutive ‘‘ones’’ is introduced [11]. The 
optical signal spectrum of Fig.3 (b) shows that the   carrier of the duo-binary signal 
has been suppressed. 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. (a) Block diagram of MDRZ Transmitter 

 

 

Fig. 3. (b) Frequency spectrum of 40Gbps MDRZ signal 

3 Simulation 

The proposed system consists of a transmitter, fiber Spools and an optical receiver as 
shown in Fig. 4.Transmitter consists of 4 number of hybrid (WDM+TDM) channels. 
The multiplexed channels are operating at 10Gbps, 40Gbps and 100Gbps respectively 
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with the central frequency of the first channel is 192.8THz. Optical multiplexer 
supports different modulation formats e.g., carrier-suppressed return- to- zero 
(CSRZ), duo-binary return- to- zero (DRZ) and modified duo-binary return- to- zero 
(MDRZ).  Standard single mode fiber (SSMF) is used to achieve long distance 
communication in this setup. The simulation parameters used is given in Table 1 
considering bit rates of 10Gbps,40Gbps and 100Gbps respectively. The transmission 
link is designed suitably, so that the first-order dispersion is compensated exactly (D 
=0), that is [5], 

DCFDCFSMFSMF LDLD =                                                   (1)   

D stands for first-order dispersion and L stands for length of the respective fiber. 
Fiber parameters used in the system model is as given in Table 2, which is 
commercially available and suitable. The EDFA is used for compensating the linear 
loss and the noise figure of which is set to 6dB.Dispersion compensating fiber (DCF) 
of 10 Km is used to the SSMF fiber of 50Km length to compensate for the dispersion 
and the nonlinearities. The model is simulated using symmetrical dispersion 
compensation technique over N spans of SSMF of 50Km each [12]. 

In the receiver the signal is passed through an optical de-multiplexer, detected by 
PIN detector, filtered, applied to power meter and BER analyzer. The Responsivity 
and dark current of PIN diode considered is 1A/W & 10nA respectively and a 4th 
order filter is used. 3R regenerator is used to generate an electrical signal connected 
directly to the BER analyzer which is used to visualize the graphs and results such as 
eye diagram, eye opening, BER, Q value of the setup.  

Table 1. Simulation parameters 

Sequence length 128 
Samples/bit 64 
Channel spacing 200GHz 
Capacity  4-channel X PGbps, 

P=10, 40 and 100 
Distance 50 Km X N spans 

N=2,8,33 
Input Power  3dBm 

 

 

Fig. 4. Schematic of the hybrid (WDM+TDM) setup using symmetric compensation scheme 
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Table 2. Fiber Parameters 

Fiber Atten. 
(dB/km) 

Disp. 
(ps/km-nm) 

Disp. slope 
(ps/km-nm2) 

Effective core 
area(µm2) 

SMF 0.2 17 0.075 70 
DCF 0.5 -85 -0.3 22 

4 Results and Discussion 

The proposed ultra-high bit-rate fiber optic hybrid system performance has been 
analyzed for bit rates of 10Gbps, 40Gbps and 100Gbps respectively using three 
different modulation formats. Fig. 5(a),(b) indicates Q-factor vs different modulation 
formats for a link distance of 1650 Km for bit rate of 4X10Gbps.  In terms of Q value 
the MDRZ and DRZ out-performs the CSRZ formats with zero time delay and half bit 
rate delay. DRZ and MDRZ are less affected by linear crosstalk and inter-channel 
FWM (IFWM) induced timing jitter; as both these formats suppress all discrete 
frequency tones that appear in conventional RZ signal spectrum, whereas Fig.5(c) 
shows the transmission performance of 4X10Gbps hybrid system using three 
modulation formats for varying lengths. The transmission distances exceeding 
1400km the Q value for CSRZ drops below the minimum specified value of 6.8dB 
due to cross talk and IFWM. DRZ format can be used for faithful transmission up to a 
distance of 1600 Km, whereas MDRZ format seems to be most robust against the 
fiber nonlinearities and optical Kerr’s effect thus it can be used over a transmission 
distance up to 1650km. The results are also supported by the eye openings for 
Channel 1 as shown in Fig. 6(a), (b), and (c) for MDRZ, DRZ and CSRZ format 
respectively. The worst eye opening is shown in Fig. 6(c) by CSRZ format for the 
distance of 1650 Km. This is due to inter channel XPM and FWM, which results in 
spectral broadening caused by the phase variation. The best eye opening is shown in 
Fig. 6(a) for MDRZ format as it is more robust against linear crosstalk and IFWM 
effects. We have also investigated the transmission performance of 4X40Gbps and 
4X100Gbps bit rate for all the three modulation formats with frequency range of 
192.8–193.4THz using 200GHz frequency spacing between the adjacent channels. 
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Fig. 5. (a) Q-factor  vs  different modulation formats over the transmission length of 1650 Km    
with zero time delay using bit rate of 4X10Gbps 
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Fig. 5. (b) Q-factor  vs  different modulation formats over the transmission length of 1650 Km 
with half bit-rate delay using bit rate of 4X10Gbps 
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Fig. 5. (c) Q-factor vs Fiber length over 1650 Km for bit rate of 4X10Gbps 

 

Fig. 6. (a) Showing eye opening of MDRZ modulation format after link distance of 1650Km 
for channel 1 
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Fig. 6. (b) Showing eye opening of DRZ modulation format after link distance of 1650Km for 
channel 1 

 

Fig. 6. (c) Showing eye opening of CSRZ modulation format after link distance of 1650Km for 
channel 1 

5 Conclusion 

A 4-channel hybrid system is proposed with bit rates of 10Gbps, 40Gbps and 
100Gbps, for 200 GHz channel spacing. Employing MDRZ modulation format a link 
distance of 1650 km is obtained for the proposed set-up. Superior performance has 
been observed for MDRZ modulation format comparing to other formats as it 
suppresses all the discrete frequency tones. Whereas CSRZ only suppresses the 
optical carrier tone and creates side- band tones spaced at odd multiples of B/2 on 
both sides of carrier frequency. 
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Abstract. Peer-to-Peer based Video-on-Demand (P2P-VoD) applica-
tions are becoming very popular for scalable video distribution in both
academic and commercial environments. Asynchronous arrival of peers
who wish to watch videos from beginning, as well as willing to avail in-
teractive services like jump, rewind, fast-forward etc. in these systems
makes it challenging to design and deploy them. A lot of research has
already been done on the architectural design issues of P2P-VoD sys-
tems. In this paper, we present a survey on approaches which address
some existing design issues like alleviating the server stress due to asyn-
chrony, building efficient P2P-VoD applications with interactive services
and handling peer churn as well as the time-varying nature of network.
In addition to these issues, we also discuss the challenges in deployment
of P2P-based VoD systems with additional user experience features like
on-demand watching of segmented scenes, on-the-fly creation of playlists
etc. over best-effort Internet.

1 Introduction

In recent times, we have seen a significant rise in the number of smart phones,
tablets, smart TVs and high speed Internet connections which provide almost
everything on the consumer’s screen. With the rapid advancement of Internet
technologies, applications are no more limited to browsing and e-mail, and are ex-
tended to real time multimedia streaming. We have seen a rapid surge in demand
for the real time multimedia streaming applications both in entertainment and
academic world. Real time multimedia streaming applications over Internet Pro-
tocol are classified into two forms: live and on-demand. Video conferencing, live
broadcasting of important events are some popular applications of live stream-
ing, whereas VoD is more suitable for some other applications like on-demand
distance learning, and pull-based content distribution such as on-demand watch-
ing of media using Internet Protocol television. It provides the user additional
flexibility in terms of independence of watching time, location and device, and
thus a lot of research has been dedicated in this area. For streaming, three com-
ponents are involved: source of media, network and the client. Source of media
may be centralised or distributed. In a centralised architecture, clients directly
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connect to a single source server. It is successful till the server has enough ca-
pacity to handle the incoming connections. But the situation worsens when the
demand for media increases beyond the server’s capacity. These situations can
take place because of a sudden increase in demand of a particular stream, and
due to creation of such hotspots, the entire system can cease to function. Thus,
the Quality of Service (QoS) like scalability, robustness and fault tolerance suf-
fers in a server-client architecture.

Distributed architectures like Content Delivery Network (CDN), proxy servers
and P2P technologies address the issues of the server-client architecture. Archi-
tecture of CDN and proxy servers is similar: the content delivery nodes in CDN,
and proxy servers in a proxy servers network are arranged at the edges of the
network and the source media server pushes the contents to each of these nodes,
which in turn serve it to their nearby clients. The major difference between these
two architecures is their buffering capacity. Each CDN node carries the full con-
tent of streaming, whereas buffering capacity of proxy servers is less, thus limit-
ing the scalability. Both the architectures are very costly to implement, but the
CDN tends to be costlier of the two, though it provides better QoS metrics like
lower startup delay and interactive service latency etc. P2P architecture utilizes
the upload bandwidth and storage capacity available with the clients in order to
disseminate the contents. It has a better fault tolerance, requires no dedicated
infrastructure, and has a lower deployment cost. Due to these benefits, streaming
using this architecture has attracted significant research in this area. However,
streaming in a distributed environment requires media synchronisation, efficient
handling of peer churn and strict bounds on desired QoS parameters to provide
a good Quality of Experience (QoE). Moreover, while designing P2P-based VoD
systems, asynchronous arrival of each peer as well as provision of interactive
services like forward, rewind, pause, seek etc. makes the design complex. In this
paper, we present a survey on certain existing approaches of addressing some
design issues of P2P-VoD systems such as: reducing server load, provision of
interactive services and handling peer churn as well as the best-effort nature
of network. In addition to interactive services, VoD systems today are aiming
to provide some advanced User Experience (UX) features. There is a multitude
of such UX features that can be provided. In this paper, we discuss some such
features like: on-demand provision of segmented scene of on going video stream,
automatic on-the-fly creation of playlists, video tagging etc. Also, we discuss
some challenges in providing these UX features. The organization of the paper
is as follows: Section 2 presents the survey on designing issues and existing ap-
proaches to solve these issues. Section 3 points out some challenges in designing
the P2P-VoD system with UX features. We conclude the paper in Section 4.

2 P2P-VoD Streaming

All P2P systems consist of various components, which are responsible for differ-
ent functions like content discovery, distribution, delivery and distributed coor-
dination among the peers. However, the overlay structure varies among different
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systems. For building real time streaming applications using a P2P architecture,
[1] discussed two types of overlay structures. These are termed as tree-based and
mesh-based overlays. P2P tree-based streaming is conceptually similar to Ap-
plication Level Multicast (ALM) [2], in which the participating peers hold the
incoming stream in their buffers and the buffered stream is then served to their
child peers. In P2P mesh-based streaming systems, there is no fixed hierarchy
among the peers, and each peer can connect to multiple peers and can share the
data with them.

Since VoD streaming applications provide interactive services like forward,
rewind, fast-forward etc., fast content discovery is essential to maintain accept-
able QoE. For content discovery, it is essential to match the buffer contents of
the supplying peers and the demand of the requesting peer. Since the buffer
contents can change rapidly due to different interactive actions on the stream,
all the dynamic relationships need to be tracked in an efficient way. Due to this
design complexity, designing VoD streaming systems becomes much more chal-
lenging. Some popular P2P-VoD streaming systems which use tree and mesh
overlays are listed in Table 1.

Table 1. P2P-VoD System

System Topology

Joost Mesh
PPLive Mesh

PPStream Mesh
SopCast Mesh
Tvants Mesh
P2Cast Tree
BiToS Mesh

Table 2. Source Search Cost

Approach Search Cost

DHT based O(log N)
Dynamic Skip List O(log N)

Ring Based O(log (T/w))
Instant Leap O(log 1)
Tree-based O(log S)

vEB-tree-based O(log log S)
Overlapping relation O(log N)

The authors of [3],[4] compared tree and mesh based overlays for P2P VoD
streaming. In [3], it is pointed out that mesh overlay has some disadvantages
such as presence of high playback delay, need for developing data scheduling
algorithms for retrieving data from peers, and traffic overhead due to exchange
of messages. On the other hand, [4] proved through experiments that mesh-based
systems appear to be a better choice than tree-based systems, especially for larger
overlays and higher streaming rates. According to them, mesh-based systems
provide a consistently higher application throughput when the number of overlay
nodes or the streaming rates increase, and they perform better under churn
and large flash crowds. Both the topologies have their trade-offs, so different
topologies may be needed to achieve desired functional as well as non-functional
requirements.

In [5], several key design issues are discussed including file segmentation strat-
egy, replication strategy, content discovery and management, piece or chunk
selection policy, transmission strategy and authentication. These are essential
design requirements for building streaming applications with a better QoS. In
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the following sub sections, we present a survey on some other design issues and
their existing solutions:

2.1 Reducing Server Stress due to Asynchronous Arrival

The most important design issue in a VoD system is handling the asynchronous
arrival of peers who wish to watch the video from beginning. This limits the
scalability of the system. This problem can be addressed by deploying the VoD
system using CDN, proxy servers, P2P systems etc. P2P architecture provides
independence from need of dedicated infrastructure and hence has a lower cost.
But, many authors [6–8],[9],[10] believe that this problem cannot be solved by
P2P technology alone, and the combination of CDN or proxy servers can make
the systems more efficient. [6] proposed a “Hybrid Content Distribution Net-
work” which is a combination of CDN and pure P2P network aiming to improve
system scalability as well as downloading time and service capacity. In a similar
manner, several researches have attempted to reduce server workload by propos-
ing systems that utilize both proxy servers and P2P technology. Some notable
examples can be found in [7–10].

Though the combination of these technologies can enhance the performance
of VoD systems, yet we can not ignore the organizations or industries who want
to build their systems using P2P architecture. Many researches [11, 12, 16–19]
discussed some mechanisms through which the scalability problem caused due to
pure P2P architecture can be addressed. [11, 12] have proposed caching mech-
anisms that adjust the buffer space in order to improve scalability. In addition
to these mechanisms, many have worked on stream reuse techniques such as
“batching” [13], “chaining” [14], and “patching” [15]. In batching, the requests
issued for same video within the same interval of time are first enqueued and
the group of requests is served afterwards by a single multicast stream wheras
in chaining, clients who arrive early transmit video streams to the new clients,
forming chains across the network. In patching, extra short streams namely the
patches are added to the active multicast streams so that the late arriving clients
can watch the beginning part of the stream.

However these techniques have their own advantages as well as disadvan-
tages, for example conventional patching requires large client cache space. So
many researches [16],[20] have proposed improvements in these stream reuse
techniques. In [16], conventional patching scheme is improved by introducing a
novel patching scheme called “Client-Assisted Patching”, where patching elim-
inates the service latency caused by batching. In [20], conventional batching is
modified by providing a mechanism called “Distributed Peer-to-Peer Batching”
(DPPB), which disperses the duty of multicast delivery from the central server
to a number of high-end peers, which have a higher storage and bandwidth
capacity than normal peers. In addition to the improvements in stream reuse
techniques, [21] utilizes the combination of batching, chaining and patching to
deliver popular videos with low start up latency while using the smallest number
of server channels.
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Some researches [17–19] have discussed caching strategy and prefetching strat-
egy for reducing the server workload and improving the scalability of VoD system
on P2P network. The authors of [18] have used these strategies to force a peer
to prefetch a segment on joining for caching purpose regardless of whether that
segment is currently demanded by that peer or not. Also, the peer has the op-
tion of replacing the segment that is currently in its cache with the last segment
that it finished streaming. In [19], the caching strategy is discussed and two
fundamental problems are addressed: how a host finds video pieces which are
scattered in the whole system, the part of the video a host should cache and what
existing data should be discarded to make necessary space. The implementation
of caching strategy also necessitates cache update. In [22], a cache replacement
algorithm called “Peer Cache Adaptation” (PECAN) is proposed, where each
peer adjusts its cache capacity adaptively in order to meet the server’s upload
bandwidth constraint.

2.2 Interactive Services in VoD

Implementing interactive services in P2P-VoD streaming systems is a major chal-
lenge, as the interactive actions like fast-forward, jump etc. can strongly increase
the burden on whole system. From the survey, we observed that certain P2P-
VoD systems like VMesh [23], BulletMedia [24], Dynamic Skip List(DSL) [25],
DPn2Pm [26], P2PVR [27], P-Chaining [28], DirectStream [29] and BitTorrent-
based VoD system [30] provide fully interactive VoD services. Many researches
[23–25, 31–35] have discussed different approaches for building an interactive
P2P-VoD system with the goal of minimizing the source searching cost. The au-
thors of [25] have used a dynamic skip list approach to construct an interactive
P2P-VoD system. The proposed system allows the peers to connect sequentially
according to their playback progress at the lower layer of the skip list. Also, a
peer is allowed to randomly connect to a few non-adjacent peers in the upper lay-
ers. In [31], an AVL tree is adopted for building an interactive VoD system that
can achieve a search efficiency sublinear to the number of peers. Moreover, the
authors of [32] have adopted the “vEB(van Emde Boas) tree-based architecture”
in order to reduce the source search cost.

In [33], the authors have utilized a ring-assisted overlay management scheme,
where each peer maintains a set of concentric rings with different radii and
places neighbors on the rings based on how similar their cached contents are.
The authors of [34] have given a method named “InstantLeap”, where peers
are grouped according to their playback locality, so that each peer strategically
connects to a number of peers with similar playback progress, as well as to some
other peers watching different parts of the video. The authors of [35] have utilized
content based overlay named “Overlapping Relation Network” (ORN), where the
overlapping relationships between buffer fragments of peers are used to build the
interconnections among the peers in order to enhance the discoverability. The
authors of [23, 24] have utilized a Distributed Hash Table (DHT) in order to
discover supplier peer. Table 2 gives a comparison among various approaches
for building interactive P2P-VoD systems, based on the source search cost. The
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symbols N, T, w and S in Table 2 denote the number of nodes, video size, buffer
size and number of segments respectively.

In addition to source searching in interactive P2P-VoD systems, reducing the
response time due to interactive functions is also necessary. The authors of [36]
have addressed this issue by a scheme named “Interleaved Video Frame Distri-
bution” (IVFD). In this scheme, video stream data is divided into M interleaved
groups, which can be stored in M parent peer groups, and each child peer then
selects one parent peer from each group. Since the client is connected to M par-
ent peers in order to obtain the intermittent video data, no parent peer reseeking
process is necessary and thus the response time is reduced.

2.3 Dynamicity of Peers and Best-Effort Internet

Deploying P2P-VoD systems over a best-effort packet switched network like the
Internet is challenging as these networks were originally designed for data traffic
and are more suitable for applications such as e-mail, file transfer, web surfing
etc. In addition to these challenges, peer churn needs to be handled in VoD
applications. Many researches [37–39] have addressed these challenges by us-
ing network coding techniques such as Scalable Video Coding(SVC), Multiple
Description Coding(MDC) etc. SVC provides post-encoding adaptation of the
transmitted bit stream, whereas MDC is based on redundant coding approach
and is mainly applied over the error-prone networks [38]. In MDC, the source
streams are independently encoded with multiple descriptions, which are then
sent over multiple paths to the receiver and the receiver then independently
decodes and plays them.

To handle the time varying nature of the network and the peers,the authors
of [37] have used SVC to maximize the overall playback quality. The authors of
[37] have discussed that SVC supports layered description of streams, and they
utilize this property by encoding the video stream into base layer and several
enhancement layers, which progressively improve the reconstructed video quality.
With the help of these layered streams, a new peer can successfully initialize
video playback by starting to play the base layer, thus reducing the start-up delay
of playback. Also, the occurrences of “frame freezing” due to temporal network
congestion or insufficient peer bandwidths can be minimized by dynamically
adding or dropping layers.

While streaming, the transmission of a bit stream depends on the capacity
of three main components i.e. sender, network and receiver; and the bit rate
depends on weakest among the three. Due to best-effort nature of Internet, it
is important to generate unbalanced descriptions of different resolution of the
same stream, where the low-resolution description can be used to improve the
playback quality of the high-resolution description. [38] achieved unbalanced
descriptions by a multiple description scalable video coder, where the coder
provides a clustering algorithm that can solve the redundancy-rate allocation
optimization problem. While generating multiple descriptions of a stream, the
authors of [40] pointed out that some key points must be remembered: increasing
the multiple description coding substreams reduces the frame loss rate, increasing
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the group of picture’s length increases the frame loss rate, increasing the good
state transition probabilities and decreasing the bad state transition probabilities
results in lower frame loss rate.

In addition to the above issues addressed by network coding techniques, the
authors of [39] also used these techniques to resolve the throughput maximization
problem of P2P-VoD systems. The authors described that the random selection
of the encoding coefficients in an appropriate field can eliminate the redundant
packets with very high probability and therefore a peer with a higher throughput
can reconstruct the video at a higher quality. The authors of [41] have proposed
‘Coded VoD’, which also uses network coding techniques with the aim of miti-
gating the asymmetric interests among peers in the P2P-VoD systems.

To resolve the bursty packet loss problem caused by departure of peers, the
authors of [42, 43] have adopted an error protection technique known as “For-
ward Error Correction” (FEC). In [42], multisource structure and a distributed
FEC scheme is combined in such a manner that each peer connects to multi-
ple parents according to the prespecified FEC packets. However, the authors of
[43] believe that FEC scheme is not beneficial for best-effort Internet as suc-
cessive lost packets decrease the recovery performance of FEC protection. They
addressed this problem by dispersing continuous lost packets to different FEC
blocks by using Concurrent Multipath Transmission (CMT), combining FEC
with path interleaving. Moreover, the authors of [44] have discussed that the error
protection schemes overburden the network resources. They adopted an error re-
covery mechanism known as “Automatic-Repeat-Request” (ARQ) and proposed
a meta-heuristic combinatorial optimization technique called “Ant Colony Op-
timization” (ACO) for solving the packet loss problem. Recently, the authors of
[45] have proposed a XOR-based frame loss protection scheme to mitigate the
effects of peer churn and network packet loss.

It has been observed from the survey that many existing mesh-based P2P-VoD
system use network coding techniques. Some examples are rstream [46] which
uses fountain code technique [47], and the systems proposed in [48, 49]. Recently,
the authors of [50] have presented a scalable video streaming system based on
end-system multicast, where the scalable network coding technique with push-
based content distribution is extended to perform prioritized streaming with
error and congestion control.

3 Challenges

Although P2P architecture has some distinct advantages, designing applications
using this architecture presents significant legal, commercial and technical chal-
lenges, such as: membership control, protecting data stored in the system or
downloaded by peer, incentives and managing the systems. A detailed descrip-
tion of these challenges can be found in [51]. The authors of [5] have discussed
some key challenges encountered by P2P streaming systems like enhancing QoS
including smoothness of display, lowering the frequency of visual distortions
and start-up delay, handling dynamicity of peers and network, and developing
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security mechanisms to authenticate content in order to make the system resis-
tant to pollution attacks.

User Experience(UX) has been defined in a multitude of ways in different
researches and by different organisations. The ISO 9241-210 standard [52] de-
fines UX as “A person’s perceptions and responses that result from the use or
anticipated use of a produce, system or service”. In recent times, there has been
a growing demand for some advanced UX features in addition to the basic VoD
features present in the streaming systems. Providing advanced UX features in
the P2P VoD systems presents some additional challenges. In section 2, we have
seen that a lot of research has been done on the design issues of P2P-VoD stream-
ing systems. In this section, we discuss some challenges that P2P-VoD systems
may face while attempting to provide some enhanced UX features.

– In addition to interactive services like jump, rewind, seek to certain point
etc., some users may also wish to watch categorized segments of a video
on a click. Semantic classification of scenes can be done on the basis of
different parameters. Scenes of movies can be categorized according to the
type of scenes (emotional, fight scenes etc.), topic wise classification can
be done for lectures and news videos etc. Many researches [53–55] discuss
that this can be accomplished by a combination of video segmentation and
network coding. Segmenting of files itself is one of the most important design
issues in P2P streaming systems, and many researches [5, 56] have discussed
segmentation strategies from scheduling point of view, overhead point of view
etc. But, when we develop semantic based P2P-VoD sytems with enhanced
UX features, then semantic segmentation of scenes for different kinds of
videos, building semantic overlay, hashing and indexing of semantic meta-
data become major challenges. Further, video tagging is another feature that
can be provided to the users. Implementing video tagging feature in P2P-
VoD systems is open research issue.

– When designing P2P-VoD systems with enhanced UX features, a high degree
of scalability needs to be ensured. If this is not done, problems may arise
when most of the demanded scenes are not shared by the peers, and each
peer tries to gain access to the demanded scene from the source server.

– When developing P2P-VoD sytems with the provision of downloading as well
as streaming, certain other features can be added to improve the UX. For
example, the capability of creating playlists on-the-fly can be added to the
system. Now, when a user wishes to watch the scenes of a particular type
of all shared movies, the user chooses the preferred subject and the playlist
can be generated accordingly. Providing such UX features is a challenge for
P2P-VoD systems.

– In order to handle different devices, it is necessary to develop systems which
can serve users with different resource capabilities. Due to heterogeneity in
the resources available with the peers, there is a need to develop streaming
systems which use context-aware mechanisms, so that each individual user
gets content according to his device profile. Suppose, the user wishes to access
certain content, but the device in his possession is incapable of displaying
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videos, then the system should adapt to the capabilities of the device and
the user should receive the audio content only.

– Many researches [57–60] have discussed that exploiting social, community
based or interest based networks can enhance the UX and performance of
P2P-VoD systems. The authors of [57] have discussed that using communities
in video streaming can maximize the users’ download speed for streaming. In
[58], ‘SocialTube’ is proposed, which is a peer-assisted video sharing system
that explores social relationships, interest similarities etc. between the peers
in order to improve the quality of UX and the scalability of system.
Another important issue in a P2P system is the presence of free riders.
In [59],[60], the authors have discussed that useful incentive mechanisms
can be developed by exploiting social networks in P2P Video distribution.
Although deploying P2P-VoD systems using social, community based and
interest based networks appears to have certain distinct advantages, such
deployments may encounter certain legal and commercial challenges.

4 Conclusion

In this paper, we presented a survey on existing approaches of addressing some
design issues of P2P-VoD systems like the server stress due to asynchronous
arrival of peers, provision of interactive services, handling peer churn and the
best-effort nature of network. This survey provides a general taxonomy for fur-
ther research in P2P-VoD systems. P2P-VoD with enhanced UX features has
emerged as a new challenge for the researchers and P2P technology. We also
discussed some challenges that P2P-VoD streaming system may face when pro-
viding some advanced UX features. The challenges we discussed are: semantic
segmentation of scenes, building semantic overlay and semantic meta-data in-
dexing, on-the-fly creation of playlists, context-awareness of P2P-VoD systems
and the scalability problem. In addition to these discussions, we also presented
the challenges in utilizing social, community-based or interest-based networks in
the P2P-VoD systems.
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Abstract. In Robust software-based router, the ultimate work is to implement a 
PC, which acts like a router. Although much work has done on software based 
router most has focused on satisfying specific requirements. Our work focuses 
towards the extension of software based router with routing algorithms to satis-
fy the QOS-based routing issues and requirements, and satisfy system parame-
ters. The main assumption behind this work is to end up by incorporating  
intelligent based routers that can decouple application QOS needs, which can 
adopt itself to wide range of application requirements. End to end predictability 
comes from having the necessary intelligence in each place. Too much intelli-
gence has historically been a problem. The issues of fairness are also considered 
in the evaluation of routing algorithms. Software based router is that the  router 
needs to provide predictable treatment of packets ,queue delay and drop charac-
teristics, assure certain rates, loss characteristics, or delay bounds to identified 
classes of traffic. Three admission control algorithms are proposed for provid-
ing strong end–to–end guarantees and a good candidate for a QoS routing 
scheme, where delay, bandwidth and jitter constraints need to be respected. 

Keywords: Robust Software based Router, QoS (Quality of Service). 

1 Introduction 

Robust Software–based routers have always played a role in the Internet. Although, 
there has recently been a significant focus on hardware support for routing packets at 
ever increasing line speeds, software– based routers continue to be important due to 
the ease with which they can be programmed to support new functionality. Pressure to 
extend the set of functions that router support is happening in several different areas:  

• Routers at the edge of Internet are programmed to filter packets, translate ad-
dresses, make level routing decisions, and translate between different QOS res-
ervations, run proxy code, and support extensible control functions. 

• The peculiarity stuck between routers and servers is blurring as routers that sit 
in front of clusters run application specific code to determine how to dispatch 
packets to the appropriate node. 

• We now turn our attention to the performance of our router, when forwarding 
only best effort packets. We show the system is robust, in that it achieves good 
best effort forwarding rates. 
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We can define a robust software based router as a general-purpose computer that ex-
ecutes a computer program capable of forwarding IP data grams. 

2 Architecture of Robust Software Based Router 

This section describes our software and hardware architectures. In the case of the 
software architecture, our starting point is a communication-oriented OS that runs on 
a Pentium with non-programmable NICs [12], [19]. This section gives a high-level 
overview of the innovative Pentium-based organism, afterward sections spotlight on 
those aspects of the architecture that are relevant to a multi-level processor hierarchy. 

2.1 Software 

A classifier (C) first reads packets from an input port, and based on certain fields in 
the packet header, selects a forwarder (F) to process the packet. Each forwarder then 
gets packets from its input queue, applies some function to the packet, and sends the 
modified packet to its production line. All transformations of packets in the router 
occur in forwarders. Finally, an output scheduler (S) selects one of its non-empty 
output queues, and transmits the associated packet to the harvest docks. The scheduler 
performs no dispensation on the sachet. 

This architecture has two main attributes. First, it provides explicit support for add-
ing new services to the router. Although the router boots with two default forwarders 
(one that implements a minimal IP forwarding fast path and one that implements the 
full IP protocol, including options), additional forwarders can be installed at runtime 
(e.g., TCP proxies, specialized overlays, and support for virtual LANs). A new-
fangled forwarder is installed by specifying a multiplexing answer that the classifier is 
to match and binding that key to the forwarder and some output port. Just to re-
emphasize the point, the core architecture supports a generic forwarding infrastruc-
ture; even basic IP functionality is treated as an extension. Second, the architecture 
does not specify where in the processor hierarchy each forwarder is implemented on 
the Pentium. Note that the architecture does not distinguish between forwarders that 
implement traditional control protocols and forwarders that would normally be consi-
dered on the data plane, although it is likely that the former would be mapped to high-
er levels of the processor hierarchy and the latter to lower levels of the hierarchy. 

 

Fig. 1. Classifying, forwarding and scheduling packets 
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2.2 Hardware 

The Linux operating system does not require its hardware to be of the latest type and 
can run on minimal requirements such as a 256MB hard disk with 4MB RAM with an 
8MHZ processor, though it is always wise to go by the motto “the latest the best’. Our 
hardware development consisted of a Celeron processor clocking 850 MHZ with a 
bus speed of 133MHZ.The hard disk was a Seagate 40GB with an IDE interface with 
a 128 MB RAM. The other interfaces were a standard keyboard with a PS/2 mouse. 
The system was connected to a star wired Ethernet network by means of coaxial 
cables. Adequate network cards were inserted into the systems based upon their func-
tionalities. 

2.3 Existing System 

Recent efforts to add new services to the Internet have increased interest in software-
based routers that are easy to extend and evolve. The experience of using network 
processors in scrupulous motivates to realize the Intel IXP1200 as a router. We dem-
onstrate its potential to coalesce an IXP1200 development board and a PC to build an 
inexpensive router that forwards minimum sized packets. 

The existing system on a software-based router uses the IXP1200 network proces-
sor. The router implements both the data plane that forwards packets and the control 
plane where signaling protocols like RSVP, OSPF, and LDP run. On a pure PC-based 
router, both the data and control planes are implemented on the control processor. 
With the IXP1200, it is largely possible to separate the two, with the data plane run-
ning on the network processor and the control plane running on the Pentium.  

One distinction between the data and control planes is that the former must process 
packets at stripe velocity, whilst the concluding is anticipated to obtain far fewer 
packets (e.g., whenever routes change or new connections are time-honored). The 
prerequisite that the statistics flat runs at line speed is based on the need to receive 
and classify packets as fast as they disembark, so as to steer clear of the leeway of 
precedence inversion; i.e., not mortal gifted to obtain imperative packets due to a high 
arrival rate of less important packets. The expectation that the control plane sees sig-
nificantly fewer packets is only an assumption. It is possible to attack a router by 
sending it a heavier load of control packets than it is engineered to accept. 

A second distinction between the data and control planes is how much processing 
each packet requires. At one extreme, the data plane does minimal processing (e.g., IP 
validates the header, decrements the TTL, recomputed the checksum, and selects the 
appropriate productivity docks). At the further tremendous, the organize plane fre-
quently runs compute-intensive programs, such as the shortest-path algorithm to  
compute a new routing table. However, these are just two ends of a gamut. In amid, 
unusual packet flows necessitate irreconcilable amounts of dispensation, such as eva-
luating firewall regulations, parishioners’ sachet statistics, processing IP options, and 
running proxy code. Note that this processing can happen in the data plane, in the 
sense that it is applied to every packet in a particular flow. The existing systems are 
an interconnected system, a network where each system has different IP address. 
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2.4 Disadvantages of Existing System 

The decision making process in case of the existing system takes lot of time and 
moreover the interaction between the user interface (GUI to the shell) and the kernel 
in turn increases communication over head. The network administrator manually en-
ters the entries of the routing table. Algorithms that are use static routes are simple to 
design & work well environments where networks design is relatively simple. 

The routing table entries are not changed unless the network administrator alters. It 
cannot react for network changes. In case a router is not functional, the delivery of the 
message is disrupted resulting in an abnormal termination. The program will not 
check multiple parts for a particular destination machine. More apply put, it is not 
suitable for today is large constantly changing networks. 

Using and FTP has its own problems. Hence, to communicate and transfer data be-
tween different networks we need a new system that can efficiently communicate 
between different systems or even different networks .the path through which data is 
send to must be rightly selected for faster communication and less or no loss of data. 
While designing new system, all these must be taken care of. 

3 Proposed System 

The proposed design model of software based router must be able to overcome the 
shortcomings of the existing system and this project attempts to do the same. 

In the proposed model if there is blocked path, the program attempts to find a path 
and tries to connect to the destination machine. This system communicates with sys-
tems in the same networks and if both are not in same network, the help of a gateway 
is sought and the delivery of the message is ensured. The gateway’s design is most 
important and should be capable of sustaining and accepting client. 

The new system must be highly efficient and scalable. Great care is taken in its de-
sign aspects and it’s functioning. Dynamic routing automatically refreshes the routing 
table either based on the number of entries or the time duration, depending on the 
user’s preference. Unnecessary connections are avoided and the routing takes place 
on the basis of the Shortest Path First (OSPF) routing algorithm with the appropriate 
metrics. 

Software based routing is a project, which comprises of many interrelated func-
tions. For the development of the system a thorough knowledge of TCP/IP, Socket 
programming, Routing etc is necessary. As this project is to run on the Linux operat-
ing system familiarity with Linux is vital.  

3.1 Functional Requirements 

The functional requirements involve the need for possessing adequate hardware and 
software support for the proper execution of the project .As the project is written upon 
the Linux Platforms, there are no contingencies upon the hardware environment. The 
software’s and the operating system properly patched and upgraded are to be used to 
avoid any problems relating to the underlying supporting capabilities. 
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4 Detailed Study 

Software-based routers have always played a role in the Internet , but they are becom-
ing increasingly important as the set of services routers are expected to support—e.g., 
firewalls, intrusion detection, proxies, level-n switching, packet tagging, overlay net-
works—continues to grow. Although software-based routers have historically been 
built from PC-class machines with conventional network interface cards (NICs) the 
emergence of network processors makes it possible to significantly improve the per-
formance of software-based routers at a modest increase in cost.  

This paper describes the design and implementation of a software-based router that 
uses the IXP1200 network processor. The router implements both the data plane that 
forwards packets, and the control plane where signaling protocols like RSVP, OSPF, 
and LDP run. On a pure PC-based router, both the data and control planes are imple-
mented on the control processor. However, is a jiffy more intricate, and is the focus of 
this paper. 

One distinction between the data and control planes is that the former must process 
packets at procession momentum, whereas the concluding is probable to take delivery 
of far smaller amount packets (e.g., whenever routes change or new connections are 
customary). The prerequisite that the facts plane runs at procession tempo is based on 
the need to receive and classify packets as fast as they disembark, consequently the 
same as to shun the likelihood of precedence inversion; i.e., not being competent to 
obtain significant packets owing to a high arrival rate of less important packets. The 
expectation that the control plane sees significantly fewer packets is only an assump-
tion. It is possible to attack a router by sending it a heavier load of control packets 
than it is engineered to accept. 

A second distinction between the data and control planes is how much processing 
each packet requires. At one extreme, the data plane does minimal processing (e.g., IP 
validates the header, decrements the TTL, recomputed the checksum, and selects the 
fitting yield port). At the supplementary tremendous, the run plane habitually runs 
calculate-intensive programs, such as the shortest-path algorithm to compute a new 
routing table. However, these are just two ends of a gamut. In stuck between, dissimi-
lar packet flows entail diverse amounts of dispensation, such as evaluating firewall 
rules, congregation packet statistics, handing out IP options, and running proxy code. 
Note that this processing can happen in the data plane, in the sense that it is applied to 
every packet in a particular flow. 

Taking packet arrival rates and per-packet processing expenses hooked on descrip-
tion the key is deciding where on the router every giving out stride be supposed to 
jog. Our come within reach of is to extravagance the router as a processor pecking 
order, where packets follow switching paths that traverse different levels of the hie-
rarchy. Fig. 1 shows the three-level hierarchy corresponding to our prototype hard-
ware. The three goals of approaches; 

• Performance: The router should be able to forward packets at the highest rate the 
hardware is able to support. The challenge is to manage the parallel hardware contexts 
in a way that fully utilizes the available memory bandwidth. This is difficult for two 
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reasons. First, we must assign work to each context so as to effectively exploit the 
system’s parallelism. Second, we must avoid allowing synchronization among the 
hardware contexts to become the limiting factor. 

• Extensibility: It should be easy for a trusted entity to inject new functionality into 
the router, including both new control protocols and code that processes each packet 
forwarded through the information flat surface. The brazen out in underneath extensi-
bility is crucial the boundary by which the control program interacts with the code 
running in the data plane.  

• Robustness: The router should continue to behave correctly regardless of the 
offered workload or the extensions it runs. The challenge is to simultaneously support 
our performance and extensibility goals, or said another way; the system must ensure 
that the performance of the various components is isolated from each other.  

5 Software Based Router Routing Methods 

The routing problem has been investigated extensively for both circuit-switched and 
packet-switched networks. The goals for routing include maximizing the load ac-
cepted by the network while providing satisfactory QoS to channels and treating all 
call requests equally (i.e., being fair). These goals can be incongruous, so the explore 
for finest algorithms is in detail rather indefinable. In totaling, there are numerous 
accomplishment factors which can drastically set hurdles this explore. For occurrence, 
a hierarchical steering system may be needed for networks and internetworks with 
large numbers of hosts. Routing methods can be static or dynamic. Static methods are 
extremely simple to implement, but are unable to react to changing network traffic 
patterns, This can easily lead to unnecessary and very localized congestion. Dynamic 
methods attempt to balance the load across the network and thus accept more traffic 
with less delay variation across paths. Dynamic routers often optimize some metric 
(such as expected delay) subject to certain constraints on the selection of associations. 
Vibrant methods are further composite than stagnant methods, and are moreover area 
under discussion to tribulations of vacillation. For details, see any of the surveys cited 
above. Most dynamic algorithms are based upon the concept of a shortest path. These 
are usually computed by Djikstra's algorithm or the Bellman-Ford algorithm. Consi-
derably different routing goals can be accomplished by suitably defining the length of 
a link, while the algorithm executed remains exactly the same. We implemented a 
wide variety of routing algorithms to determine what effect routing has on call accep-
tance. These algorithms can be roughly classified into three groups: 

• Conventional Algorithms: designed for packet-switched networks. 
• Sequential Algorithms: utilized in circuit-switched networks.  
• Real-time Algorithms: guarantees the quality-of-service of multimedia interchange. 
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6 System Flow Diagrams 

 

Fig. 2. The client and server are in same network 

 

Fig. 3. The client and server are in different networks 

 

Fig. 4. Format of the payload packet 

 

Fig. 5. Format of the acknowledgement packet 

7 Conclusion 

7.1 Functional Requirements 

The dynamic routing project had been modularized based on the functions carried out 
by the individual processes. How the TCP/IP model fits into the modules design is 
illustrated below with the client module as an example. 

 

Fig. 6. Client designs 
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The above design shows how exactly the client functions .The lowest level deals 
with the flow of data in terms of raw bytes where analog signal flow between the end-
to-end systems. 

The Internet layer is associated with the location of the target system .the socket li-
brary provides an abstraction of the lower level interfaces. The socket () call accepts 
the IP address of the destination and locating the path to this is taken care by this 
layer. 

The transport layer uses TCP to provide an end-to- end connectivity between the 
stations after a path has been located by the IP. In our project, UDP is used in sending 
out broadcast requests and receiving responses from the nearby stations. The connec-
tion to the gateway uses the TCP to ensure reliable transmission. 
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Abstract. Rapid technological advancements are leading to a continuous reduc-
tion of integrated chip sizes. An additional steady increase in the chip density is 
resulting in device performance improvements as well as severely complicating 
the fabrication process. The interconnection of all the components on a chip, 
known as routing, is done in two phases: global routing and detail routing. 
These phases impact chip performance significantly and hence researched ex-
tensively today. This paper deals with the global routing phase which is essen-
tially a case of finding a Minimal Rectilinear Steiner Tree (MRST) by joining 
all the terminal nodes, known to be an NP-hard problem. There are several  
algorithms which return near optimal results. Recently algorithms based on 
Evolutionary Algorithms (such as Genetic Algorithm) and based on Swarm In-
telligence (such as PSO, ACO, ABC, etc.) are being increasingly used in the 
domain of global routing optimization of VLSI Design. Swarm based algo-
rithms are an emerging area in the field of optimization and this paper presents 
a swarm intelligence algorithm, Artificial Bee Colony(ABC) for solving the 
routing optimization problem. The proposed algorithm shows noteworthy im-
provements in reduction of the total interconnect length. The performance of 
this algorithm has been compared with FLUTE (Fast Look Up Table Estima-
tion) that uses Look Up Table to handle nets with degree up to 9 and net break-
ing technique for nets with degree up to 100. It is used for VLSI applications in 
which most of the nets have a degree 30 or less than that. 

Keywords: MRST, FLUTE, Swarm Intelligence, Global Routing, ABC. 

1 Introduction 

With the increase in the number of transistors in any electronic circuit, the length of 
the interconnecting wires is also increasing. These interconnects have a fixed area 
thus, making it very difficult to reduce their capacitive and resistive effects by reduc-
ing their area. These effects play a significant role in determining the overall chip 
delay. The only parameter that can be controlled is the interconnect length. So for 
efficient chip fabrication we need an optimum interconnect routing strategy to achieve 
the minimum possible interconnect length. Thus, there is an essential indigence for 
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efficient routing algorithms in VLSI physical design. Some optimization techniques 
based on swarm intelligence are PSO (particle swarm optimization) [1], ACO (ant 
colony optimization) [2], ABC (artificial bee colony algorithm) [3], FA (firefly algo-
rithm) [4], etc. PSO and ACO have been a topic of research for more than a decade. 
On the other hand, ABC and FA are one of the most recently introduced swarm-based 
algorithms. ABC was developed by Karaboga, inspired by the intelligent foraging 
behaviour of honey bees. In our work, we propose a global routing algorithm based on 
ABC and compare the results against FLUTE [5].The paper is organized as follows: 
Section 2 introduces the basic theories related to routing in VLSI circuits, FLUTE, 
swarm intelligence and the ABC algorithm. Section 3 illustrates the problem and how 
the algorithm has been applied to solve the same with the help of its pseudo-code. 
Section 4 presents the experimental setup and the relevant parameters and Section 5 
presents the experimental results with required discussions. The paper concludes 
within Section 6. 

2 Background 

2.1 Routing in VLSI Systems 

Routing in integrated circuits (ICs) is done after the placement phase, which deter-
mines the location of each active element or component of an IC. The primary task of 
the router is to create geometries such that all terminals assigned to the same net are 
connected, no terminals assigned to different nets are connected and all design rules 
are obeyed. The first step in routing is to determine an approximate course for each 
net, known as global routing. Quality of global routing influences the timing, power 
and density of the chip and thus global routing is a very crucial stage of design cycle. 
In global routing, connections are completed between proper blocks or nodes of cir-
cuit disregarding the exact geometrical details of each wire. When rectangular cells 
are placed on the layout floor normally two kinds of routing areas are considered. 
Channel rectangular regions limit their interconnection terminals to one pair of paral-
lel sides. Switch boxes are generalization of channels and allow terminals on all four 
sides of the region. For each wire the global router finds a list of channels and switch 
boxes which are to be used as a passageway for that wire. So the global router speci-
fies loose route for each net in routing space. It finds a minimum cost steiner tree 
connecting the marked vertices. 

2.2 FLUTE 

Modern large scale integrated circuits have a great demand for fast and accurate glob-
al routing algorithms. FLUTE is a very fast and precise minimal rectilinear steiner 
tree algorithm. FLUTE enables global routers to use very good topology to start with 
and greatly improves the global solution. FLUTE generally partitions the set of all 
degree n nets into n! categories according to their relative positions of pins. An  
optimal MRST can always be broken down into a set of horizontal edges hi and  
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vertical edges vi. Each linear combination of horizontal and vertical edges can be 
expressed as a vector of coefficients (WV). From these WVs a number of potentially 
optimal wire length vectors (POWVs) are computed and stored in a look-up table to 
give a fast estimation of minimal wire length. Here two POWVs, ((1, 2, 1, 1, 1, 1) and 
(1, 2, 1, 1, 1, 1)) are shown in Fig. 2, for a 4-pin net which is represented in Fig. 1. 
From the look up table the wire length can be calculated considering the real distance 
between adjacent Hanan grid lines. For high-degree nets, the table size becomes im-
practically large. So a net-braking technique is used to divide the nets into sub-nets 
recursively to find an approximate minimal wire length. The runtime complexity of 
FLUTE for a degree n net with a fixed accuracy is O (nlogn). 

 

Fig. 1. Grid graph representation 

 

Fig. 2. Wire length vectors: (a) POWV = h1+2h2+h3+v1+v2+v3 and (b) h1+2h2+h3+2v1+v2+v3 

2.3 Swarm Intelligence 

Swarm intelligence is a nature-inspired algorithm that is incited by fishes, birds and 
insects like ants, termites and bees executing collective behaviour. The individual 
agents of a swarm act without any supervision and each of them has a stochastic be-
haviour having a perception in the neighbourhood. The intelligence of swarm lies in 
the network of social interactions between the agents themselves and between the 
agents and their environment. The agents of a swarm can solve problems like finding 
food, dividing labour among nest mates, etc. that have imperative similitudes in many 
real-world engineering areas. The swarm agents follow some principles [6]: 

• The proximity principle: A swarm should be able to do simple space and time 
computations. 

• The quality principle: A swarm should respond to quality factors of the environ-
ment like quality of foodstuffs, safety of location. 



192 P. Bhattacharya, A. Khan, and S.K. Sarkar 

 

• The principle of stability: A swarm should not change its mode of behaviour for 
every fluctuation of the environment. 

• The principle of adaptability: A swarm must change its conduct when the invest-
ment in energy is worth the computational price. 

2.4 Artificial Bee Colony Algorithm (ABC) 

Inspired by the foraging behaviour of honey bees this algorithm was first introduced 
by Karaboga. The population of honey bees is divided in three parts: Employed bee, 
Onlooker bee, Scout bee. Employed bees find new food sources and share their in-
formation with other bees in the hive. Onlooker bees select a food source based on a 
probability and do local search at these sources. If a food source is exhausted then that 
corresponding honey bee becomes scout bee and finds a new solution in the neigh-
bourhood. Considering this intelligent scrounging behaviour of honey bees any opti-
mization problem can be modelled as minimal honey bee foraging model. The  
environment can be represented by the search space and each point in the search space 
corresponds to a promising food source (a possible solution). The number of em-
ployed bees corresponds to the number of food sources. Initially the solutions are 
generated by the following equation: 

 , =  , + (0,1 ,  ,  (1) 

Here xn,m is the solution found by the nth (n = 1, 2, 3, …, S) employed bee in mth di-
mension, xm,max and xm,min are maximum and minimum values for the corresponding 
dimension. The food quality is judged by the fitness value that can be obtained from 
the optimization function, putting the corresponding position of the food source. The 
employed bees exploit a food source, i.e. search for new solutions in the neighbour-
hood using the following equation: 

 , =  , +  , ,  ,  (2) 

In the above equation ,  is any random value in the range [0,1]. If the quality of 
a new solution is improved compared to the previous one, it is further retained else it 
is rejected. Based on the knowledge of food sources gained from employed bees and 
considering their quality, onlooker bees decide whether or not to exploit them. This 
can be formulated as an equation given below: 

 =  ∑  (3) 

In the above equation ,fitn is the fitness of the nth food source. Good food sources will 
catch the attention of more onlooker bees. Once an onlooker bee has chosen a food 
source it tries to find a better position in its neighbourhood by using a local search 
strategy. If the quality of a new position found by the onlooker bee is found to be 
better than the quality of the position originally communicated by the corresponding 
employed bee, the employed bee will change its position and consider the new food 
source. Otherwise, the employed bee continues with its current food source. If the 
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solution of an employed bee does not improve after a certain number of steps the 
employed bee abandons that food source and becomes a scout bee looking for a new 
solution using Eq. 1.  

Optimization algorithms are merited on basis of their exploration and exploitation 
ability. ABC is good at exploration but poor at exploitation [7]. To improve the ex-
ploitation two steps can be introduced in the algorithm: 

A new equation to calculate probability to choose a food source: 

 =  (4) 

In the above equation, ρ is a constant depending on the type and complexity of the 
problem dealt. 

A new equation to exploit the food sources in onlooker bee phase of the algorithm. 

 , =  + , (  ,  (5) 

In the above equation, xbest is the best solution in the current iteration. Using this equa-
tion the worst fitness valued solution gets the best chance for local search and the best 
solution in the current population modifies all other solutions in the next generation. 
This is analogous to taking from the rich and giving to the poor as depicted in [7].  

 
a1,1 a1,2 a1,3 …… a1,q 
a2,1 a2,2 a2,3 …… a2,q 

. . . …… . 
ap-1,1 ap-1,2 ap-1,3 …… ap-1,q

ap,1 ap,2 ap,3 …… ap,q 

Fig. 3. Global bins and corresponding routing grid graph 

3 Problem Formulation and Application of  Proposed 
Algorithms 

The search space or the grid graph can be represented by a 2D matrix where each 
element represents a node of the grid graph as shown below. The elements of the  
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matrix corresponding to the nodes that need to be connected, bears a value 1; all the 
other elements being 0. Thus, it can be seen that the algorithm requires its discrete 
version to be implemented as only 0s and 1s are allowed in the problem space. The 
problem of global routing optimization can be formulated as the problem of finding 
an MRST connecting all the terminals or pins, without any severe loss of generality 
from a grid graph. As illustrated in Fig. 3, the whole routing region is usually parti-
tioned into a number of global bins which are represented by a node and each com-
mon boundary is represented by an edge in the grid graph. The edges are known as 
global edges. We have assumed for our work that the capacity of any edge is always 
greater than the demand or in other words, there is no congestion. The algorithm has 
been explained below with the help of a pseudo code. The variables, i and n are used 
to globally denote the agents and the population of the swarm respectively. The agents 
of the swarm are initialized, based on the matrix used to represent the grid graph. 

Pseudo code for ABC 
Define objective function f(x), maximum number of itera-
tions, maxit 
Initialize a population of bees (i=1,2,...,n) 
Initialize iteration count, iter=0 
Define a counter, c 
While (iter<maxit) 
For i = 1:n/2(employed bees) 
Calculate new solution by eqn. (2)  
Calculate f(x) for all i 
Calculate pi by eq. (4) 
End for 
For i = 1:n/2(onlooker bees)  
Select solution based on pi 
Calculate new solution by eqn. (5)  
Calculate f(x) for all i 
Use greedy selection  
End for 
If for a particular i, f(x) does not improve until coun-
ter 
Scout produces new solution using eq. (1) 
End if 
iter = iter +1 
End while 

4 Experimental Setup 

A total of four different sets of coordinates for terminal nodes are randomly generated 
for connection. The ABC algorithm is applied on the four different setups to optimally 
connect all the terminal nodes mentioned in the sets. Each experiment is run 30 times 
for the algorithm. The population of bees is set to 200 and the number of iterations to 
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100 for the algorithm. All the terminal node coordinates have been shown in Table 1 
and Table 2. 

5 Results and Discussion 

The results obtained have been summarized in Table 3. It can be seen from the results 
that ABC is better than FLUTE when it comes to optimally routing or interconnecting 
the given nodes. The mean wirelength obtained over 30 runs of the algorithm also 
follow the same trend. The standard deviation values obtained points to the fact that 
there is much variation in the results obtained by FLUTE compared to ABC. This 
means that the randomness among the results obtained in each run is higher for 
FLUTE in comparison to ABC. It can thus be safely concluded that ABC is more 
robust compared to FLUTE. The proposed algorithm based on ABC performs increa-
singly better than FLUTE, going from around 4% improvement to over 13%  
improvement, as the complexity increases. However, the computational load also 
increases rapidly compared to FLUTE. 

Table 1. Coordinates for Experiment 1A & 1B 

Number of points = 15 & Dimension = 100: Experiment 1A 

X 82 91 13 92 64 10 28 55 96 97 
Y 15 43 92 80 96 16 04 85 94 68 
X 16 98 26 49 81      
Y 76 75 40 66 18      

Number of points = 15 & Dimension = 150: Experiment 1B 

X 101 036 087 099 002 120 012 066 061 047 
Y 049 099 133 111 101 060 056 098 075 029 
X 115 117 111 039 128      
Y 052 139 037 130 147      

Table 2. Coordinates for Experiment 2A &2B 

Number of points = 20 & Dimension = 100: Experiment 2A 

X 30 38 33 80 70 23 59 58 88 75 
Y 50 62 57 42 79 87 86 70 69 71 
X 84 69 40 96 21 62 100 07 06 17 
Y 59 98 64 89 67 63 025 09 77 55 

Number of points = 20 & Dimension = 200: Experiment 2B 

X 131 117 165 111 104 145 056 041 188 169 
Y 183 194 199 043 066 175 076 129 065 070 
X 162 193 129 125 055 087 143 105 044 067 
Y 025 015 068 179 006 136 007 014 062 105 
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Table 3. Consolidated Results 

 
Experiment 1A Experiment 1B 

Best 
Value 

Mean Value 
Standard 
Deviation 

Best 
Value 

Mean Value 
Standard 
Deviation 

ABC 294 309.33 7.56 420 437.57 6.54 
FLUTE 301 356.13 26.71 424 472.87 17.55 

 
Experiment 2A Experiment 2B 

Best 
Value 

Mean Value 
Standard 
Deviation 

Best 
Value 

Mean Value 
Standard 
Deviation 

ABC 364 380.23 3.91 624 662.13 13.34 
FLUTE 403 477.87 45.077 721 789.63 33.391 

6 Conclusions 

Routing, both global and local, has a significant impact on the entire chip perfor-
mance and efficient routing algorithms (with further modifications leading to im-
proved performance) [8] are obviously the key to success in the future in the domain 
of VLSI physical design. In this work, our main objective has been to obtain the min-
imum possible wire length with the help of a global routing algorithm. We have  
presented an efficient swarm intelligence based global routing approach and have 
compared its performance against that of FLUTE. Prim’s Algorithm is used to find 
the weight of the Steiner trees obtained. It has been suitably modified to work on the 
incidence matrix instead of the weight matrix and also to deal with rectilinear dis-
tances instead of only Euclidean distances. The results obtained show that the pro-
posed approach has a potential for further extension. The results of the experiments 
carried out, demonstrate the feasibility of the algorithm for implementation in VLSI 
routing optimization and also shows that it has the flexibility to be used in much more 
complex situations in the future dealing with variable interconnect weights and ob-
stacles in the routing path. Based on simulation results, the solution quality and relia-
bility prove the superiority of ABC over FLUTE. The proposed algorithm however 
lacks in speed when compared to FLUTE which uses look up table to speed up the 
computation. Further research into this algorithm will hopefully lead to the reduction 
of runtime. Once it becomes comparable to other time efficient global routing algo-
rithms to return an optimal result, it will prove to be one of the best solutions to the 
problem dealt herein. 
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Abstract. In this paper we have proposed a technique to minimize the cost of 
call routing with assigned cell in wireless network using Ant Colony Optimiza-
tion (ACO). The two components that are considered for optimizing the call 
routing cost with assigned cell in wireless network are paging cost and handoff 
cost. It is assumed that the total network is divided into some location areas 
which are already known. When a terminal wants to set up a connection with 
another terminal, it will first search for the location of that. If the destination 
terminal is in the same location area it resembles to paging cost only, otherwise 
it resembles to both paging and handoff cost. Connection between two termin-
als in a wireless network can be established in a number of ways via different 
terminals. In this paper we have applied Ant Colony Optimization technique 
and other different algorithm to minimize the call routing cost. A comparative 
assessment of the execution time has been made among different call routing 
algorithm. 

Keywords: Cell assignment, Ant Colony Optimization, Wireless Network, Call 
Routing Cost, Handoff Cost, Paging Cost. 

1 Introduction 

In wireless communication the most challenging issue is the location tracking [1], [4]. 
This involves finding the mobile terminal with which a connection has to be estab-
lished. There are various methods based on which the location tracking is imple-
mented. One such method of location management is to divide the whole service area 
into some location areas (LA). The process which named as “Call Routing” searches 
the path from the source to the destination node via other nodes. This whole activity 
can be performed with assigned cell in a wireless network. Call Routing in wireless 
network by Ant Colony Optimization Technique involves a weighted, possibly di-
rected network described by a set of paths and nodes (cells). Each path, therefore, will 
have the minimum possible sum of its component edge weights. The goal of this pa-
per is to find a minimal path of the network from a given number of location areas 
with assigned cell such that the total cost is minimal. 
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2 Call Routing with Assigned Cell Problem 

In mobile communication systems, when we work with Call Routing cost [5] with 
assigned cell, it deals with user’s location tracing in a network where each cell has 
been assigned to a particular location area. One of the strategies used in Call Routing 
with assigned is to partition the network into Location Areas (LA) [2]. Each location 
contains one or more number of cells with its adjacent cells as shown in Fig.1. A Call 
Routing cost involves two components that are handoff cost and paging cost. In cellu-
lar telecommunications or wireless communications, the term handover or handoff 
refers to the process of transferring an ongoing call from one cell connected to a net-
work to another as shown in Fig.2. Wireless communication requires handoff or han-
dover procedures as single cells cover only a limited service area. In order to cover 
the whole service area, the numbers of cells are to be increased. The smaller the cell 
size the faster will be the movement of the mobile station through the cells and more 
will be the number of hand off. It is very important to manage this handoff in order to 
avoid a call cut off which is called call drop. The basic reason of handoff is that as the 
mobile terminal moves out of range of a Base Transreceiver Station (BTS), the re-
ceived signal level decreases continuously until it falls below the minimal require-
ments for communication.  The paging cost involves the signaling cost for searching 
the mobile terminal within a location area. In order to route incoming calls to appro-
priate mobile terminals, the network must keep track of the location of each mobile 
terminals. This is performed with the help of two databases named Home Location 
Register (HLR) and Visitor Location Register (VLR). The HLR is the most important 
database in a Global System for Mobile Communication (GSM), as it stores all user 
relevant information. 

 

 

 

 

 

Fig. 1. A 4 x 4 Network 

 
 

Fig. 2. Graphical representation of a 4 x 4 network 

This network can be represented graphically with adjacent nodes. 

  0      2   3

   4   5   6   7

   8     10   

  12  13  14  15



 Ant Colony Optimization to Minimize Call Routing Cost with Assigned Cell 201 

2.1 Cell Assignment Problem 

In Cell Assignment problem [6] each cell in a network is assigned to a particular loca-
tion area so that network routing can be implement on these assigned cell. This cell 
assignment has been implemented based on certain algorithm for dynamic network 
system. Which means network size is dynamic. In this paper, we consider the on-line 
channel assignment problem in the case of cellular systems, which is defined as fol-
lows. A given set of mobile users has to be assigned to a given set of available cells. 
The assignment of each user depends on the topology of the network and on the posi-
tion of the user. The following algorithm has been suggested [2] here for each cell to 
be assigned in a particular location. 

2.1.1   Cell Assignment Problem Algorithm 
We are considering the following expression: 

 = ( ( ∑                                 (1) 

Where, 
  is the cost of the cell i in a Location area k, where each   
 s(k) is the no. of assigned cell to the Location Area k. 
 ∈  all adjacent cells belong to location area K. 
 i,j are the adjacent cell. 
 is the Call Arrival Cost of Adjacent cell of i. 
 is the Call Arrival Cost of cell i. 

 
Step 1:- Initially we will consider there is a certain value of Pheromone in each loc-

tion Area. 
Step 2:- The value of S(K) is 0, as there is no cell assigned till now. (So the cost cal-

culation for assigning cell ‘I’ to the location ‘k’, i.e., , = 
1/((0+1)*(0+517)) = .00193. 

Step 3:- Now after this calculation, all the value of , , , , , , , = .00913. So, 
now we will assign the cell to the 1st location using Roulette Wheel Selec-
tion. 

Step 4:- Now we are having a cell in location area K. Now we will assign the next 
cell ,  by the similar calculation, i.e., , = 1/((1+1)*(517+573)) = .00046 

Step 5:- Repeat step 5. (Here, Value of , , , , ,  = .00174) 
Step 6:- Now after each selection algorithm we will get a network with every cell 

assigned into it. 

3 Ant Colony Optimization (ACO) Technique for Call Routing 

Ant Colony Optimization is a meta-heuristic technique [3] applicable to various opti-
mization problems. It is inspired by the behavior of ants in a real ant colony. The 
ACO algorithm has been used widely in various network routing problems. The ants 
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use to leave pheromone (a chemical substance) in the paths traveled by them. The set 
of traveling ants select the next node randomly for the first time and some of them 
become successful in reaching the destination. The successful ants update the phero-
mone deposit at the edges visited by them by an amount (C/L), where ‘L’ is the total 
length of the successful path ignoring loops and C is a constant value that is adjusted 
by the user according to the experimental conditions. The next set of the ants can now 
learn from the pheromone deposit feedback left by the previous successful ants and 
will select next node in the path accordingly. The probability of selecting a node j 
from node i is given in                                                   = ∑ .( ,  (2) 

where, is the probability of selecting a node j from node i, is the pheromone 

associated with the edge (i,j), = , where is the length of the edge (i,j) and α 

and β are parameters that controls the relative importance of the pheromone deposit 
versus the heuristic information . The summation of the denominator is per-

formed on all the possible edges (i,l), where i is the node where the ant is at the cur-
rent instant and l is the node that can be reached from i through the edge (i,l). 

The probability of selecting a node is proportional to ηij which is equal to (1/dij). 
So, the shorter paths will be frequently selected and pheromone deposit of the shorter 
path will also be increased rapidly. The pheromone is also subject to evaporation at a 
constant rate. The pheromone value  of the edge (i,j) is updated at (t +1)th  itera-
tion as in                                    ( + 1 = (1 . ( + ∑                                      (3) 

Where  is the pheromone evaporation rate, m is is the total number of successful 
ants visiting edge (i,j) and ∆  is the quantity of pheromone laid on edge (i,j) by ant 
k. Thus the paths which are less frequently visited will tend to be erased from the 
memory and the shorter paths will have more pheromone deposit. In this way  
the earlier set of ants visiting the network leave some information about the path. The 
next set of ants select the path based on this information. Let us consider a (p x p) 
network with n number of cells. Each cell is associated with two components for call 
routing that are Call Movement Weight ( ) and Call Arrival Weight ( ). The 
Call Movement Weight represents the frequency of total number of movements be-
tween the cells. Call Arrival Weight represents the frequency of total number of call 
arrivals within a cell. Let m be the total number of location areas. Paging Cost is the 
total of all Paging (searching) performed in a location area. Paging Cost of a location 
area is obtained by multiplying the number of cells in the location area with sum of 
Call Arrival Weight of all the cells in the location area. This is due to the fact that the 
total number of search/paging performed would be directly related to the Call Arrival 
Weight of the cells in a location area. Thus, if NK is the number of cells in location 
area k, the Paging Cost for this location area is: ∑ ∑ ∈ , for all j =  1, . . . , n.                       (4) 
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However if the two connecting cells are not in the same location area, then a Han-
doff cost is incurred. Let h(i, j) be the cost incurred when a handoff occurs between 
the cells i and j. Then h(i, j) depends on the movement weights of the cells i and j; i.e, 
(  and ). 

We know that the Total Cost is the sum of Paging Cost and Handoff Cost. Let 
NKbe the number of cells in location area k. The Handoff Cost for this partition is:                                         ∑ ∑ ( , , for all i, j =  1, . . . , n.                  (5) 

Where h(i, j) = ∑⁄ , if i and j are in different location areas, equals to 
0, otherwise 1.Here ‘C1’ and ‘C2’ are the constants that are the weight factors relative 
to the importance of the paging cost and handoff cost. In this paper, we have taken 
C1=1 and C2=1. 

Hence, we get Total Cost is: 1 ∑ ∑ ∈ +  2 ∑ ∑ ( ,                  (6) 

Next we calculate the weight of the edge(i,j) as 1/total cost,if  a link exists be-
tween the nodes i and j, otherwise 0 if there is no connectivity between nodes i and 
j.For solving this optimization problem using ACO, we have considered η= 1/(Paging 
Cost + Handoff Cost). 

3.1 ACO Algorithm for Call Routing 

We assume, 

 4x4 network having 16 nodes (node 0, node1 ,………. Node 15) 

 Source node S and U= {
2,1u 2u …….. mu } denotes a set of destination 

nodes 
 We take a counter  C=0; (initialize) 
 Initial value of pheromone=0.01 
 α =0.9 , β=5 (α is pheromone control, β  is heuristic control ) 

  =evaporation rate between 0 to 1 
  is the set of edges 

Step 1.  Initialize network nodes. 

Define the source node = S and the destination node= iu  U where Uui ∈
 

Step 2.  Let ‘m’ number of ants moves from S to iu  

Step 3.  For each ant (n= 1…m) repeat from step 6 to step 9 unless all the ants have     
reached the destination or their journey has been marked as ‘cancelled’. 

Step 4.  Find the list of the adjacent nodes from the current location of ant n. Delete      
the already visited nodes from the list. The final list of eligible nodes be S. If 
S is null marks the journey of ant ‘n’ as cancelled. 

Step 5.  Compute the probability of selection of the next node from the list S. 
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                          = ( ( ∑ ( ( ∈                          (7) 

Where, 
ij denotes path exists between node ‘i’ and its adjacent node ‘j’. 

α, β denotes the information accumulated during the movement of ants 
and the different effects of factors in the path selection. 

ijη is the reciprocal of distance from node ‘i’ to its adjacent node ‘j’ (if I 

and j are in the same location then ‘call arrival weight of I and j will in-
curred and if I and j are different locations then ‘call movement weight’ 
of j with respect to i will incurred). 

ijτ is the Pheromone deposit between node ‘i’ and its adjacent node ‘ 

S is set of eligible adjacent nodes for selection. 
Step 6.  Select the next node from their selection probability function using Roulette          

Wheel  Selection. 

Step 7.  If the selected node=destination node thenStore the value of ijτ  in a table. 

Compute the pheromone amount left by Ants n ( Δ ijτ ) by using following equation: ∆ =                          (8) 

Where, nC is the total cost (handoff + paging cost) of the path followed by ant n.Q 

is the Pheromone update constant 

Step 8.  Update the local Pheromone ijτ                                                 ( = (1 + ∆            (9) 

Table 1. Execution Time of different Routing Algorithm 
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4 Experimental Results 

A comparative study has been made on the basis of Execution Time required by dif-
ferent routing algorithms such as Dijkstra’s Algorithm and Bellman Ford’s Algorithm 
etc, and as the result we got that ACO requires the least execution in comparison to 
Dijkstra’s and Bellman Ford’s Algorithm. The comparative study has been given in 
Table 1. 
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Abstract. The Mobile Ad-hoc Network (MANET) is constructed based on 
wireless medium and it is of self organizing manner. MANET is simple to set 
up and has changing topology. The mobile Ad-hoc networks are in danger of 
different attacks because MANET operational environment is open and dynam-
ic. In MANET, data transfer use the different Routing protocols. Selfish (Mali-
cious) node work is completely different as compared to normal Mobile nodes. 
Malicious nodes have capability to remove or modify the Routing Information. 
It also sends the fake Route Request to access user’s data. It is responsible for 
attacks on the existing normal mobile nodes and creates receiver collision, re-
stricted transmission power, fake misbehavior etc. Malicious node carries dif-
ferent types of attacks on the networks so it directly or indirectly effects the 
routing Performance. The intention of this work is to check and analyze the 
Network performance in malicious environment and provide prevention for  
the attack. Throughput and Delay are analyzed for Denial of Service (DoS)  
attack and prevention scenarios. 

Keywords: MANET, AODV Routing Protocol. 

1 Introduction 

Mobile Ad-hoc Network is a gathering of wireless devices, it means wireless node. 
The wireless nodes link with dynamism and share the information or data. Fundamen-
tally two types of mobile ad-hoc networks: Infrastructure based and second is those 
networks with fixed and wired gateways. In terms of wireless networks bridges for 
these networks are known as base station [1]. 

In Mobile Ad-hoc Network Routing is defined by two types: first one is Proactive 
and second one is Reactive. Reactive Routing protocols are used on time when node 
wants to send packet or information to the destination [2] opposite the proactive 
routing protocols. In this type of routing protocols every node should have stored  
the routing information of its neighbors. Proactive routing protocols discover and 
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maintain a complete set of routes for the lifetime of the network. A malicious node 
abuses the relationship between nodes causing disruption in the operation of the net-
work. Malicious (Selfish) node intends to disrupt the ongoing proper operation of the 
routing protocol [3].   

This paper is structured as follows: Section 1 Introduce about MANET, Malicious 
(Selfish) node and AODV Routing Protocol. Section 2 presents the brief introduction 
of AODV Routing Protocol. Section 3 presents the nature of DoS and how it will 
work or attack on the network. Section 4 presents the research work done on DOS 
attack and its solution. In last Section 5 shows how to implement the dos attack on 
network and Experimental outcomes. 

2 AODV Routing Protocol 

The AODV, Ad-hoc means a node moves or connects or disconnects with the net-
work any time, On Demand means when source wants to send data to the destination, 
Distance means find the distance between source to destination in terms of number 
hope counts and Vector means a list which stores the node information. AODV 
routing protocol stores routing information on every node which is available on net-
works [4].  

AODV uses the OSPF method/Algorithm. OSPF means Open Shortest Path First; 
it is based on the Dijkstra’s algorithm. In [5-7], AODV use some approaches for path 
or route establishment.  

Route Request (RREQ): In Route Request, source node transmits/ broadcasts the 
route request message for specific destination, neighbours node pass the message to 
destination. Route Reply (RREP): In Route Reply, Destination uses the unicast route 
for reply message to source, neighbour node make next hop entry for destination and 
forward the reply. If source receives multiple replies at the same time, it use one with 
shortest hop count route/path. SSN (Source Sequence Number) and DSN (Destination 
Sequence Number): Source node sends the broadcast packet with the sequence num-
ber and destination sequence number to define the freshness of the path. Route Error 
(RERR): Route error message is generated in network whenever a link brakes be-
tween source to destination. AODV routing protocol, detect the node and if possible 
do the local repair (refer Fig. 1).  

In Fig.3.  we find a link break between node 7 and node 8. So node 7 informs node 
4 or RERR that this link is broken, so choose another optimum path means shortest 
path/route. 

3 Denial of Service Attack 

This attack aims to attack the accessibility of a node. If the attack is successful, the 
services will not be accessible. The attacker normally uses radio signal jamming and 
the sequence tiredness method [8]. Denial of Service (DoS) is the degradation or 
avoidance of valid use of network resources. The wireless ad hoc network is mainly 
vulnerable to DoS attacks due to its features of open medium environment, frequently 
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changing topology, supportive algorithms and not having of a comprehensible line up 
of defense is a growing problem in networks today. Many of the security techniques 
have been developed on a fixed wired network are not applicable to this new mobile 
environment. How to stop the DoS attacks in a different and efficientway by main-
taining security is important [9]. 
 
 

 
 
 
 

 
           Source 
 

Destination 
 

Fig. 1. Route Request packets flooding in AODV 

 
 
 
 
   Source 
 
 
 
 
                                                                     Destination 

Fig. 2. Forwarding of Route Reply packet in AODV 

In Fig. 2 Destination use the unicast path and symmetric link for the route reply.  
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                                                                       Destination 

 

Fig. 3. Route maintenance 
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4 Related Studies 

Here we have analyzed some related works of avoid Denial of Service attacks:  
 
1. The performance of AODV routing protocol with existing malicious nodes has 

been analyzed using NS2.34 simulator .To measure the performance evaluation dif-
ferent metrics like Throughput, Packet Delivery Ratio and End to end delay have been 
used. In all these scenarios the number of malicious node varies from 0 to 5[8]. 

2. In this approach CORE mechanism that enhances watchdog for monitoring and 
isolating selfish nodes based on a subjective, indirect and functional reputation is 
presented. The reputation is calculated based on various types of information on each 
entity's rate of collaboration. Since there is no motivation for a node to maliciously 
spread harmful information or data about further nodes, denial of service attacks using 
the collaboration technique itself are prevented [10]. 

3. In this paper the algorithm to Prevent the DoS/Flooding attack is proposed. We 
summarized the node categorized as friends and strangers based on their relationships 
with their neighboring nodes. A trust estimator is used in each node to evaluate the 
trust level of its neighboring nodes. The trust level is a function of various parameters 
like Packet Delivery Ratio, End-to End Delay [11-15]. 

5 Proposed System 

5.1 Proposed Solution 

When we get RREQ from neighbor node 
 
Step 1: Node in Malicious List (Mal List) 
 { 
If Yes than sends the continuously route requests.    }
   
Else No than go to Step 2 
 
Step 2: Node in RREQ Table 
 
YES:       (1) If (RREQ> MAX_RREQ) 
 
           {           Add in Mal List  } 
 
(2) if(Node RREQ Expire Time <= Current Time) 
{ 
RREQ Table Link Delete          } 
Else{ 
Continue Default AODV Process           } 
 
(3) Increment Counter Of node in RREQ Table 
 
NO:            RREQ Entry in RREQ Table 
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{ 
RREQ Expire Time = Current Time +Waiting Time 
RREQ Counter=1                           } 
 
Step 3: Timer Handler 
{           If (Malicious node Expire Time < Current 
Time) 
 
{Remove Node from Mal List          }} 
 
Step 4: Continue AODV Default Process  

Descriptions of Algorithm 

We propose the above schema which work whenever any node gets route request. 

Step 1: Discard or drop the packet which has come from the malicious node. If any 
node gets a route request from any other node present in malicious node list then node 
discard that packet and stop flood attack. But main question is how to decide that 
node is malicious or not 

Step 2: Define that neighbor node is malicious or not. First we check whether it is 
nodes first request, if yes add one entry in RREQ table which gathers data about 
number of requests from each node and in how much time. If its first time route re-
quest then we can’t find it in RREQ table. 

If we find it then we check whether route request has come from that node with 
max_route requests which is 6. Max_route is the maximum number of times a node 
can send request. If it exceeds then we declare it as Malicious node and add it in Ma-
licious node list, also we set the expire time of malicious node.  

If node request has less or equal max_route requests then there are two possibilities 
either it’s entry has expired or not, if entry has expired then we remove from an entry 
from RREQ table but if not we increment the request counter of particular node in 
RREQ .But if node entry is not in RREQ table then we enter one entry in RREQ table 
with node id with request =1 and we set expire time of node in RREQ table. 

Step 3: Is for removing malicious node from malicious node list after the session 
expires. May be possible after some time malicious node stop doing malicious thing 
means stop DoS attack. We should remove it from malicious node list and forward its 
route request. After entries of malicious node expire then we remove it from the mali-
cious node list. So like this we can catch the malicious node from network, and we 
can stop the DoS attack in AODV. 

5.2 Experimental Outcomes 

In this phase, the Dynamic MANET network is created with 25, 50, 75, 100 mobile 
nodes. Apply the AODV Routing Protocol on this MANET network scenario has 
been SIMULATED using NS2 with some parameters. We have analyzed the results in 
terms of the End-to-End Delay and Throughput. Below Table1 has represented the 
different parameters and its value use for the build the Mobile Adhoc Network  
using NS 2. 
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Table 1. Parameter values used in Simulation 

Parameters Values 
Number of Nodes 25 ,50 ,75, 100 

Area Size 1000*1000 
MAC 802.11 

Simulation Time 100,200,300,400 
Traffic Source CBR 

Packet Size 1000 
Bandwidth 10 mb 

Data Rate 10mb 

Routing Protocol 
AODV scenario has been 
SIMULATED using NS2 

Transmission Protocol UDP 

Number of malicious node 
2, 4, 6, 8 (formula used for calculating 

malicious node: N*8/100, where N 
represent Number of Nodes) 

 
Simulation result shows variation of the average throughput for 25 nodes with si-

mulation time 100 to 400 Seconds. It is observed that with attack scenario throughput 
is 0 and with prevention the throughput decreases as simulation time increases (refer 
Fig. 4 ). 

Simulation result shows variation of the average End-to-End Delay for 25 nodes 
with various simulation time 100 to 400 Seconds. It is observed that with attack sce-
nario End-to-End delay decreases and with prevention End-to-End delay increases  
as simulation time increases (refer Fig. 5).  

5.3 Performance Metrics and Results Analysis 

 

Fig. 4. Throughput Vs. Simulation Time (Sec.) 
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Fig. 5. Average End-to-end delay Vs. Simulation Time (Sec.) 

6 Conclusions and Futures Work 

Selfish node is the main security danger that special affects the performance of 
AODV routing protocol. In malicious environment this problem has found because 
primarily necessary the routing performance in malicious environments. In general 
scenario many attacks happen in mobile ad-hoc networks. Therefore this work is fo-
cus on mechanism to detect and prevent the DoS attack.  

Work will be focused on securing the network in malicious environment with less 
delay. Work is still to be done in completely dynamic scenario. 
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Abstract. Mobile Ad Hoc Networks (MANETs) are a self-configuring network 
of mobile nodes characterized by multi hops and forming a dynamic wireless 
topology. Efficient routing protocols are the backbone of MANETs and enable 
the network to support various Quality of Service (QoS) parameters. Most of 
the routing protocols like Ad Hoc On Demand Distance Vector (AODV) send 
packets via a single route. However, failure of this single route results in decline 
of performance of MANETs. Providing a single backup route does not solve the 
problem completely as the failure of the backup route again leads to lower QoS 
parameters. This paper proposes AODV routing protocol with nth backup route 
(AODV nthBR) that provides source node with more than one back up routes in 
case of a link failure. The proposed scheme results in better throughput, 
improved packet delivery fraction and lesser end to end delay. 

1 Introduction 

In Ad Hoc Networks devices communicate with each other through a radio link. Ad 
hoc networks have expanded beyond the traditional applications in military or disaster 
affected areas [1].Most of these networks are multihop in nature because of their 
limited radio propagation. MANETs are a collection of wireless mobile nodes where 
nodes itself act as host as well as router and they are part of ad hoc networks. Due to 
the limited range of these devices, they have to communicate through multihop paths. 
Since each node has to perform the task of transmitting, receiving as well as routing, 
the routing protocols in these networks should be efficient and provide various Quality 
of Service (QoS) parameters.  

The most suitable and popular routing protocols for ad hoc networks are reactive or 
on demand protocols. Here, the routes between communicating nodes are found out 
only when the need arises [2]. In a resource constrained environment this proves very 
beneficial. Some of the prominent reactive routing protocols are Dynamic Source 
Routing (DSR), Ad Hoc On Demand Distance Vector (AODV). DSR contains a route 
cache maintained by each node [3]. Maintenance of a route cache in a constantly 
changing system like MANETs is very difficult and results in control overhead. 
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In AODV, the route is discovered as and when necessary [4]. This resulted in better 
utilization of resources. For setting up new routes, RREQ packets are broadcasted by 
the source node. Although AODV was found to be better than proactive routing 
protocols, still it resulted in considerable protocol overhead due to the system-wide 
broadcasts of Route Request (RREQ). Other routing solutions proposed were back up 
routing protocols like Ad Hoc On Demand Distance Vector Backup Routing (AODV 
BR) [5]. However, when a node failure occurs in AODV BR routing scheme, then 
there will exist several nodes that can transmit several copies of the data packet to the 
destination node. In a bandwidth constrained environment this results in resource 
wastage.  

1.1 Problem Statement and Proposed Solution  

When an existing link between source and destination or any of the existing routing 
protocols fails then it leads to packet loss. Existing solutions like AODV BR suggests 
the provision of a back up route but if the backup route also fails then the problem of 
loss of packets still persists. The aim of the proposed work is to modify the existing 
AODV routing protocol in such a way that for packet delivery from source to 
destination more than one route is available. This paper presents AODV with nth 
Backup Route (AODV nthBR) technique that provides backup routes in AODV 
environment. For this purpose the routing protocol finds out the nearest node to the 
failed node. The node is checked for its transmission energy. If the node has enough 
energy for transmission, then that particular node is selected as backup route for 
transmission. If the node’s energy is below a certain threshold level, then that node is 
not selected for transmission and with the help of distance vector the next nearest node 
is found out and is again checked if it has enough energy for transmission. This process 
continues until a suitable node is found for transmission. The proposed routing 
algorithm leads to better QoS parameters. The selection of nodes for routing is done 
efficiently on the basis of distance and energy available with the nodes. There is no 
multiplicity in data packets that are transmitted to the destination as data packets are 
not simultaneously transmitted on multiple routes. 

The paper is organized as follows: In Section 2 proposed work is discussed. In 
section 3 results are simulated and compared with other routing protocols. Work is 
summarized in section 4. 

2 Proposed Work 

Here, an energy dissipation model has been considered for proper selection of nodes 
for routing. Whenever node failure occurs it may happen because of an attack or 
because energy of the node finishes as it is depleted of resources. When such a 
situation arises it becomes imminent to look for an alternate or back up route for data 
transmission and avoid packet loss.  



 An Improved Routing Protocol (AODV nthBR) for Efficient Routing in MANETs 217 

 

2.1 Network Model 

A rectangular field area of 100 100 has been considered for simulation (Fig.1) 
Destination is initially placed at the centre of the field at the start of data transmission. 
The number of nodes in the set up is variable i.e 4or 5 nodes can be used to represent 
a small sized MANET and 200, 300 or 400 nodes etc. can be used to represent a large 
sized MANET. In this paper, the network has been simulated for 10, 50 and 100 
nodes representing small, medium and large sized MANET respectively.. The nodes 
move at a speed of 20m/sec. All the nodes are randomly placed in the field area and 
initial energy of a node is 0.5J and total packets to be transmitted are 4000 with each 
packet of size 1 bit. Simulation is done in MATLAB. Performance of the proposed 
protocol is compared with the results achieved with other reactive routing protocols 
for varying nodes. 

 

Fig. 1. A MANET Setup 

2.2 Implementation of the Proposed Protocol 

In the proposed protocol, the distances between all the nodes are calculated using 
distance vector calculation [6],[7]. 

Average distance between the transmitting device and destination Dbs  

= (one dimension of field)/√2   .    (k=1)   (1) 

= (0.765×one dimension of field)/2 .     (2) 
 

With the help of distance vector calculation the node which is nearest to the failed 
node is found out. This node is checked for its energy efficiency. If its remaining 
energy is within the threshold value required for packet transmission then node is 
selected for backup route.     ( =                                     (3) 

Efs =represent amplifier energy consumptions for a short distance transmission. 
Emp= Transmit Amplifier Energy 
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In case, the node that is selected as a backup route for transmission of packets also has 
no resources or energy left for transmission of packets or in other words the node 
selected for backup also fails, The next nearest node is selected with the help of 
distance vector calculation. If the node’s energy level is above the threshold level then 
this node is selected for transmission otherwise the node is considered dead or failed 
and the procedure is repeated again for next route selection. This process of finding 
the first back up route, second back up route, third back up route and so on till the nth 
available node is called AODV nth Back up Routing (AODV nth BR) .The total 
energy dissipated in the network during a round is calculated by [6, 7]. 
   =  (2 + + + 4 )  (4) 

Here Etx = Electronics Amplifier energy 
             n = No. of nodes in field 
            Emp= Transmit Amplifier Energy 
            Etx= Received Amplifier Energy 
            Eda= Data Aggregation Energy 
            Kopt= Optimum number of node groups 
            Dch =Average distance between transmitting node and the destination 
            Efs =represent amplifier energy consumptions for a short distance transmission. 

Selection of efficient nodes for routing results in improved throughput and lesser end 
to end delay. Hence, AODV nth BR improves the Quality of Service parameters of 
MANETs with the help of efficient routing. Various network parameters considered 
for simulation are as given in Table 1. 

Table 1. Parameters Considered 

Parameters  
simulation 

Values/Specification  

Field Size 100mX100m  
Number of Nodes 10, 50, 100  
Number of Packets 4000  
Speed of the Nodes 20m/sec  
Type of traffic 
Routing Protocol 

CBR(Constant Bit rate) 
AODV, DSR, AODV BR, 
AODV nthBR 

 

3 Simulation Results 

The parameters mentioned in Table 1 are considered for simulating AODV nthBR and 
its performance is compared with the results obtained with AODV, DSR and AODV 
BR for the following QoS performance metrics. 
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3.1 Throughput 

It is defined as the total number of data packets received by the destination over the 
total simulation time. Throughput is first computed for 10 nodes, then 50 nodes and 
finally for 100 nodes.. As seen from Fig. 2, for the same number of rounds, 
throughput is maximum for AODV nthBR protocol, followed by AODV BR, then 
AODV and least for DSR protocol. Fig. 3 shows the throughput obtained when 50 
nodes are considered. Here too, the results achieved with AODV nthBR is higher than 
that achieved with other protocols. Fig. 4 shows the results obtained when throughput 
for large MANET (100 nodes) is calculated.  

3.2 End to End Delay 

Here, end to end delay is a measure of how many rounds it takes for the data packets 
to reach the destination.  
    =      . .   .  (5)  
The simulation is again done for 10, 50 and 100 nodes. When number of nodes are 10 
(Fig. 5), end to end delay is maximum in case of DSR protocol and as the number of 
rounds increases the end to end delay also increases in the case of DSR protocol. The 
end to end delay decreases for AODV protocol and is still lesser for AODV BR. The 
least end to end delay is seen in case of AODV nthBR. For medium size set up (50 
nodes) and for large size setup (100 nodes) also, the end to end delay is seen to be 
least in case of AODV nth BR protocol. The results can be observed from the graphs 
shown in Fig. 6 and Fig. 7.The end to end delay obtained is least for AODV nthBR. 
And this is because in the eventuality of any number of node failures, subsequent 
process to find the next node for transmission is in place. The route for packet 
transmission does not have to be set up from the beginning in case the initial route or 
the backup route fails. However, end to end delay is more for initial rounds in case of 
AODV nthBR as compared to other protocols when nodes are 100 (Fig. 7). This is 
because of the dense concentration of nodes which are alive or capable of 
transmission at the initial stage.  

3.3 Packet Delivery Fraction (PDF) 

It is defined as the ratio of the total number of data packets received by the destination 
to the total number of data packets transmitted. =          .   (6) 

In the graphs for PDF, the y-axis represents the percentage of packets received at the 
destination for the given number of rounds. In Fig. 8, Fig. 9 and Fig. 10 the graph 
steadily increases and then becomes constant. The steady rise in graph implies the 
transmission of data until all the packets are sent to the destination or until all the 
nodes are dead (incapable of data transmission due to lack of resources). It is observed 
that the maximum percent packets are received at the destination when the data 
transmission is done with AODV nthBR.  
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Fig. 2. Throughput v/s number of rounds (for 10 nodes) 

 

Fig. 3. Throughput v/s number of rounds (for 50 nodes) 

 

Fig. 4. Throughput v/s number of rounds (for 100 nodes) 
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Fig. 5. End to End delay v/s number of rounds (for 10 nodes) 

 

Fig. 6. End to End delay v/s number of rounds (for 50 nodes) 

 

Fig. 7. End to End delay (for 100 nodes) 
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Fig. 8. Packet Delivery Fraction v/s number of round (for 10 nodes) 

 

Fig. 9. Packet Delivery Fraction v/s number of rounds (for 50nodes)      

 

Fig. 10. Packet Delivery Fraction v/s number of rounds (for 100nodes) 
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4 Summary 

In this paper an AODV nthBR protocol is proposed and simulated for various QoS 
parameters. The results obtained have been compared with other reactive routing 
protocols. For similar set up and simulation parameters, AODV nthBR is found to 
perform efficient routing and gives better QoS performances than other routing 
protocols. 
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Abstract. In order to reduce the pixel expansion of visual cryptography scheme 
(VCS), many probabilistic schemes were proposed. Let P= {P

1
, P

2
, P

3
,…, P

n
} 

be the set of participants. The minimal qualified set for essential VCS is given 

by  Γ0= {A: A ⊆ P, P1 ∈ A and A =k}. In this paper we propose a construction 

of probabilistic essential VCS for sharing plural secret images simultaneously.   

Keywords: Essential Visual Cryptography, multiple secrets, Probabilistic 
schemes. 

1 Introduction 

Visual cryptography is a method to encode a secret image into several shares, which 
can be stacked together to approximately recover the original image. The basic 
parameters for a VCS are pixel expansion and contrast. The pixel expansion m is a 
measure of number of sub pixels used for encoding a pixel of secret image while 
contrast is the difference in grey level between black pixel and white pixel in the 
reconstructed image. In a deterministic VCS the pixel in the recovered image is 
represented as m sub pixels. One can distinguish the black and white color in the 
recovered image because every m sub pixels in black area will have more black sub 
pixels than in white area. Naor and Adi Shamir in 1994 developed a deterministic (k, 
n)-VCS [6] for sharing secret images using OR operation. Droste [3] in 1998 
proposed a deterministic (k, n)-VCS with less pixel expansion than Naor’s scheme. A 
deterministic VCS for general access structure was introduced by Ateniese et al. [2] 
in 1996. In 2005 Tuyls et al. [7] constructed a deterministic VCS using XOR 
operation. Yang et al. [8] in 2004 proposed a probabilistic (k, n)-VCS. Arumugam et 
al. [1] in 2012 proposed a deterministic (k, n)*-VCS which is a special case of general 
access structure scheme proposed by Ateniese.The essential VCS shows better pixel 
expansion than Ateniese construction.  

2 Preliminaries 

In this paper we consider the VCS for black and white images only, where a black 
pixel is denoted by number 1 and white pixel is denoted by number 0. We first give 
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some definitions and notations about VCS and then discuss the construction of 
Yang’s probabilistic VCS. 

2.1 Definitions and Notations 

Let P = {P1, P2, P3,…, Pn} be the set of participants, and 2P denote the power set of P. 
Let us denote ΓQual as qualified set and ΓForb as forbidden set. Let ΓQual ∈ 2P and ΓForb ∈ 2P

 where ΓQual ∩ ΓForb = Ø. Any set A ∈ ΓQual can recover the secret image whereas  
any set A ∈ ΓForb cannot leak out any secret information. Let Γ0 = {A∈ ΓQual 

: A ′ ∉ΓQual for all A ′ ⊆ A, A ′ ≠ A} be the set of minimal qualified subset of P. The 
pair Γ = (ΓQual, ΓForb) is called the access structure of the scheme. Let S be an n × m 
Boolean matrix and A ⊆ P, the vector obtained by applying the Boolean OR operation 
to the rows of S corresponding to the elements in A is denoted by SA. Let w(SA) 
denotes the Hamming weight of vector SA. Two collections of n × m Boolean matrices 
S0 and S1 for sharing 0 and 1 respectively constitute a (ΓQual, ΓForb, m) VCS .Let ⊕ is 
denoted as XOR operation. Let W0 (resp. W1) is a set consist of OR-ed value of any 
column vector V0 of order 2 from S0 (resp. V1 from S1). Let X0 is a set of values consist 
of XOR-ing 1with all elements of W1 and 0 with all elements of W0. Let X1 is a set of 
values consist of XOR-ing 1 with all elements of W0 and 0 with all elements of W1. 
 

Definition 1 [2]. Let Γ = (ΓQual, ΓForb) be an access structure on a set of n participants. 
Two collections of n × m Boolean matrices S0 and S1 constitute a (ΓQual, ΓForb, m) VCS 
if there exist a positive real number α and the set of thresholds {tA | A ∈ ΓQual} 
satisfying the two conditions: 

1. Any qualified set A= {i1, i2,…,ip} ∈ ΓQual can recover the shared image by 
stacking their transparencies. Formally w (S0

A) ≤ tA – α.m, whereas w(S1
A) ≥ tA. 

2. Any forbidden set A= {i1, i2,…, ip}∈ΓForb has no information on the shared 
image. Formally the two collections of  p ×m matrices Dt , t ∈ {0,1}, obtained by 
restricting each n × m matrix in St to rows i1,i2,…,ip are indistinguishable in the sense 
that they contain the same matrices with same frequencies. The first property is 
related to the contrast α.m of the image. The number α is called relative contrast and 
m is called the pixel expansion. The second property is for the security of the scheme. 

2.2 Yang’s Construction of Probabilistic (k, n)-VCS 

Let S0 and S1 be the basis matrices of a (k, n)-VCS which is of order n × m. When 
stacking any k rows in S0 we have m-l white and l black sub pixels.  When stacking 
any k rows in S1 we have m-h white and h black sub pixels. The value h is defined as 
the lower bound of the blackness level for encrypting a black pixel in the recovered 
secret image and l is defined as the upper bound of the blackness level for encrypting 
a white pixel in the recovered secret image. For sharing a pixel 0 select any one of the 
column which is of order n × 1 from S0 and distribute ith row to ith participant and for 
sharing a pixel 1 select any one of the column which is of order n × 1 from S1 
distribute ith row to ith participant. The appearance probabilities of black color in black 
(Pr (b/b)) and white areas (Pr (b/w)) are h/m and l/m respectively. Contrast of this 
scheme is given by α = (h-l)/m. 
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2.2.1   Example 
For a (2, 3) - VCS with white and black matrices 

S0=

















100

100

100

and S1=

















100

010

001

. Then W0= {0, 0, 1}, W1= {1, 1, 0}, Pr (b/b) = 

2/3, Pr (b/w) = 1/3, which implies α =1/3. 

3 Probabilistic Construction   

Let S0 and S1
 
be the basis matrices of a (k-1, n-1)-VCS having contrast α. In 2014 a 

construction of probabilistic (k, n)*-VCS for single secret was studied in the paper      
[5] with a contrast α/2. But the contrast of probabilistic scheme proposed in this paper 
is better than that of [5] which is shown in the experimental results section. Let P= 
{P

1
, P

2
, P

3
,…, P

n
} be the set of participants. Here the minimal qualified set Γ0= {A: 

A ⊆ P, P1 ∈ A and A =k} can reconstruct the secret. The sharing of white pixel is 

done by randomly selecting one column V0
 
from S0

 
and sharing of black pixel is done 

by randomly selecting one column V1
 
from S1 respectively. In the scheme randomly 

generated binary image K and secret I are of same size p × q. The share ),( hgShE for 

the essential participant P
1
and Shu, for 2≤u≤n for the remaining participants Pu, 2≤u≤n 

are generated as follows 

),(),(),( hgIhgKhgShE ⊕=
 





==
==

=
1),(

0),( 
),(

1th

0th

hgKifVrowofu

hgKifVrowofu
hgShu

 

where 2≤u ≤n, 1≤ g ≤ p, 1≤ h ≤q. 
In this scheme, the basis matrices of a (k-1, n-1)-VCS with contrast α are used as a 

building block for construction then contrast of this scheme is defined as                    
α’ = ((h+ (m-l))/2m) - ((l+ (m-h))/2m) =2(h-l)/2m = α. Fig. 1, in the experimental 
section shows the results of VCS discussed in paper[5]. Fig. 2, in the experimental 
section shows the results of VCS for the proposed scheme. 

3.1 Example 

For the construction of a (3, 4)* - VCS, (2, 3) - VCS with white and black matrices 

S0=

















100

100

100

and S1=

















100

010

001

are used as building block. Here W0={1,0,0},  
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W1={1,1,0}, X0={1,0,0,0,0,1} and X1={0,1,1,1,1,0}.When any of the qualified set of 
participants stacked the appearance probability of 1 in white(resp. black) areas are 2/6 
(resp.4/6).Therefore the relative contrast is α = 2/6. 

4 Probabilistic Construction for Plural Secrets   

In 2003 Iwamoto et al. [4] constructed a deterministic general access structures for 
plural secret images, where different qualified set reconstruct different secrets. In 
2013 Yu.et al. [9] proposed a (k, n) - multi secret VCS with deterministic contrast 
where elements in the qualified set can reconstruct multiple secrets at a time. In this 
paper a construction on probabilistic- (k, n)*-VCS (essential VCS) for plural secret 
images (PEVM) is done where the elements in the qualified set can reconstruct 
multiple (two) secrets at a time. Let P= {P

1
, P

2
, P

3
, … , P

n
} be the set of participants. 

In PEVM, the minimal qualified set Γ0= {A: A ⊆ P, P1 ∈ A and A =k} can reconstruct 

two secrets at a time. Let S0
 
and S1

 
be the basis matrices of a (k-1, n-1)-VCS with 

contrast α. The sharing of white pixel is done by randomly selecting one column V0 

from S0
 
and sharing of black pixel is done by randomly selecting one column V1

 
from 

S1 respectively. In the scheme randomly generated binary images K and secrets I j for 
j=1,2 are of same size p × q. Let K1 be the binary matrix which is generated by 1800   
clock wise shift of K. The share ),( hgShE for the essential participant P

1
is equal to 

),( hgK  and j
uSh , for 2≤u≤n for the remaining participants Pu, 2≤u≤n are generated 

as follows. Let 
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j
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j
Sh

j

j

 

, 

where 2≤u ≤n, 1≤ g ≤ p, 1≤ h ≤q. 

 In the decryption phase, OR-ing any k-1 of the n-1 shares of the participants in the 
participant set R = {P

2
, P

3
,…, P

n
} corresponding to two secrets I j for j=1, 2 will result 

in the generation of Y j for j=1, 2. Then do the following operations.   
PI 1 = Y 1 ⊕ K and PI 2 = Y 2 ⊕ K1 ⊕ K, where PI 1 and PI 2 are probabilistic I j for 

j=1, 2. Without the shares of P
1 

it is not possible for other participants to reconstruct 

the secret. In the proposed scheme for sharing t secrets, t shares are given to P
1
and 2t 

shares each to remaining participant Pu, 2≤u≤n. For defining the contrast, in this 
scheme Pr (b/b) and Pr (b/w) are h/m and l/m respectively for the reconstructed T. So 
the contrast for this scheme is α. Fig. 3 in the experimental section shows the results 
of VCS for the proposed PEVM scheme. 
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4.1 Example 

For the construction of a (3, 4)* - PEVM, (2, 3) - VCS with white and black matrices 

S0=

















100

100

100

and S1=

















100

010

001

are used as building block. Let I 1 = 
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01
,       

I 2 = 







10

10
 and K= 
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. Then K1= 
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the probabilistic shares Sh
2

1
= 








10

10
, Sh

2

2
= 








00

10
, Sh

3

1
= 








11

00
, 

Sh
3

2
= 








01

10
, Sh

4

1
= 








10

00
, Sh

4

2
= 








00

11
. When the qualified set {1, 3, 4} 

combines the two recovered secret matrices are 







11

11
and 








10

00
respectively. 

5 Experimental Results 

The experimental results are discussed in this section. 
 
 

          
 

      (1)                  (2)                (3)                (4)                 (5)                 (6)                 (7)                   
 

             
 
 (8)                  (9)                (10)               (11)               (12)                (13)             (14) 

      

Fig. 1. Shares of participant and OR operation between shares. (1) Secret, (2) P1, (3) P2, (4) P3, 
(5) P4, (6) OR (P1, P2), (7) OR(P1, P3), (8) OR(P1, P4), (9) OR(P2, P3), (10) OR(P2, P4), (11) 
OR(P3, P4), (12) OR(P1, P2, P3), (13) OR(P1, P2, P4), (14) OR(P1, P3, P4) 
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(1)                     (2)                       (3)                       (4)                    (5) 

         
 
                  (6)                         (7)                       (8)                     (9)                        (10) 

        

     
 

                                            (11)                      (12)                    (13)                     

Fig. 2. Shares of the participants and XOR–OR operation between Shares (1) Secret, (2) 
Random matrix K, (3) P1, (4) P2, (5) P3, (6) P4, (7) OR (P2, P3), (8) OR (P2, P4), (9) OR(P3,P4), 
(10) OR(P2,P3,P4), (11) XOR(P1,OR(P2,P3)), (12) XOR(P1,OR(P2,P4)), (13) XOR(P1,OR( P3, 
P4)) 

   
 

                                               (1)                                     (2) 

Fig. 3. Recovered secrets for a qualified set (1) Secret1, (2) Secret2 

6 Conclusion 

In this paper a construction of (k, n)* probabilistic VCS with improved contrast is 
proposed. A construction of (k, n)*- probabilistic VCS which encrypt plural secret 
images (two) simultaneously is also proposed in this paper. 
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Abstract. In recent years there has been substantial increase in both online con-
ducted industrial espionage and hacking, resulting in heavy losses to various 
organizations across the globe. According to the U.S. officials’ estimations 
American companies in 2009 lost $50 billion alone due to cyber- espionage. 
The global losses due to internet hacking is estimated to be more than $1 tril-
lion. Several techniques and methods are being used to protect data and network 
but all these techniques have been proved inefficient by the black hats. Then 
some organizations realized the need for counter attacking the attackers, but 
there approach doesn’t differentiate an innocent user from an attacker. These 
techniques mainly focus on tracing or counter attacking the suspected attacker 
on the basis of the IP address retrieved. But the actual attacker may spoof his IP 
address and therefore some other person may be affected by the counter attack. 
Moreover tracing an attacker on the basis of the spoofed IP is also a very diffi-
cult task. We have proposed a new technique for a counter attack which will ef-
ficiently differentiate between an attacker and a normal user. We mainly focus 
on entering the users system and verify his authenticity and ultimately making 
the task of tracing very simple. 

Keywords: Cryptography, counter attack, access control, spyware program,  
data compression, cyber war. 

1 Introduction 

Cyber security has become one of the major concerns for the entire world. Many or-
ganizations including US military and Indian home ministry have faced internet at-
tacks by various hacker groups. Generally Cryptography and data compression are 
used for protecting confidential data from such attacks, but modern technologies pro-
vide cracks for both of these protection techniques. Another method being used is 
access control through credentials (passwords/identity numbers or codes), but using 
modern tools they can be easily bypassed. Therefore there is a need for some active 
defense system which can control the cyber-attacks and also help to identify or trace 
the attacker. In the proposed technique a simple counter attack mechanism is used 
which also restrict the users to access some confidential data. This technique is meant 
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for protecting some data whose access is permitted to very few people, like military 
data, intelligence agencies’ data etc. Recent attacks by china based hacker groups on 
various organizations of the United States and NSA’s PRISM proves how advance 
and powerful the hackers have become. So an active protection scheme is urgently 
needed to protect our important and confidential data. A new term, “Cyber war” has 
emerged as a n important aspect in modern world, so protection against cyber-attacks 
will play an important role in any countries security plan. The proposed technique 
provides security and also an ease to trace or attack on the attacker. 

The overall structure of this paper is organized as: Section 2 includes the literature 
review about different kinds of work done by the various authors related to data secu-
rity, access control and counter attack techniques. The novelty of the proposed idea is 
discussed in Section 3. Problems with counter attack techniques are discussed in Sec-
tion 4. Section 5 contains proposed technique. The work is concluded in Section 6 
with applications of proposed technique. The scope of future work in this field is giv-
en in Section 7. 

2 Literature Review 

In [1] hack back mechanism is described in which the IP address, by which attack is 
made, is used to counter attack on the attacker. But this may harm many innocent 
users in case the attacker has spoofed his IP. Authors in [2] proposed a POR scheme 
where the main difference was that the client uses erasure codes to encode her file 
before uploading. This enables resilience against data losses at the server side: the 
client may reconstruct her data even if the server corrupts (deletes or modifies) a por-
tion of it. The scheme [4] achieves batch auditing where multiple delegated auditing 
tasks from different users can be performed simultaneously by the TPA in a privacy-
preserving manner. The focus of [6] is on worm transformation and propagation 
schemes. After a new worm has been captured the message of the original worm is 
transformed into an anti- worm through a payload search algorithm, then an anti-
worm code is generated and embed in the payload. In [7] a Linux 2.6 prototype  
system have been implemented that utilizes the TPM measurement and attestation, 
existing Linux network control (Netfilter), and existing corporate policy management 
tools in the Tivoli Access Manager to control any remote client access to  the corpo-
rate data and hence preventing unauthorized users to access the protected data . In [8] 
the client maintains some amount of metadata to verify the data security and integrity.  
The  response challenge protocol  transmits  a  small,  constant  amount  of  data,  
which  reduces  network communication. The experiments using their implementation 
verify the practicality of PDP and reveal that the performance of PDP is bounded by 
disk I/O and not by cryptographic computation. Juels and Kaliski [9] proposes an 
architecture to generate an anti-worm. The architecture has following challenges: new 
worm detection, transforming a worm into an anti-worm, and anti- worm propagation 
schemes. Staniford et al. [10] predicts that, worms with better scanning algorithms 
can infect 90 percent of the hosts, likely to be affected in few minutes. Ioannidis et al. 
[11] proposed a concept to distribute IPSEC credentials through trust management. 
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[12,13] uses access matrix style policies, such as role based access control, associate 
policies with subjects or roles that stand for a set of subjects. Data possession of mul-
tiple replicas across the distributed storage system is ensured in [15].  

3 Problem Definition and Novelty 

Protecting data from hackers have become a very difficult task even for the top organ-
izations of the world. Either it be hacking of US governments data by Wiki leaks or 
attacks by China based hacker groups on United States’ sensitive information or at-
tacks on Indian organizations, all of these attacks proves the inability of current 
technologies to deal with such attacks. The operation PRISM by NSA also clearly 
defines the importance of cyber monitoring and surveillance on internet in security of 
any country.  A counter attack is not possible in public domain but by using the pro-
posed technique we can trace any person on internet. This paper presents an efficient 
mechanism for controlling online data theft and cyber-attacks. The proposed me-
chanism is based on finding the exact attacker (hacker) and taking appropriate action 
against the attacker. This technique can be easily used and is meant for organizations 
where only few people are authorized to access any confidential data. But for tracing 
and monitoring purpose, this can be efficiently used in any domain. 

4 Problems with Counter Attacks 

The major concern is back attack on some other site through which the attacker has 
carried out the attack to hide his identity. This will harm the innocent internet user and 
black hats will remain in safe side. Another problem is that if we say that it is illegal 
for someone to attack on us, then it is also illegal for us to counter attack. The current 
law doesn’t allow counter attacks. If a victim of any cyber- crime tries to report the 
crime to the police, he will have to show that the crime meets the investigation thre-
shold. So, unless it’s not a large multibillion-dollar company any cyber police or 
security agency will not be interested to solve the problem actively. Moreover, after 
the attack if the IP address of the attacker is found and a security expert tries to 
trace the attacker, most of the times the investigation ends up in reaching to a zom-
bie, a site that a hacker use to make an attack, and not the actual hacker. 

5 Proposed Technique 

Instead of storing the data on the master system it is being stored in the storage sys-
tems and the master system acts as an interface between the user and the storage  
systems. The master system is responsible for the security of the data stored in the 
storage systems. To access the stored data any user will have to authenticate 
through the master system. No attempt can be made to bypass the master system 
and get access to the storage systems as master system is connected to the storage 
systems by a local network. So, here we mainly focus on protecting the master system. 
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When the user tries to access the protected data he’s asked to prove his authenticity 
through valid credentials as shown in USER_AUTHENTICATION (u_name , pass) 
function in Fig. 1. This function will check user’s authenticity and along with the 
execution of this function a spyware program Fig. 5 will be installed in the user’s 
system that will return user’s IP address and can also be used to crash his system. 

This Spyware program will be sent in encrypted form or zipped form to bypass 
any antivirus or firewall. It will be automatically decrypted or unzipped on reaching 
the user’s system and will execute there. All this procedure will take place in the 
authentication unit as shown in Fig. 2. The authentication unit contains a list of IP 
addresses of all the authorized users. It will check the IP address returned by the 
spyware program in the list of authorized users list, if found it will put the value of a 
Boolean variable, flag, as 3.  If flag is found equal to 1 the control will be transferred 
to the verification unit as shown in Fig. 4.  

 

Fig. 1. Communication link between Master and Storage servers 

 

Fig. 2. The Proposed technique: Communication between User, Master server and storage 
servers 
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The verification unit will now verify whether the user is an authorized user or not. 
It will send a confirmation message to all the authorized users and the user who has 
asked for data access will have to reply with a positive response. Others are free to 
reply with a negative response or not reply at all. If at least one positive response is 
received by the verification unit, it will return the control to the authentication unit 
with a positive reply and the authentication unit will allow the user to access the 
protected data.  Otherwise the verification unit will give a negative response to the 
authentication unit and it will not allow the user to access the data and will inform 
the person responsible for secure data management or any other official. 

The authentication unit and the verification unit refers to two different tasks that 
the master system performs in order to find out whether the user is an authorized 
user or an attacker. Both these units continuously communicate and their tasks are 
synchronized for obtaining high level of security. All the initial security checks are 
made by the authentication unit while the verification unit at last verifies whether  
the initial authentication was correct or not. Explanation of these two units is given 
below. 

Authentication Unit: This portion of the master system performs all the initial 
security checks. When the user tries to access the protected data, he is asked to prove 
his authenticity, and during this the authentication unit sends a spyware program (as 
shown in Fig. 5) to the user’s system. This spyware program automatically starts in 
the user’s system and finds his IP address and other related information. This au-
thentication unit also contains a list of authorized users. In this list the current user 
is checked based on the Information retrieved by the spyware program. If the user 
proves his authenticity and is found in the list of authorized users the control is trans-
ferred to the verification unit. 

Verification Unit: The user is found authorized to access the data by the authentica-
tion unit, but it may be possible that any hacker might be using any authorized user’s 
system and credentials so a verification system is used. As soon as the control i s 
transferred to the verification unit, this unit sends a verification message to all the 
authorized users. The user requesting to access the data needs to reply with a positive 
response, others may reply with a negative response or not reply at all. If even one 
positive reply is obtained, a positive response is sent to the authentication unit and 
the user is given access to the protected data. If no response is found, the respective 
security officer is informed about the attack and the user is considered as an attacker. 
A negative response is sent to the authentication unit and the spyware program is 
used to attack on the hacker.  

Assumptions: 

U(A) User authentication 
U(S)  User’s system 
S(AP)System authentication page  
S(WP) System welcome page  
S(PG)  Spyware program  
M_SYSMaster system  
S_SYSStorage systems 
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Au[ ] Set or collection of authorized users’ IP address 
N  Total number of authorized users 
Get_u_ip( )  Function that will retrieve and return user’s IP address to the monitor-
ing system. 
VERIFY(AU[I])Sends a verification message to all the authorized users and returns 
there responces. 
ALARM Sends a message to all the concerned officials. 
TRACE(X )  Function to trace the attacker with IP address X. 

 

 

Fig. 3. Main Function of the attack back Mechanism 

 

Fig. 4. Function to check for user authentication 
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Fig. 5. Spyware program 

6 Conclusion 

Internet based counter attack mechanisms on public domain are not possible current-
ly, but they can be used for some specific organizations where any data theft can 
cause a lot of damage. In the internet age almost all organizations have put their data 
online, therefore security of this data have become essential.  The proposed technique 
can be used exactly or can be modified into a better one for security of our confiden-
tial data. The proposed technique provides high level of active security and attack 
back option at low cost and less complexity.  As per our knowledge there is no such 
method for an efficient counter attack and access control, so this technique can be 
considered as a base to such a protection scheme. The main focus of the proposed 
technique is the spyware program that is designed to bypass any antivirus software or 
firewalls to get the user’s details and also to attack on the hacker. 

7 Future Work 

The use of the proposed technique can have following two effects: 

1. This technique will provide security to any organization’s data, and also provide an 
ease to find out the actual sources of cyber-attacks. This will definitely reduce the 
time and cost of any investigation of cyber-crimes. Organizations like intelligence 
agencies, military and government organizations with some sensitive information can 
be benefitted by the proposed technique. 
 2. If used in public domain, misuse of the proposed technique can be made. Compa-
nies may use this technique to steal their competitors’ data, or try to damage their 
systems. That’s why only some selected organizations should use this technique for 
self-defense by following certain rules of its use. 
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Abstract. The horizontal IaaS federation is an emerging concept where
the virtual resources are delivered to the users from the federated entities.
There are a few challenges to manage the virtual resources securely in
federated environment as follows. First, the virtual resources are spread
over the federating entities. Second, the federation is a special case of
distributed system where the resources are collectively owned by the
federating participants. This paper proposes a security framework for the
management of federated virtual resources by splitting all the security
related modules into two parts: local and global sub-modules.
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1 Introduction

In horizontal IaaS federation [1], the service providers (SePs) lend transpar-
ently the virtual resources through the federation of one or more infrastruc-
ture provider (InP) using the brokered architecture. The federation gains the
economies of scale due to the elastic availability of virtual resources. It also
overcomes the shortage of virtual resources in the SePs. With such advantages,
there are some issues like resource management among federating InPs which
needs to be addressed. Various frameworks have been proposed to address the
problem of resource management among federating InPs.

Some current frameworks [2–4] for the resource management in the federa-
tion concentrate on interoperability among federating InPs through agents and
ontology. The other work like Reference Architecture for Semantically Interop-
erable Clouds (RASIC) [5] gives semantic-based framework for the information
dissemination of entities, services and resources. The IBM’s Reservoir Model [6]
and a framework by Singhal et al. [7] pointed out a few security issues, but their
frameworks do not address the security issues.

In any open or closed system, the resources are managed by a cohesive system
consisting of the Resource Access Control (RAC) mechanism through their com-
panion Identity Management (IdM) and Authentication System (AS). But, the
management of virtual resources is treated differently in the federation because
the virtual resources are distributed over the federated InPs. The resources are
also cooperatively owned by federating participants, e.g. a virtual machine is
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cooperatively owned by both SeP and InP. The resource administration in the
federated environment can be handled by dividing all the three components—
RAC, IdM and AS—into the local and cooperative administration. The local
component of each module assists the global federated module to perform its
function.

In this paper, we first propose a security framework by dividing all three com-
ponents into local and global federated modules. Each component of the security
framework works together to securely administer the virtual resources in the fed-
eration. The current literatures are also investigated to fulfil the requirements
of component division of the proposed security framework.

The rest of the paper is organized as follows. The related work and their
limitations are presented in Section 2. The brief introduction of horizontal IaaS
federation is presented in Section 3. The security framework for the management
of virtual resources is proposed in Section 4. The concluding remarks for the
presented work are given in Section 5.

2 Related Work

SWIFT [8] is an identity management framework which facilitates the virtual
identities of the subjects as a subset of federating participants. But SWIFT iden-
tity management requires user intervention to initiate the authentication process.
iMark [9] is an abstract identity management for the virtual resources based on
three main principles of separation of identity and location, local autonomy, and
global identifier space but it does not provide the identities of subjects.

The existing literature on federated access control models provide resource
administration between only two entities using the concept of role mapping,
inter-domain access rights, inter-domain operations and attribute mapping in
standard RBAC [10] and/or ABAC [11] model(s). The role mapping allows the
role to be mapped from one domain to another domain respectively. The inter-
domain operations and access rights are operations and access rights between
two entities. The attribute mapping allows the attribute of the roles from one
domain to another domain.

FPM-RBAC [12] extends RBAC through inter-domain operations, access
rights, role mapping and attribute mapping by defining inter-domain policy.
Yong H. [13] extends RBAC through role mapping and trust between the
federating entities. Alcaraz Calero et al. [14] propose an authorization model for
cloud computing by extending RBAC and hierarchical subject grouping in which
the subjects are hierarchical tuples. MTAS and AMTAS [15] extend RBAC
through role mapping and trust assertions with a decentralized authority to
build trust relation among collaborative tenants. MD ABAC model [16] extends
ABAC and RBAC using attribute mapping and; role and policy mapping re-
spectively. Lianzhong and Peng [17] extend RBAC through role mapping across
the domains function. All the above mentioned RAC models give the adminis-
tration of resources between two entities and they fail for more than two entities.
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But the recent FACM [18] fulfils the many-to-many requirement (i.e. the federa-
tion among two or more InPs) of resource administration by dividing into local
and global components.

3 Horizontal IaaS Federation

Typically, the cloud provider supplies virtual resources to its users. But the cloud
provider may not be able to supply virtual resources due to the saturation of vir-
tual resources or unavailability of homogeneous virtual resources. This situation
can be handled by the federation of cloud providers.

The horizontal IaaS federation supplies the virtual resources (e.g. virtual ma-
chines, virtual nodes and virtual links) through the federation of a set of infras-
tructure providers (InPs) to the users of service providers (SePs). The SePs and
InPs are entities in the federation. Thus, the federation ecosystem has two types
of participants/roles: i) Entities e.g. SePs or InPs and ii) Users. The federation
facilitates the user-level management of virtual resources and network topol-
ogy through the process of transparent federation instantiation for the users.
So the users can get unbounded and inexpensive virtual resources through the
competitive business market of transparent federation.

Fig. 1 shows an example of federation ecosystem. It consists of two SePs,
three InPs and three users. Each IaaS cloud provider can be SeP, InP or both.
The three entities are {SeP#1, InP#1}, {InP#2} and {SeP#3, InP#3} in the
federation ecosystem. The bottom long-dashed rectangles are the physical in-
frastructures (PIn) of three InPs. SeP#1 has a user User#1. SeP#3 has two
users User#2 and User#3. There are seven network segments from three InPs.
Each SeP establishes a federation among InPs for its users, e.g. SeP#3 estab-
lishes a federation among InP#1, InP#2 and InP#3 for the user User#3. The
users User#1, User#2 and User#3 create the network topologies {V N1, V N6},
{V N3, V N4, V N7} and {V N2, V N5} respectively.

The maintenance of the virtual resources is performed jointly by the subset
of federating participants. The resources are also owned jointly by the subset
of federating participants. To explore the different challenges in the resource
management, consider a federation among InP#1 and InP#3 for User#1 of
SeP#1. The virtual machines are created by their respective InPs upon receiving
the request of creation from SePs. So, each virtual resource is collectively owned
and managed by the SePs and a set of InPs, e.g. the virtual machine 12′ is
collectively owned and managed by SeP#1 and InP#3. Therefore, the subject
of the object 12′ (i.e. virtual machine) is {SeP#1,InP#3}. Similarly, the virtual
link (4′, 9′) is collectively owned and managed by SeP#1, InP#1 and InP#3.
Therefore, the subject of the object (4′, 9′) is {SeP#1, InP#1, InP#3}.

Similarly, the mechanisms to identify and authenticate the subjects must also
be cooperatively performed by the subset of federating roles. As an example,
the authentication of the subject like {SeP#1, InP#1, InP#3} is a union of
the identities from three federating participants SeP#1, InP#1 and InP#3.
The authentication of the subject {SeP#1, InP#1, InP#3} must also be done
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Fig. 1. Horizontal IaaS federation example

by three federating entities SeP#1, InP#1 and InP#3. In short, all the three
functions of resource management need to be cooperatively performed by the
entities and users.

4 Security Framework

The security framework consists of three participants namely i) Users, ii) Cloud
modules and a Broker as shown in Fig. 2. The term cloud module is used to
generalize the cloud provider to be a SeP, InP or both. The cloud module fur-
ther consists of six sub-modules: i) Virtual Infrastructure (VIn), ii) Physical In-
frastructure (PIn), iii) Cloud Controller (CC), iv) local and federated Resource
Access Control (RAC), v) local and federated Identity Management (IdM) and
vi) local Authentication Agents (AA) and federated Authentication System (AS).
The former three components provide the mechanism required for the cloud com-
puting. The three later components out of six provide secured virtual resource
management in the horizontal IaaS federation. The users have only local Authen-
tication Agents (AA) to participate in any authentication process. The Broker
facilitates the three well-defined functions: advertising, discovery and matching
of virtual resources required for the federation.
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Fig. 2. Security Framework for Virtual Resource Management

4.1 Cloud Computing Components

The PIn consists of i) PIn resources and ii) PIn services. The PIn resources
include the physical resources like physical machines, links, switches, routers etc.
The PIn services include the services of managing physical resources. The VIn
consists of i) VIn resources and ii) VIn services. The VIn resources are virtual
resources like virtual machines, virtual links, virtual switch, virtual routers etc.
The VIn Services include the creation of virtual machines, virtual node and
virtual links etc. The cloud controller performs a function of a standard interface
to the cloud users.

4.2 Local and Federated IdM

The two parts of the identity management module are responsible for the man-
agement of the subjects’ identities in the local and federated environment. The
local identity management is significant for local namespace while the federated
identity management is responsible for federated identities of subjects. The fed-
erated identities are dynamically created by the federated InPs and third-party
trusted entity like broker after the successful federation among the InPs. The
federated IdM uses federated AS to authenticate such subjects.
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4.3 Local AA and Federated AS

The virtual resources are jointly controlled by the set of participant in the fed-
eration. So, the subjects consist of one or more participant. Each such subject
needs to be authenticated by each participants. Each entity or user has a local
authentication agent (AA) which takes part in the joint authentication of sub-
ject before any authorization process on the subject over objects. The federated
AS is present in all the federating roles which performs joint authentication of
the subjects.

4.4 Local and Federated RAC

The resource management in the federation performed two parts—local and
federated—of the Resource Access Control mechanism. The local part is respon-
sible for the administration of local physical and virtual resources in the InP. The
federated part is responsible for the cooperative administration of the federated
resources among InPs. The local and federated RAC uses federated IdM and AS
for the identification of the subjects and their authentication respectively.

5 Conclusion

The horizontal IaaS federation is an emerging research area which provides vir-
tual resources through the federation of IaaS cloud providers to the customers.
The federation results in a few securities related issues like cooperative man-
agement of virtual resources among the federating participants. The security
framework has been proposed to address the cooperative management of vir-
tual resources in the federation. The existing solutions for the components in
the proposed security framework partially fulfil the requirements of cooperative
management of virtual resources in the federation.
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Abstract. With the advent of latest data mining techniques, preserving the pri-
vacy of individual’s data became a persistent issue. Every day tremendous 
amount of data is being generated electronically with increasing concern of data 
privacy. Such data when gets disseminated among various data analysts, the 
privacy of individuals may be breached, as the released information may be 
personal and sensitive in nature. Irrespective of the type of data whether numer-
ical, categorical, mixed, time series etc, accurate analyses of such data with  
privacy preservation is a pervasive task. And due to the complex nature of time 
series data, analyzing such kind of data without harming its privacy is an open 
and challenging issue. In this paper we have addressed the issue of analyzing 
records with preserved privacy, and the data under consideration are expressed 
in terms of numerical time series of equal length. We have developed a data 
perturbation method with wavelet representation of time series data. Our expe-
rimental results show that the proposed method is effective in preserving the 
trade-off between data utility and privacy of time series. 

Keywords: Time series, Discrete Wavelet Transform, data privacy, data utility. 

1 Introduction 

Advancement of information and computer technologies has enabled different publi-
cand private organizations to easily collect, store and manage large volume of data 
electronically. There is a huge paradigm shift in a way the information are collected, 
shared and analyzed for strategic planning and decision making process in various 
areas of medical, marketing, official statistics and so on. When data gets disseminated 
amongdifferent users for analysis, protecting individual’s privacy becomes an impor-
tant issue, as information related to them may be personal and sensitive in nature. 
Such data if revealed may raise various social and ethical issues. As shown in [1] 
there exist several kinds of disclosure risks to the privacy of the individuals. In addi-
tion, many countries have strict legislation against such privacy breaches. 

In this paper we have addressed the issue of analyzing the time series data by pre-
serving its privacy. A time series data x can be defined by pairs as (xi,ti)for  
i = 1…nwhere ti corresponds to the temporal variable and xi is the variable that  
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depends on time ti or we can say that it is a dependent variable. Such data have a great 
importance in many areas as medical science, finance, computer network, speech 
signalsand so on. In time series data mining various tasks like pattern classification, 
rule extraction, clustering of time series data and other well known techniques exist in 
theliterature [10,15,16,17]. To compute the similarity between any two time series 
data, several distance functions exist in the literature. To name a few are Short Time  
Series(STS) distance, cross correlation matrix, Dynamic Time Wrapping (DTW) dis-
tance, Kulback-Liebler distance, probability based functions and so on. Here in this 
paper we have experimented with Euclidean distance. As the time series data features 
different characteristics, namely amplitude, peak and trough, periodicity, trend and so 
on, each of these characteristics becomes confidential and which a data provider may 
need to protect. 

The problem is how to extract relevant knowledge from large amount of data at the 
same time protecting sensitive information existing in the database. The simplest way 
is to perturb the data before it is disseminated to data analysts. But simply perturbing 
the data may not serve the purpose as it is a challenging task to have a better trade-off 
between data utility and disclosure risk. Simple random perturbation of data by add-
ing or multiplying noise to the data is not enough for its protection. As it can be seen 
in [2] that even from perturbed data, its distribution can still fairly be reconstructed-
from it. In case of time series data simple perturbation technique is not capable of 
dimensionality reduction of the data while random projection is not capable of pre-
serving the relative order of distances among time series. Thus the need arises of  
developing a method which can not only reduce the dimensionality of data but at 
thesame time achieve a better trade-off between data utility and data privacy by pre-
serving the relative distance order among data and data disclosure risk. Again if we  
observe that in reality, time domain signals are in time-amplitude representation and if 
we convert the signal with Fourier Transform, we obtain the frequency-amplitude 
representation. Fourier transformed data may be useful for stationary signals but for 
non-stationary signals, we need to have wavelet transformation of signals. Almost all 
biomedical signals like EEG, ECG FMG etc are non-stationary signals with fre-
quency-time representation. In this paper we have made an attempt to work with dis-
crete wavelet transformed time series to meet our requirements. 

The rest of the paper is organized as follows. Section 2 gives some related concepts 
and other preliminaries in conjunction with time series data and proposed method in 
particular. In Section 3, we present the proposed method related to time series data 
protection. In Section 4, experimental data and results are presented and the effective-
ness of the proposed method is assessed. Finally, in Section 5 conclusions with future 
work are drawn. 

2 Related Concepts 

2.1 Distance Order and Data Uncertainty 

We have made an assumption that to maintain a better mining accuracy of data after-
perturbation, the distance order among data needs to be preserved [4,7]. Distance 
orders represent the relative orders among distances between time series data.  
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Normally it is difficult to achieve both privacy and data utility at the same time. In the 
proposed model, data utility of the perturbed time series data is measured based on 
distance order. 
 
Definition 1. Let x, y and v be the time series data of length l, and with respect to it 
let xˊ, yˊ and vˊ be the corresponding perturbed data. Now we have made an as-
sumption that the relative distances among x, y and v are preserved only if the follow-
ing implications holds. ( ,  ( , = (  ,   (  ,                         (1) ( ,  ( , = (  ,   (  ,                          (2) 

where dist is the Euclidean distance. 
We have also made an assumption that to preserve the privacy of data, uncertainty 

of the data needs to be preserved. As can be seen in [14] data uncertainty between two 
time series is defined as the standard deviation of differences of their correspond in-
gentries. 

Definition 2. Let x be a time series of length l, xˊ be the perturbed version of x. Now 
let us assume that xˊ is released and xr be the recovered time series from xˊ by ad-
versaries. Uncertainty between x and xˊ is defined as in 3 while uncertainty between 
x and xr is defined as in 4 ( ,  = ( ,                                   (3) ( , = ( ,                                  (4) 

Eq. 3 gives the uncertainty as the amount of noise being added to the originaldata for 
perturbation. Equation 4 gives an idea about the amount of noise remained inthe data 
after reconstruction from the modified data by adversaries. Now smaller the differ-
ence between u(x,x ˊ ) and u(x,xr), the better the privacy preservation is, that 
is| ( ,    ( , r |, should be minimal [14]. 

In our experiment the recovery of time series xr from the perturbed time series xˊ is 
done by applying the Haar wavelet filter to the perturbed time series. Inverse DWT is 
used to get xr from xˊ after zero out the approximation coefficients where the concen-
tration of noise is more than detail coefficients of the signal. A detailed study on de-
noising method can be seen in [5]. 

2.2 Discrete Wavelet Transformation of Time Series 

Discrete Wavelet Transformation (DWT) of time series is done generally to reduce 
the dimensionality of time series data. The dimensionality reduction is done by pass-
ing a signal through filters (high-pass and low-pass), breaking the signal into detail 
and approximation coefficients. Let a signal x be passed through the filters h(x)  
and l(x), where h(x) is the high pass filter and l(x) is the low pass filter. Now once  
x passes through h(x) and l(x), x is transformed to detail coefficients d1, d2 and  
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Fig. 1. A Two Level Decomposition of Signal 

Approximation coefficient a2 as shown in Fig. 1. Where d1, d2 are the first and second 
level detail coefficients and a2 is the second level approximation coefficient. This can 
be repeated as long as the desired level is not obtained where at each level the signal is 
decomposed by a factor of 2 by the half band filters. The original signal can be recon-
structed from the approximation and detail coefficients at every level. It can be done by 
up-sampling by 2 at every level while passing though the filters and adding them. 

There exist a number of wavelets namely Haar, Daubechies wavelets, Symlets, 
Coiflets etc with different basis functions for DWT. The basis function characterizes-
the behaviour of DWT, and in this paper we have used Haar wavelet with single level 
decomposition, whose basis function  (  for signal x can be described as in equa-
tion5. A detail work on DWT based time series data mining can be found in [3]. 

( = 1   0 11 1 0                                           (5) 

2.3 Perturbation of Time Series Data 

There exist related methods of time series perturbation in the literature as we can see 
in the works [11,12,14,18]. For the first time Mukherjee et al. [11] have used Discrete 
Fourier Transformations of time series for its privacy preservation. Later it was 
pointed out by Kim et. al. [6] that the method developed by Mukherjee et. al. is not 
efficient in preserving the privacy of time series as the original signal can be recon-
structed by inverse DFT. Papadimitriou et. al. [14] came with a new concept of DFT 
and DWT based time series privacy preserving techniques. From their experimental 
results they came up with the conclusion that DWT based solution are more efficient 
than Fourier related solution in preserving the uncertainty of time series, which indi-
cates better privacy preservation of time series. 

In this paper we have focused in two much related methods namely RAND and 
WAVE[9]. RAND basically distorts the time series by randomization without trans-
forming the signal into wavelets. The random numbers are generated based on the 
Gaussian distribution of mean 0 and standard deviation . To preserve the distance 
order amongtime-series, the noise averaging effect of piecewise aggregate approxima-
tion (PAA) is used. The whole idea is to generate white noise which eventually con-
verges to 0 as the mean is 0. The RAND method though it is capable to preserve the 
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distance order but is not much efficient in privacy preservation. Thus the authors pro-
posed another method named WAVE, which again perturbs time series, but the pertur-
bation is done after wavelet transformation of time series. The method generates 
wavelet based noise to perturb the time series. It still uses PAA distance to compare 
distance orders among time series. Though WAVE has been found to be efficient in 
privacy preservation by overcoming the wavelet filtering attack but distance orders 
among time series are not preserved. Our proposed method named as PRAWN (Piece-
wise RAndomization using Wavelet based Noise) is designed keeping RAND and 
WAVE as baseline methods. 

3 Proposed Method 

In the proposed method PRAWN (Piece-wise RAndomization using Wavelet based 
Noise)as given in algorithm 2, n time series  =  , , … .  of length l are de-
composed into wavelets using DWT. The decomposition is done into single level to 
get the approximation wavelet coefficients   =  , , … . . Once we have 
obtained  it is thendivided into several p pieces of length / , where p is the input 
parameter and  = /2. Instep 3 wavelets are grouped into groups consisting of k or 
(2k - 1) time-series wavelets in each group using P-G (Piece-wise Grouping) method. 
As can be seen in algorithm1, the groups are formed individually in every piece. The 
mean µi is found by computing the mean of the wavelets in each piece pi. To find the 
similarity among wavelets, the Euclidean distance measure is used. Once the groups 
are formed consisting of k and(2k-1) wavelets, k being the input parameter, noise 
piece  for each group gijis form edusing GaussRand (0,  ), with mean 0 and  is 
the standard deviation of the wavelets in group gijas shown in step 6 of algorithm 2. 
The noise pieces  are added with the corresponding , where  is the w-th 
coefficient of j-th group. Steps 5 to 7 are repeated as long as noises are not formed for 
all the individual groups in p pieces. In step 9 noise pieces  are concatenated to 
form noise series Nq. Once we get noise series Nq we get the distorted series  = , , … . through inverse DWT using Nq as approximation coefficients. The 
graphical representation of the proposed method is shown in Fig. 2. 

 
Algorithm 1. P-G (Piece-wise Grouping) 

1. Compute the mean µi of the wavelets in each piece p, where i = 1, 2,….p. 
2. Piece-wise sort all the wavelets in ascending order with respect to its distance to µi 

3. Piece-wise group the nearest (k-1) wavelets with the first wavelet and simultane-
ously with the (k-1) wavelets with the last wavelet. 

4. Repeat step 2 as long as there exist at least 2k wavelets. 
5. Form a separate group with the remaining wavelets. 
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purpose we have collected three different variants of time series datasets. We have 
applied our algorithm to these data, testing with different values of k. 

The time series datasets we have considered for our experiments 
are“ECG200”,“CBF” and “Stock Market Data”. The “Stock Market Data” consists of 
daily opening prices of 35 companies listed under National Stock Exchange (NSE), 
India. The historical information of the opening prices of different companies of about 
1 year has been obtained from (NSE, India) [13]. The datasets “ECG200” and “CBF” 
are from UCRdata [8], where “ECG200” has 600 time series of length 319 and “CBF” 
dataset has143 time series of length 60. The primary reasons for considering 
“ECG200”, “CBF” and “Stock Market Data” are that firstly they are easily and pub-
licly available and secondly the data under consideration corresponds to time series 
data which meets our requirements. 

 

Fig. 3. Experimental Results on Stock Market Dataset 

 

Fig. 4. Experimental Results on CBF Dataset 
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The experimental results are shown in the Fig. 3, 4, 5 and 6. The figures providea 
view of the performances of PRAWN in “Stock Market Data", “CBF” and 
“ECG200”respectively. The performances are computed as how the distance orders 
and uncertainties are preserved among time series in various datasets with different 
values of k.  

The distance orders and uncertainties are calculated as described in Section 2.1. 
Comparisons are also shown by measuring the trade-off between distance order and 
uncertainty. To preserve the distance orders among time series, the series is divided 
into individual pieces and perturbation is done group wise individually in each piece. 
When compared with RAND which preserves better distance order and WAVE which 
claims to achieve better uncertainty, our proposed method PRAWN goes on par with 
both the methods as can be seen in Fig. 6. At some instances of “CBF” and 
“ECG200” datasets PRAWN outperforms RAND and WAVE by having a better trade-
off between distance order among time series and uncertainty as can be seen in the 
Fig. 6. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 5. Experimental Results on ECG200 Dataset 

 

Fig. 6. Comparison of PRAWN, RAND and WAVE Methods 
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5 Conclusion 

In this paper we have proposed a new method PRAWN which can be used to preserve 
the privacy of time series data of equal length with better mining accuracy. The pro-
posed method works with wavelet transformed time series to preserve its privacy 
while analyzing the data. The method is flexible, by having the adjustable parameters 
k and p, as these two parameters can be adjusted accordingly to achieve a better trade-
off between distance order and uncertainty among time series data. 

The performance of the proposed method is analyzed with the publicly available 
standard time series datasets. The experimental results proves our claim by showing it 
effectiveness based on the parameters of distance order and uncertainty, where dis-
tance order indicates data utility and uncertainty indicates data privacy. The method is 
also compared with other existing methods based on the trade-off between distance 
order and uncertainty. Comparison with other methods proves that the proposed 
method stands on par with those methods and under some instances it performs better. 
For future work the method may be extended to preserve the privacy of time series of 
unequal length. Further research can also be carried on determining the optimal values 
of k and p. 
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Abstract. BYOD (Bring Your Own Device) is a business policy to allow 
employees to bring their own devices at their work. The employee uses the 
same device in and out of the corporate office and during outside use, it may be 
connected to insecure internet and critical corporate data become public or 
when a device is used in an insecure environment, it may get infected by big 
threats and they may get activated when the device is used in organization’s 
environment and may harm the confidential information. In both cases the 
organization will be in losing side because if internal data become public it may 
hurt business strategies and future policies. If internal organization gets infected 
from outside attack, it will certainly hurt the business in any way. In this paper 
we are suggesting some approaches which can guard against these types of 
threat and secure the corporate data. 

1 Introduction 

Vodafone techies say: “The growing pace of consumerization of IT means that 
employees are having a greater say in the technology that they use in the workplace, 
including their own devices.” 

Means, the fast growing IT world have a vast range of IT means that can provide 
better availability, accessibility, mobility and also cost saving to industry [2]. Devices 
like smartphones; tablets etc. give the employee options to access their work tool or 
stuff anywhere in their organization. This is what BYOD is, bring your own personal 
devices and access your work utilities anywhere in office premises (i.e. wherever 
companies’ wireless network available) [8]. 

Here we must understand the difference between accessing the wireless network as 
a guest and BYOD. In first one, the user use the wireless network to access the 
internet in general, but in second one, the employees use the wireless network to 
access their work tools which contain critical information about their organization, 
network infrastructure etc. 

For example, BMC remedy is an IT management tools works with ARS (Action 
Request System) to perform tasks and troubleshoot Incidents regarding network 
devices, servers. In this way it contains a lots of sensitive information related to 
network infrastructure. 
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In today’s world, we have a variety of mobile devices that can be used not only for 
entertainment but for work also. In that way they not only increase availability & 
mobility to employee but also cost saving & productivity for organization as the 
employee bring their own device and be available whenever business needs them. 
Thus it provides a win-win situation to both employee and the organization [5]. IT 
means are strong enough to run heavy apps with good processing speed and huge 
primary storage. 

Basic approach used in industries to implement BYOD is to using MDM (Mobile 
Device Management) tools. MDM tools are used to secure, monitor, manage and 
support the mobile devices deployed in enterprises. These tools are becoming the 
basic need for the wireless networks as they do all operations from beginning to end. 

For device enrolment these provides features like connection setup, device 
registration, and user authentication, restrictions based on platform or version. For 
security these provides passcode, encryption, and compliance, restrictions based on 
the use of device features or applications.  MDM tools are able to configure profiles, 
time-based profiles, certificates, accounts. For maintainability these can be used to 
monitor the policies, location, alerts, rules etc [7]. 

With all these above features, MDM tools are the first thing each organization 
wants to implement, as these makes it a lot easy to handle BYOD concept. There are 
lots of MDM tools available in market like AirWatch, AmTel MDM, FancyFon, 
MobileIron and a lot more. Actually these tools basically focus on maintenance of 
BYOD devices and have some features of security but good maintenance is the first 
step for security. 

Inspired from MDM a new approach called MAM (Mobile Application 
Management) has been introduced, which focuses on a particular application rather 
than whole device [9]. This is much better way for security as the application 
accessing the corporate data remains in monitoring not the whole device. In this way 
employee also get some flexibility to use his other application which is not going to 
interfere with the corporate data as he will not be prompted for authentication each 
time any other application run. 

2 Problems in Implementing BYOD 

In BYOD, employee uses the organization’s environment to access critical data and at 
that moment the data is safe as the organization has its own polices implemented on 
its security devices [6]. As every device have some kind of Operating system which 
operate on hardware and each OS create some kind of logs, temporary files, history or 
traces that are stored on the device [9]. So when the employee uses the corporate 
network to access internal data and some part of that data may be stored in device as 
logs or in temporary files. After that employee leaves the corporate network and goes 
home or any other place where he/she may use the “Internet” which is highly insecure 
in nature and this poses a huge risk. Secondly, when a mobile device is connected to 
insecure environment or exchange data from unprotected system, it may get infected 
by any virus, worm, Trojan horse, botnet attack etc.[3]. And now, when this device 
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connects to corporate network, it may cause a huge security breach. In normal 
scenario, the network is protected with firewall which stays at the entry point of the 
network as shown in Fig. 1 which monitors and filters all unwanted traffic [4]. In 
contrast Fig. 2 shows a network topology with mobile devices. In case of BYOD, the 
device enters in organization premises in a way that it first get connected to the 
AP/WLC and when the device communicate to extranet, only then the firewall will be 
able to filter the data [1]. It’s like a backdoor entry as the device enters in the network 
silently and becomes active. So, we have two scenarios in which organization need to 
protect data and network.  

a. Internal data moving outside the organization. 
b. Outside threat moving inside the organization’s environment.  

 

Fig. 1. Normal Network topology, only physically connected devices 

 

Fig. 2. Network topology with mobile devices 
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3 BYOD Security Solutions 

For scenario a, when there is vulnerability that organization’s internal data become 
public, we can use some utility to secure data in and out of the organization. There 
must be a single way to access the business tools i.e. all business tools must be 
accessed through this utility. This utility may have web browser like appearance and 
all the business tools must be assessed within this utility. 

For understanding we take an example of Virtual machine which have charac-
teristic to work like an operating system which itself is running on an operating 
system platform. We don’t want our utility to work like a whole operating system but 
have characteristic to allow some application or business tool to run on it. 

Now here is the complete process to work with this utility, first device must 
support the utility so that it can be installed on the mobile devices [10]. Developer 
must keep this issue in mind that different devices work with different platform like 
Android, Windows, or any other proprietary platform. After utility installation the 
features come into play. This utility first authenticate itself to prove its authorization 
to access the business tools. Unauthorized user will be blocked to access business 
tools but may be allowed to continue with their access to wireless network.  

Secondly, all the business tools are accessed through this utility i.e. instead of 
installing business tools on the OS; they are associated with this utility. To understand 
the concept we may use the example of portable browser which is useful in a scenario 
where temporary data, passwords, bookmarks etc. are stored and kept associated with 
browser not in the system memory. That’s why portable browsers are considered as a 
secure thing to do Net Banking, Online Money Transactions etc. on a non-personal 
PC. This connection between utility and the business server act like a tunnel which 
encrypts the data passing through this connection. Another feature of utility is that it 
won’t allow the OS of device to interfere with the data of this utility. In this way the 
data related to business remain accessible only to this utility and moreover OS or any 
application neither can access the data nor create logs or any type of temporary file or 
data. This thing makes it almost isolated from the system. This isolation will help to 
secure data when the user is outside the business environment and accessing the 
insecure internet. By doing this we are making our data confidential and in case of 
exposure encryption will help us to keep our data safe. 

For scenario b, where our concern is when device affected with virus or malware 
enters in the network. We must first understand how it attacks. In first case Fig. 1, 
there is no mobile device, all data is either internal or it is filtered by firewall when 
the source is outside the organization. Now Fig. 3, we are assuming that the mobile 
device is already infected by accessing the insecure internet while it was outside the 
organization. Now the mobile device gets connected to corporate network and start 
communicating with other devices. This mobile device now gets access to the 
business servers, security devices and other sensitive devices. 

At this moment if the code with which the mobile device is infected gets activated 
and start spreading or whatever action it can take can be too much harmful for the 
organization. Proving few examples, the device may start making peers with other  
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Fig. 3. Showing secure access to business tools with utility in right side device 

 

Fig. 4. Wireless network with wireless BYOD 

devices anonymously, making them victim and take controls of the devices. These 
devices may be further used in attacking any particular server or any device to 
perform DDoS attack. In other example, the infected device may start making 
connection to unauthorized zone. This may happen when the device is in control of 
other controller and acts like zombie. Another example is, it can spread some 
malicious code in the LAN network to make lots of devices inactive or unworkable. 
In all cases the organization gets harmed and can cause loss of money and precious 
time to recover from the situation. 

Here are the solutions to tackle these problems. Firstly, implement Wireless 
Intrusion Detection Systems in the organization. IDSs are the hardware device 
sometimes software which sense the data flowing in the network and try to detect any 
malicious activity or unauthorized data flowing in the network based on the signature, 
anomaly, or anything abnormal in data headers. Wireless IDS is one of the types of 
IDS on the basis of implementation. 
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As shown in Fig. 4, IDSs stay in the network and silently check the activities 
happening in the network and type of traffic flowing in the network. For example it 
will keep special eye when any Ad-Hoc network is forming. Normally, an Ad-Hoc 
network may exists for some social activity purpose like gaming, messaging etc.  but 
if there is some abnormality in the Ad-Hoc network like it keeps increasing or it start 
accessing the same services madly then there may be something which is not good for 
the organization. In this case, the IDS will keep checking what type of activity is 
going on in the Ad-Hoc network and what the devices are accessing. Ad-Hoc network 
is just an example of activity, there may be any activity or data which is found 
abnormal is detected by IDS. IDSs are the best thing to stay away from DDOS attack 
in case of BYOD; infected devices are detected as soon as they can by regularly 
monitoring them. 

Basically, IDSs are just to monitor the network and network activities. It can 
perform action like making logs of alerts it catches, do timely checking of 
performance or security parameters and some other things and report these to 
management devices or to any monitoring server but never take actions  against these 
alerts. IPSs can replace them if we need to take immediate action against the 
abnormal activities. IPSs are always the better option as this is the fastest option to 
prevent from any attack.   

Secondly, implement activity logging, reporting and data privacy. Wireless IDSs 
looks for the activities happening in its range i.e. wireless network but it can’t keep 
eye on the things happening in network beyond wireless. For example, a mobile 
device keep trying to access a particular device illegally or it sends some unwanted 
data to any server then it’s hard for wireless IDSs to detect these things. Some IDS 
sensor or any other device must be implemented in the physical network to make logs 
and these logs must be reported to any management service which can make decisions 
against these activities. A good example for the above topic is, if any mobile device 
keep trying accessing any particular server illegally then the network management 
must take action against this. One thing that can be done is that the device is denied to 
use the network or to be more secure, the whole device can be formatted or whole 
data can be flushed to remove all information also.  

The second solution in above paragraph impact the privacy of the employee also. 
As to perform whole data flush means that the security management must be having 
all data information that resides in the employee device. But employee’s perspective, 
the disclosure of the private data of the employee like pictures, videos or any account 
details etc., which he/she never want to share with anybody, is a problematic thing. 

Third, Implement anti-virus tools for the whole organization. Generally, antivirus 
tools are used in organizations but they are limited to only physical network. We are 
talking about implementing those things in wireless network or say mobile devices 
which become part of BYOD technology. This seems a huge thing to implement as a 
large number of devices arrive in the organization premises but if we think in a way 
that an employee brings a mobile device at work and he/she needs to install antivirus 
to be part of BYOD but after that first use its most probably that he/she will bring the 
same device each day and the management just need to keep updating the antivirus.  
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The antivirus or anti-spyware or anti-Trojan etc., provides protection against 
malicious codes, Trojan horses, spywares or any type of worm which may infect the 
mobile device. By using these, the network will be secure from at least from the 
known viruses or worms. Using antivirus can be set as the requirement before any 
mobile device become part of BYOD and start using organizations devices and also 
this will benefit the employee as he/she will get free anti-virus from the organization 
which will make his/her own device secure. 

Fourth, Implement proper management tools like Mobile Device Management 
(MDM)[7]. MDM provides the features like checking the basic requirement of the 
device to connect with server, looks for the connection details and provides basic 
security also. It also keeps record of the devices that connect to the servers and also 
capable of applying access policies like which device can access what resources. 
Mobile Application Management (MAM) is also a helpful application when it comes 
to manage mobile devices and application they use. MAM monitors, manages and 
take care of the particular application which is used with BYOD. 

4 Conclusion 

BYOD technology is about accessing business data which may be highly sensitive. 
It’s ok if we are using it within organization but the problem arises when data moves 
outside the organization or affected device comes to organization premises. 

The idea of using separate utility to access business tools gets a strong favor as big 
IT powers are moving towards web based tools like BMC Remedy. It is available in 
new web based version of it named BMC Remedy V3 and Service-Now, Summus, 
Bomgar are also web based tools for Infrastructure Management and Troubleshooting. 
These web based tools are easy to associate and customize with the utility. 

And for infected device it is recommended to perform detection and disinfection 
techniques proposed above. 

• Use IDSs to detect from the abnormal activities in the network. 
• Use activity logging, reporting and data privacy. 
• Use antivirus to prevent the devices from any infection that can harm the 

organization’s network. 
• Use MDM or MAM to manage mobile devices properly. 
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Abstract. Google Chrome, the most popular web browser today, allows users 
to extend its functionality by means of extensions available in its own store or 
any third party website. Users can also develop their own extensions easily and 
add them to their browser. Vulnerabilities in browser extensions could be 
exploited by malicious websites to gain access to sensitive user data or to attack 
another website. A browser extension can also turn malicious and attack a 
website or steal user data. This paper proposes a framework which can be used 
by users and developers to analyse Chrome extensions. The technique presented 
here uses the permissions feature of chrome extensions and the flow of data 
through the extension’s JavaScript code to detect vulnerabilities in extensions 
and to check whether the extension could be malicious.  

1 Introduction 

Internet and web applications have become an essential part of our everyday life. We 
take the help of web applications to carry out a sizable number of our day to day 
activities.Most of the research activity in web security till now has been concentrating 
on securing the web applications. Web browsers and browser extensions may also 
have security vulnerabilities which could be exploited by an attacker.A browser 
extension is a third-party software module that extends the functionality of a web 
browser and lets users customize their browsing experience. Browser extensions 
modify the core browser user experience by changing the browser’s user interface and 
interacting with websites. The two most popular web browsers, Mozilla Firefox and 
Google Chrome, support a number of extensions.Users can install extensions from the 
browser’s extension module or from third party websites. In order to enhance the user 
experience the extensions are allowed to access various components like the current 
web page source, the browser history, bookmarks and if required, the end user’s file 
system as well. Browser extensions are not always developed by security experts and 
hence are likelyto have vulnerabilities. A malicious website can exploit these 
vulnerabilities to gain access to the browser data or the file system. On the other hand, 
a malicious extension can use the same privileges to steal sensitive user data or to 
attack a website. 

The Google Chrome Extension System follows an architecture which helps in 
reducing the security vulnerabilities to a certain extent. The principle of least 
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privilege, one of the mechanisms proposed in the architecture has to be enforced by 
the extension developer. This opens up vulnerability and an attack surface for a 
malicious website. Users do not always install extensions from the Chrome Web 
Store. If an attractive extension is available from a third-party website, an ordinary 
user may add the extension to his browser. If a user installs a malicious extension on 
his browser, the extension can perform malicious activities. Most of the research on 
extension security till now has assumed the extensions to be benign and the websites 
to be malicious.  However with users installing a lot of third party extensions, a new 
class of malware is available to the not so benign developers. Hence, both cases need 
to be addressed while analysing the security of a browser extension. The remainder of 
the paper is structured as follows. Section 2 gives a glance of the Chrome Extension 
architecture and the previous research done in the field of browser extensions. Section 
3 describes the framework being proposed and the expected results and section 4 
concludes the paper. 

2 Browser Extension Security: The Story So Far 

Security of browser extensions has become an interesting research area for computer 
scientists. One of the most popular web browsers, Mozilla Firefox has an extension 
architecture which acts as a platform for a lot of developers to create extensions. A 
study about the security of these extensions revealed the vulnerabilities existing in 
many popular Firefox extensions and that the root cause of these vulnerabilities was 
in the underlying architecture. This led to the development of new extension 
architecture with focus on security, which is now known as the Chrome Extension 
Architecture[1].This section briefly describes the previous work done in the field of 
browser extension security. 

2.1 Chrome Extension Architecture 

The architecture of a Chrome extension divides every extension into three 
components: Content Script, Extension Core and Native Binary. Content Script, 
written in JavaScript, is the part of the extension which directly interacts with the web 
page. Content Scripts can access and modify the page DOM. Extension core, written 
in HTML and JavaScript is the part of the extension which has access to the APIs 
used to interact with the browser. Native binary is the part of the extension which can 
access the host machine with the user’s full privileges [1]. From an implementation 
point of view, a chrome extension consists of a properties file, manifest.json where 
the metadata about the extension including the permissions are mentioned, one or 
more HTML pages which display the UI, one or more JavaScript source files which 
perform the underlying functionality and an image file which is used as the icon. 

The Chrome extension system follows a security model based on three main 
concepts: least privilege, privilege separation and strong isolation. Least privilege is 
implemented by restricting the extensions permissions in the manifest file. An 
attacker who compromises the extensions is also limited to these privileges thereby 
reducing the intensity of attacks. Privilege separation is inherent in the architecture 
itself which separates the extension code into content scripts, extension core and 
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native binaries. Strong isolation is achieved by isolating various components of an 
extension as different processes and also by running the extension’s content script in a 
different environment from that of the untrusted website. Thus Chrome extension 
system has inherent mechanisms to enhance the security of extensions. Still, there are 
attacks possible against these extensions due to improper implementation by the 
extension developers. 

2.2 Chrome Extension Security Review 

A study about chrome extension security analysed the effectiveness of the security 
mechanisms implemented in the Chrome extension architecture [2]. Extension code is 
written primarily using JavaScript and HTML. The isolated worlds and privilege 
separation mechanisms are effective in protecting the extension from Data as HTML 
vulnerabilities and the extension core from attacks on vulnerable content scripts [2]. 
The permissions system or the least privilege mechanism will be effective only if it is 
used properly by the developers. The extension system does not restrict the 
permissions that can be granted to an extension. 

Browser extensions are not always on the receiving end of attacks. Extensions are 
increasingly being used as attack vectors against websites and user data.An 
experiment to create malicious chrome extensions which launch various attacks on 
websites and user data turned out to be successful. The group which conducted this 
experiment were successful in performing Email spamming, DDoS and password 
sniffing attacks on various websites using chrome extensions [3]. The attacks were as 
simple as injecting some content script on the web pages, steal the user data and pass 
on the information to a remote website though a HTTP request. Thus even the 
seemingly secure chrome extension system is found to be vulnerable to various 
attacks and it also act as agents in attacks on websites. 

2.3 VEX – A Tool for Vulnerability Analysis of Firefox Extensions 

VEX is a proof-of-concept tool used to detect potential security vulnerabilities in 
browser extensions using static analysis of explicit flows.VEX analyses Firefox 
extension source to find possibly vulnerable flows in JavaScript [4]. The tool 
tokenizes the JavaScript code and defines rules based on which it analyses the flow of 
information from a source to sink. VEX analyses flow of web page content to eval 
and innerHTML methods and the flow of data from browser’s DOM API and 
XPCOM components as RDF to innerHTML. The concepts used in VEX can be 
extended to Chrome extensions also, as both use JavaScript as the primary 
development platform. 

3 Proposed Framework for Chrome Extension Analysis 

We now propose a new framework for analysing chrome extensions based on the 
principle of least privilege and the flow of information. The proposal is to develop a 
static analysis tool which will analyse any given chrome extension and provide results 
based on which we can decide whether the extension is vulnerable, malicious or safe. 
The system can be divided into two modules which are detailed below. 
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3.1 Analysis of Least Privilege 

Fig. 1 illustrates the Least Privilege Analysis module. As discussed in the previous 
section, every chrome extension has a manifest file in which we define the 
permissions required by the extension [5]. Each permission is associated with a set of 
JavaScript methods which can be used only if the corresponding permission is 
assigned. This module reads the manifest file of an extension and retrieves the set of 
permissions assigned and JavaScript files used in the extension. Then it parses all the 
JavaScript files used and looks for functions or attributes associated with the 
permission. The methods and attributes corresponding to a permission-type are mostly 
used along with a prefix which is usually chrome.<permission>.<name>[5]. We can 
scan the JavaScript files for attributes and functions with the corresponding prefix. 
Alternately, we can maintain also a list of functions corresponding to every 
permission and compare the list of functions retrieved from the JavaScript files with 
this. If none of the functions corresponding to a permission are used in the extension, 
the permission should be deemed as unnecessary and we report that the extension 
violates the principle of least privilege. 

 

Fig. 1. Block diagram of Least Privilege Analysis Module 

3.2 Analysis of Malicious Information Flow 

Fig.2 illustrates the Malicious Information Flow Analysis. A browser extension which 
has permissions to invoke other URLs can send user data from a web page or the 
browser history/bookmarks to a remote server. A benign end user will never realize 
this, as the extension would have another utility which requires the same level of 
permissions. In order to detect such malicious behaviour in a given extension, this 
module performs an analysis of the information flow. We retrieve the objects and 
variables which read data from a web page or from the browser internals. It has to be 
verified whether any of these object values are being forwarded to a different server. 
This can again be done by analysing the flow of the information. If the data is being 
passed to some method or URL which is sending a request to a remote server, the 
extension may be leaking some sensitive user data. Another activity that can be  
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Fig. 2. Block Diagram of Malicious Flow Analysis Module 

performed by a malicious extension is downloading some malware from a remote 
server to the user’s system. To detect such a malicious behaviour, first of all we need 
to check if the extension has privileges to download files to the end user system. If it 
has the permission, then retrieve JavaScript objects which get their values as a 
response from a remote server. If any of these objects are being saved to the file 
system, the extension can be considered malicious. A malicious extension sometimes 
may act as a bot for attacking a website which the user frequents. The extension may 
retrieve a payload from a remote server and upload the same to the web page being 
accessed. To detect such behaviour, we need to check for JavaScript objects/variables 
which are being uploaded to the current web page. This can be done as simple as 
running a content-script. If such a JavaScript object gets its value from a remote 
server, it can be considered as malicious. 

3.3 Discussion 

The proposed framework helps to detect some of the key issues in Chrome 
extensions. The privileges assigned to an extension are by default available to a 
malicious website which is trying to exploit the extension’s content script. The 
proposal makes sure that all extensions follow the principle of least privilege so that 
the attacks which require any further privileges are stopped at the initial stage itself. 
The proposal also takes care of detecting malicious extensions so that end user does 
not become a victim of attacks by malicious extensions. The framework will be able 
to detect malicious information flows through the extension which may be an attack 
vector against the user’s data or any website. Further, the framework is platform 
independent. A developer can take this framework and implement a static analysis 
tool in any language and platform of his choice. 
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4 Conclusion 

The popularity of browser extensions is on rising side and users are always in search 
of attractive add-ons for a better browsing experience. This trend also attracts 
malicious developers to explore a new attack surface. Hence a model for analysing 
the security of these extensions will definitely help developers and users to make sure 
they are on the safer side. The framework presented here helps in alarming the end 
users about vulnerabilities that could exist in an extension they are planning to use, so 
that they can take an informed decision. It can also be used by developers to make 
sure their product is free from vulnerabilities. Moreover, the framework also detects 
maliciousnature of extensions. This will protect users from becoming victims of 
extension based malware attacks as well. However, at the end of the day, the impact 
of the idea proposed here depends upon the developer or end user who uses the result 
obtained by this analysis. 
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Abstract. Intrusion Detection Systems (IDS) are becoming an essential compo-
nent usually in network and data security weapon store. Since huge amount of 
existing off-line data and newly appearing network records that needs analysis, 
data mining techniques play a vital role in development of IDS. The key idea of 
using data mining techniques for IDS is to aim at taking benefit of classification 
capability of supervised learning based neural networks and clustering abilities 
of unsupervised learning based neural networks. In this paper, we propose an 
efficient intrusion detection model by amalgamating competent data mining 
techniques such as K-means clustering, Multilayer layer perception (MLP) 
neural network and support vector machine (SVM), which significantly im-
prove the prediction of network intrusions. Since the number of clusters desired 
for intrusion detection problem is defined by user a priori and does not change, 
we employed K-means clustering technique. In the final stage, SVM classifier 
is used as it produces superior results for binary classification while compared 
to the other classifiers. We have received the best results and these are com-
pared with results of other existing methods to prove the effectiveness of our 
model.  

Keywords: Intrusion Detection System, Neural Networks, Support Vector  
Machine, K-means Clustering, KDD cup 99 

1 Introduction and Motivation 

An IDS is a tool or software that keeps an eye on network or system activities for 
malevolent activities or policy violations and reports to a administrator. IDS are based 
on two concepts. The first one is called as Misuse detection and it show the way to-
wardsSignature based IDS; matching of the earlier seen and hence known anomalous 
patterns from an in-house database of signatures. The second one is called as Anoma-
ly detection it shows the wayto us towardsbehavior based IDS. Anomaly detection 
builds profiles based on normal data and detects deviations from the expected beha-
vior. Behavior based IDS may have the skill to detect new unseen attacks but have the 
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setback of low detection accuracy [1]. Based on mode of deployment, IDS are classi-
fied as Host based, Network based, and Application based. Host based systems  
examine individual systems and make use of system logs extensively to takesome 
decision. Network based IDS make a decision by analyzing the packet headers and 
network logs from the arriving and outgoing packet as they are deployed at the edge 
of the network. 

The use of data mining techniques in IDS usually implies investigation of the col-
lected data in an offline environment. Classification and clustering are perhaps the 
most familiar and most popular data mining techniques. The main reason of data min-
ing classification techniques usage for IDS is because of estimation and prediction 
activity of IDS, which may be viewed as types of classification.Cluster analysis deals 
with discovering similarities in the data and clustering them. Clustering is valuable in 
intrusion detection as malevolent activity should group together, unraveling itself 
from non-malicious activities.Following are some of the observations that motivated 
us to select k-means approach against its competent clustering approaches like fuzzy-
c-means, etc. 

• The number of clusters desired is defined by user a priori and does not change. 
• K-means works for unlabeled dataset consisting only numerical attributes. 
• K-Means is superior than Fuzzy-c-means in terms of computational time. 
• K-means algorithm is simple and it handles large data set very efficiently. 

Neural Network(NN) is artificial, mathematical model inspired by biological neur-
al networks. Artificial NN(ANN)for intrusion detection was first brought in as a subs-
titute to statistical techniques in IDES intrusion detection expert system to model [2]. 
ANNs have the capabilities of aligning the source data with its corresponding target 
output. We use neural networks for intrusion detection for following reasons; 

• The uniqueness such as high tolerance for noisy data, faster information 
processing, effective classification and the capacity of learning and self organiza-
tion makes ANN flexible and powerful in IDS. 

• The operation of IDS complies with intent of neural network models.  
• The feature of dimensionality reduction and data visualization in neural networks 

can be helpful to reduce huge dimension of  data records of a network connection  
• ANNs are skilled to handle little incomplete knowledge existing in IDS attacks. 

2 Related Research Work on IDS 

Intrusion detection has been an active field of research for about three decades, start-
ing in1980. Based on a study of latest research documentations, there are quite a lot of 
research that attempts to relate machine learning and data mining techniques to intru-
sion detection systems in order to design more intelligent IDS model. Thus a bunch  
of data mining methods have been introduced to resolve the problem. Among these 
methods, ANN is one of the most widely used and has been effectively applied  
to intrusion detection. Different types of ANNs are used in IDS like supervised,  
unsupervised, and hybrid ANN. The hybrid ANN combines supervised ANN and 
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unsupervised ANN, or combines ANN with other data mining methods to detect in-
trusion. The inspiration for using the hybrid ANN is to prevail over the restrictions of 
individual artificial neural network.  

Jirapummin et al. [3] proposed make use of  hybrid ANN for both visualizing in-
trusions by means of Kohenen’s SOM and classifying intrusions by means of resilient 
propagation neural networks. Horeis [4] used a mixture of SOM with radial basis 
function (RBF) networks. This system tenders generally better end result than IDS 
based on RBF networks only. Han and Cho [5] projected an intrusion detection model 
based on evolutionary neural networks so as to determine the arrangement and 
weights of call sequences. Chen, Abraham, and Yang [6] projected hybrid flexible 
neural tree based IDS derived from evolutionary algorithm, flexible neural tree and 
particle swarm optimization (PSO). 

3 Proposed Framework for IDS 

Our proposed IDS model comprises of five major phases namely: (1) Input data prep-
aration, which selects required features for input dataand split the given data set into 
training and testing data sets(2) Clustering using k-means Clustering, where the input 
data set is grouped into ‘k’ clusters where ‘k’ is the desired number of clusters (3) 
Neural network training, where everydata in a particular group is trained with the 
particular neural network connected with every cluster (4) creation of vector for SVM 
classification, containing attribute values acquired by passing every data through all 
ofthe trained neural networks and (5) final classification using SVM to detect intru-
sion. The framework of the proposed technique is shown in Fig.1. 

3.1 Input Data Preparation   

We considered KDD cup 1999 data set as input for our experimentations and its     
detailed explanation is available in the section 4.Our input dataset consist of   large 
number of data each having 41 features (attributes) collected from network stream. 
Network stream itself is inappropriate for key in to the classifier module, so it is es-
sential to extract some attributes from the network stream.  

 

Fig. 1. Block diagram of proposed technique 
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The features pulled out from the network stream become feature vector, which 
provides the description of the packet. Feature vector includes symbolic, continuous 
and discrete attributes and it cannot be   applied in straightforward for classification 
and another reason is most of clustering algorithms work with continuous (numerical) 
data. This demand data pre processing for input data set. In order to classify the data-
set for intrusion detection, considering all the attributes is not feasible and also time 
consuming task. In this phase of data pre-processing, all the symbolic attributes (7 out 
of 41) are removed and only continuous attributes (34 out of 41) are extracted from 
the feature vector. In intern, this helps the intrusion detection process become easier, 
less complex and also yields a better result. 

3.2 Data Clustering Using K-means Clustering  

Clustering is useful in intrusion detection domain as malicious activity should be 
clustered together, separating itself from normal activity. To arrange data into signifi-
cant clusters, a number of algorithms are proposed. The clustering algorithms are in 
general classified into two types; hierarchical and non-hierarchical. Non-hierarchical 
clustering methods are used when huge quantity of data involved. It is most popular 
method, since it allows subjects (data) to move from one group to another group 
which is not possible in hierarchical clustering method. The K-means algorithm works 
only for datasets that consist of numerical attributes. K-means uses the most popular 
Euclidean distance measure for similarity. K-means algorithm take the input parame-
ter ‘k’and partitions a set of ‘n’ data points into ‘k’ clusters so that the resulting intra-
cluster similarity is high but the inter-cluster similarity is low. The goal of clustering 
is typically articulated by objective functions that depend upon the proximities of the 
points to one another or to the cluster centroids; e.g., minimize the squared distance of 
each point to its closest centriod. Considering data whose proximity measure is Eucli-
dian distance, for our objective function, we use sum of squared error (SEE). Sum 
squared error (SEE) is defined as given in equation (1) given below.  

= x( CK
J                                                         (1  

Where ( is a selected distance measure between a data point and cluster 
center Cj is an indication of the distance of the n data points from their particular clus-
ter centers. At last, this algorithm tries to minimize an objective function; here it is a 
squared error function. K-Means Clustering algorithm has following steps:  

1. Select‘k’ centroids at random from input data set.  
2. Make initial partition of data into ‘k’ clusters by assigning data to closest centroid  
3. Calculate the centroid (mean) of each one of the k clusters.  

i)  For data‘i’, compute its distance to each of the centroids.  
ii)Allocate data‘i’ to cluster with closest centroid.  
iii)If data reallocated to another cluster, recalculate centroid based on new cluster 

4. Repeat step 3 for data I = 1... N  
5. Repeat 3 and 4 until no reallocations occur.  
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Due to the fact that the magnitude and complexity of every training subset is con-
densed, the effectiveness and efficiency of subsequent neural network classification 
can be improved. In this regard, in our proposed model, we employed K-means clus-
tering method for partitioning given dataset into attack data and normal data. K-means 
clustering results in the formation of ‘k’ clusters where each cluster will be a type of 
attack or the normal data.    

3.3 Neural Network Construction and Training 

ANNs are used to model composite relationships among inputs and outputs or to lo-
cate patterns in data. Neural network are typically organized in the form of layers; 
input layer, hidden layer and an output layer. In our proposed model, we focused on 
implementing standard and most common feed-forward neural network model called 
Multilayer Perception (MLP).This neural network is developed by Rumelhart, Hinton 
and Williams in 1986.  MLP is a alteration of the standard linear perception and can 
discriminate data that is not linearly separable [7]. 

The number of hidden neurons affects the effectiveness of classification. Thus, be-
fore deciding the number of neurons to be considered in the hidden layer, we con-
ducted 10 experiments by varying number of neurons in hidden layer. The details are 
explained in section 5. Since 3 neurons in the hidden layer  gives better accuracy 
both in training as well as in testing, we have decided to take a two-layered perception 
feed-forward network with 34 input nodes(since 34 features in input vector), 3 hidden 
nodes, and one output node.ANN can work efficiently only when it has been trained 
properly and sufficiently. Once ANN is trained to a satisfactory stage it may be used 
as a diagnostic tool on other data.MLP is trained by using supervised learning tech-
nique called back propagation learning algorithm which is very fast and efficient. 

For each of the cluster formed, we have a neural network associated with it. That 
is, there will be five numbers of neural networks created for four types of attack data 
and a normal data. Each neural network is trained with the priori information availa-
ble in the respective cluster to obtain the desired output. Aim of this module is to 
learn the pattern of every subset in the given dataset.  

3.4 SVM Vector Generation Module 

Support vector machines are supervised learning techniques which investigate data 
and recognize patterns, used for classification and regression analysis [8]. SVM clas-
sifiers are designed to resolve binary problems wherever the class labels can only take 
two values: ±1.SVM classifiers produce optimal results for binary classification when 
compared to other classifiers. SVM training algorithm constructs a model that envi-
sages whether a new sample falls into one group or the other. 

SVM first maps input vector into higher dimensional feature space and afterward, 
obtain the best possible separating hyper-plane in higher dimensional feature space. 
SVM sections the classes relating to a decision surface that increases the margin be-
tween the classes. This surface is generally known as the optimal hyper plane and the 
data points nearest to the optimal hyper plane are known as the support vectors. This 
procedure makes over the training data into a feature space of a huge dimension [9]. 
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The SVM technique consists of finding the hyperplane that enlarge the margin, that is, 
the distance to the nearby training data points for both classes [10].An optimum sepa-
rating hyperplane is founded by the SVM algorithm such that 

• Samples with labels ±1 are positioned on both side of the hyper plane and  
• The distance of the closest vectors to the hyper plane in every side of maximum are 

named as support vectors and the distance be the optimal margin. 

Classification of the data point considering all its attributes is a very difficult task 
and takes much time for the processing, hence decreasing the number of attributes 
related with each of the data point is of pinnacle importance. The main purpose of the 
proposed technique is to decrease the number of attributes associated with each data, 
so that classification can be made in a simpler and easier way. Neural network clas-
sifier is employed to efficiently decrease the number of attributes. As we have dis-
cussed earlier, the input data is trained with neural network after the initial clustering 
then the vector necessary for the SVM is generated. The vector array  S={D1, 
D2,….DN} where, Di is the ‘i’th data and ‘N’ is a total number of input data.  Di = 
{a1, a2…ak}, here the Di is the ‘i’th data governed by attribute values   ai, where ai 
will have the value after passing through the ‘i’th neural network. Here, after training 
through the ANN, attribute number reduces to ‘k’ (k=5 in our case) numbers. Total 
number of neural network classifiers trained will be ‘k’, corresponding to the ‘k’ clus-
ters formed after clustering. The input dataset containing large number of attributes 
(34 in our case) is changed into data having k attributes (k=5 in our case) by perform-
ing the above steps. This results in easy processing in the final SVM classification. 
This also reduces the system complexity and time incurred. The data with restricted 
number of attributes is given to the linear SVM, which is binary classified to discover 
if there is any intrusion or not. 

4 Experimental Setup and Results 

To evaluate the performance of our proposed technique, many experiments were car-
ried out until we finally achieved results that are comparable to what has been availa-
ble in the literature. In this section, the most important experiments will be explained. 
Experiments are different basically in the training data size used, which consequently 
affects the accuracy of the test. Series of experiments on 10% KDD CUP 99 dataset 
were conducted. We carried out these experiments in MATLAB version R2013a on a 
Windows PC with 3.2 GHz CPU and 4GB RAM.  

KDD Cup 1999 dataset is one of the most rational publicly available data set that 
includes actual attacks [11]. It provides benchmark for researchers to evaluate intru-
sion detection by using off-line data. This dataset has 48,98,430 single connection 
records with each connection record has 41 features/attributes and one class attribute 
attach a label to connection as normal or anomaly through exactly one specific attack 
types. There are 38 different types attack in training and testing data together and 
these types of attack fall into four main categories: PROBE(Probing), Denial Of Ser-
vice(DOS), Remote to Local(R2L) and User to Root(U2R) [12]. Since KDD Cup  
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1999 dataset is of enormous size, a segment of 10% of KDD Cup 1999 dataset called 
10% KDD data set is made use for our experimentation. The number of data records 
taken for training and testing phase in the three experiments is given in Table 1. 

4.1 Evaluation Measure 

Confusion matrix [13] parameters; True positives (TP), false positives (FP), true 
negatives (TN), and false negatives (FN), shows the number of correct and faulty 
predictions made by the model correspond to actual categorizations in the test data. 
Standard parameters such as Accuracy (AC), Specificity (SP), and Sensitivity (SN) are 
used to estimate the performance of our IDS. All these features are strongly correlated to 
each other as each establishes the measure of accuracy of classification algorithms. Accu-
racy measures the degree of faithfulness; it is a proposition of true results. A good 
Test should have high values for sensitivity and specificity for better categorization 
into normal and attack categories. So as to discover these metrics we apply confusion 
matrix values to the equations used are given in Table 1.  

Table 1. Dataset considered for experiments  and Equations used during evaluation 

 Expt. 1and 2 Expt. 3 Equations Used 
Attack Train Test Train Test Sensitivity=TP/(TP+FN ) 

 
 Specificity = TN (TN + FP⁄  
 
 = (TN + TPTN + TP + FN + FP 

 

Normal 12500 12500 6500 18750 
DOS 12500 12500 6500 18750 

Probe 2053 2054 1027 3080 
R2L 38 39 19 58 
U2R 21 21 11 31 

4.2 Experimentation and Result Analysis 

This section shows the empirical results and performance evaluation of our proposed 
technique. The input dataset is divided into training set and testing set to use in train-
ing and testing phases in the proposed model. Here we conducted 3 experiments with 
different size of data in training set and testing set. For each of the experiments, the 
data size taken for training and testing is given in Table 1. The related confusion ma-
trix values obtained and the acquired results for all performance measures are given in 
Table 2.The values of Accuracy, Specificity and Sensitivity are in percentage.  

In First Experiment, from the considered data set, First 50% of records in each 
types of attacks and normal type are used as training data set and reaming 50% data 
are used as testing data set. In order to conform that our proposed model performs 
well irrespective of position of data records considered for training, we conducted 
second experiment. In this experiment by keeping the data size as it is, we inter-
changed the data records considered for training dataset and testing dataset in the first 
experiment. In the Third experiment, we took 25% of records in each attack types and 
normal type in training data set and reaming 75% data records are used for testing 
data set. The Third experiment is conducted to ensure that our model perform well 
even if the training data size is reasonably less.  
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The average of training phase accuracy and testing phase accuracy determines the 
overall Accuracy (OA). In each experiment, we compute the OA for individual attack 
types. The overall performance of our model is established by taking the average of 
OA for each attack types in all the three experiments. This consolidated result is given 
table 3. As per the Literature, most of the researchers use intrusion detection accuracy 
(also called as prediction rate) as major metric for comparison of their proposed tech-
niques with other contemporary techniques. In view of this, we have also used accu-
racy as primary metric for comparison. Table 4 shows the comparison of accuracy of 
our praposed technique  with other existing state of art techniques so as to prove the 
effectiveness of our method. 

Table 2. Values obtained for Confusion Matrix and Evaluation Measures  

 

TYPES OF ATTACKS 
DOS PROBE R2L U2R 

Train Test Train Test Train Test Train Test 

E
xp

er
im

en
t 

 N
o 

 1
 TN  12461 12476 12461 12476 12461 12476 12461 12476 

FP 39 24 39 24 39 24 39 24 
TP  12461 12090 2043 1925 30 39 15 13 
FN  39 410 10 129 8 0 6 8 
SP 99.67 99.98 99.69 99.82 99.69 99.81 99.69 99.81 
SN 99.69 96.72 99.51 93.72 78.95 1 71.43 61.91 
AC 99.69 98.26 99.66 98.95 99.63 99.81 99.64 99.74 

OA 98.976 % 99.306 % 99.717 % 99.693% 

E
xp

er
im

en
t 

 N
o 

 2
 TN  12398 12374 12398 12374 12398 12374 12398 12374 

FP 102 126 102 126 102 126 102 126 

TP  11618 11237 2039 2008 30 37 15 8 

FN  882 1263 14 46 8 2 6 13 

SP 99.18 98.99 99.18 98.99 99.18 98.99 99.18 98.99 

SN 92.94 89.89 99.32 97.76 78.95 94.87 71.43 38.15 

AC 96.06 94.44 99.20 98.82 99.12 98.98 99.14 98.89 

OA 95.254 % 99.011 % 99.051 % 99.014 % 

E
xp

er
im

en
t 

 N
o 

 3
 TN  6176 18197 6176 18197 6176 18197 6176 18197 

FP 74 553 74 553 74 553 74 553 

TP  6250 18255 1010 3062 19 48 10 24 

FN  0 495 17 18 0 10 1 7 

SP 98.82 97.05 98.82 97.05 98.82 97.05 98.82 97.05 

SN 1 97.36 98.35 99.42 1 82.76 90.91 77.42 

AC 99.418 97.205 98.75 97.38 98.82 97.01 98.80 97.02 

OA 98.307 % 98.067 % 97.914 % 97.910 % 
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Table 3. Consolidated Overall Accuracies of all the three experiments (in Percentage) 

Attacks Experiment no-1 Expeiment no-2 Expeiment no-3 Average 
DOS 98.976   % 95.254  % 98.307  % 97.512 % 

PROBE 99.306   % 99.011  % 98.067  % 98.795 % 
R2L 99.717   % 99.051   % 97.914  % 98.894 % 
U2R 99.693  % 99.014  % 97.910  % 98.872 % 

Table 4. Accuracy comparison with existing methods (in Percentage) 

DIFFERENT METHODS DOS PROBE R2L U2R 
KDD cup 99 Winner [14] 97.1  83.3 8.4 13.2 
PN rule [15] 96.9 73.2 10.7 6.6 

Multi-Class SVM[16] 96.8 75 4.2 5.3 
Layered Conditional Random Fields [17] 97.40 98.60 29.60 86.30 
Columbia Model [18] 24.3 96.7 5.9 81.8 
Decision tree [19] 60.0 81.4 24.2 58.8 
BPNN [20] 98.1 99.3 48.2 89.7 

Our Proposed Technique 97.51 98.79 98.89 98.87 

 
In the case of DOS and PROBE intrusions we have attained 97.51%, and 98.79% 

accuracy respectively, which is the maximum accuracy value when compared to other 
methods except BPNN method. But for both R2L and U2R, we have reached the max-
imum value of  98.89% an 98.87%  accuracy respectively when compared to con-
temporary techniques. 

5 Conclusion 

In this paper we presented an efficient technique for intrusion detection by blending 
k-means clustering algorithm with standard multilayer perception neural network and 
support vector machine based neural networks. Here, we took the help of k-means 
clustering technique to make large, heterogeneous training data set in to a number of 
homogenous subsets. As a result complexity of each subset is reduced and according-
ly the detection performance is increased. Subsequently, training will be given to 
artificial neural networks and later SVM vector will be formed. At the end, binary 
SVM will be used to perform final classification.  

During experimentation, we conducted 3 experiments to guarantee fair evaluation 
by varying and interchanging the data records in training and testing datasets. Confu-
sion matrix were acquired and used to obtain evaluation measures like sensitivity, 
specificity and accuracy.  The experimental results using the 10% KDD Cup 1999 
dataset exhibits the effectiveness of our new approach especially for low-frequent 
attacks like R2L and U2R in terms of Accuracy. In the experiments reported in this 
paper, we attained the best results compared to existing methods. From this compara-
tive analysis, it is clear that our proposed technique outperformed all other state of art 
techniques. 
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Abstract. We have explored a new dimension in image steganography and 
propose a deft method for image– secret data – keyword (steg key) based 
sampling, encryption and embedding the former with a variable bit retrieval 
function. The keen association of the image, secret data and steg key, varied 
with a pixel dependant embedding results in a highly secure, reliable L.S.B. 
substitution. Meticulous statistical analyses have been provided to emphasize 
the strong immunity of the algorithm to the various steganalysis methods in the 
later sections of the paper. 

Keywords: Steganography, Steganalysis, Pixel, Sampling, Encryption, 
Decryption, Steg key, LSB Substitution. 

1 Introduction 

The sole role of steganography is to conceal the fact that any communication is taking 
place. Secret messages are embedded in cover objects to form stego objects. These 
stego objects are transmitted through the insecure channel. Cover objects may take the 
form of any irrelevant / redundant digital image, audio, video and other computer 
files. In secure transmission of the stego objects without suspicious lies the success of 
steganography[7]. Staganalysis methods aim at estimating retrieval of potentially 
hidden information with little or no knowledge about the steganographic algorithm or 
its parameters. 

2 Literature Study 

An extensive study of the related papers [2], [3], [5-8] has given shape to this concept. 
We have meticulously analyzed the possibilities in the sphere of maximizing 
randomization, minimizing deviations and structuring strong coherence among the 
working sets. This paper is aimed at further increasing the equalization and reliability 
of the substitution based steganography from its referrals. 
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3 Our Proposed Method 

In our method we have mainly four components as sampling, encryption, embedding 
and decryption. Sampling plays a key role here in our procedure, it involves the 
homogeneous selection of pixels for encryption which strengthen the steganography 
procedure. Encryption is the procedure where implementing algorithms, we apply our 
tricks to match all steganographic characteristics. Then we embed the message in the 
sampled pixels with strong and efficient algorithm, subsequently use the decryption 
method to retrieve the image in the receiver end. The flowchart Fig. 5. involving 
sampling, encryption, embedding, decoding and decryption steps is given. 

3.1 Sampling 

Sampling is intricately associated with successful steganography and plays a central 
role in the process. In this paper, we have explored a highly secure and weight 
balanced algorithm to obtain variable samples spread equally throughout the cover 
image Fig. 3.This papers explores a highly secure method of image steganography. 
The samples are selected based on the input cover object, secret massage and the steg 
key. Further, a striking feature of the sampling function is that the sample count 
decreases exponentially as we move inwards from the periphery to the centre of the 
picture. This is based on the idea that the centre of the picture is usually more 
meticulously noticed and focused on by the human eye, and peripheral parts generally 
attract lesser meticulous keen notice. The sampling is strengthened keeping in mind 
the visible changes in the histogram, thereby repulsing steganalysis deftly. Further, 
the function ensures that approximately equal number of pixel samples have been 
selected from all four quadrants, to prevent clustering of samples from a single one.  

3.2 Encryption 

We encrypt the secret message using a 2 – level encryption function. The first level of 
encryption is based on the secret message and steg-key and the second level 
encryption parameters consist of the intermediate message and the secret message. 
We perform a steg- key based cyclic modification of the secret message followed by 
inter operable second level encryption. 

In the first level: 
 
Let P be the Steg key array and Pi be the ith position of the input steg key. Cycle- 

pass (P) cyclically generates the P elements until n(P) = n(0) 
N = number of elements / characters. Then, we do a corresponding character 

increment / decrement as : If i factor of n(E), then ; ei = oi - dec – 3 lsb (cycle – pass 
(pi )) 

else; ei = oi + dec – 3 lsb (cycle – pass (pi )) 

Now, we get an encrypted message e with the same number of elements as original 
message o. This first level encrypted message and the secret message are the 
parameters of the second – level encryption function. 

E0 = e0 , Ei = ei+ ei-1  
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Consequently, we get a second – level encrypted message E, which is all set to be 
sent through the insecure channel. 

3.3 Embedding 

In LSB based steganography [1], [2], [4] the embedding of the encrypted message E 
in the selected sample pixel set S is done in a color-component varied bit encryption 
method. Function RGB-image (RGB value) returns the maximum intensity color 
component, taking the pixel RGB value as parameter.  

Step 1: We extract from the selected pixel as follows:  
R -> red component value in the range of  0 – 255.  
G -> green component value in the range of 0 –255.  
B -> blue component value in the range of 0 – 255. 
Step 2 : Convert the values to hexadecimal. Thus we get a MSB. and a 

LSB. value in the range of 0 – e.  
Step 3 : Convert the LSB hex value to decimal.  
Step 4 : Convert the decimal value to ASCII. 
Step 5:  The function max Intensify (R, G, B) is celled, which returns the color 

component of maximum intensity. 
Step 6: The last 3 bits are encrypted from the maximum intensity color component 

and the last 2 bits are essential for the other 2 components. Thus we get 7 bits Fig. 1. 
as either. 

 
1 2 3 4 5 6 7
R1 R2 R3 B1 B2 G1 G2
R1 R2 B1 B2 B3 G1 G2
R1 R2 B1 B2 G1 G2 G3   

Fig. 1. Embedding format for 7 bits 

Step 7: The encrypted input Ei is converted into its ASCII Fig.2. and mapped on to 
the selected pixel Si. 

 
e1 e2 e3 e4 e5 e6 e7 

   

Fig. 2. Encrypted ASCII bits 

 
 
 
 
 
 
 
 
 

Fig. 3. Cover image Lenna (270x270) and corresponding histogram 
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Step 8 : The modified R,G,B LSB values are connected back to its decimal values, 
which are in turn converted into the R, G, B LSB modified hexadecimal values. 

Step 9:The combined R,G,B MSB and LSB values are merged together and 
converted to decimal values ranging from 0 – 255. 

Step 10:The R, G, B values are merged into one single RGB value and the value is 
set as that modified RGB value in the selected pixel Si. 

 
 
 
 
 
 
 
 
 
 

 

Fig. 4. Stego image Lenna (270×270) and corresponding histogram 

3.4 Decoding and Decryption 

The initial phase consists of retrieving the necessary information required for 
decoding from the corner pixels. In the first step we need to retrieve two important 
parameters from the encrypted image as secret message size and order of the stego 
images (incase of Split and Send Algorithm(SSA)). 

Then we intend decoding the original message from the stego image Fig. 4. and 
concatenate them in order to obtain the secret message. We first, apply the sampling 
algorithms to obtain the samples used for encoding. Then we proceed as below: 

Step1: 
 
From the samples obtained, we get the values of the second level encrypted 

message E. We evaluate the message as: 
e0 = E0  
ei = Ei XNOR ei-1, Where E is the second level encrypted message and e is the first 

level encrypted message.  
 
Step2:Then we decrypt the message e as , loop from O to the size of the message e 

 O to n(e) and if i is a factor of n(e) then,  
Oi = ei + 

dec – 3 lsb 
(cycle – 
pass(pi)) 
else 

Oi= ei - dec – 3 lsb (cycle – pass (pi )) 
 
Thus we get the original secret message O, with the same number of elements as 

the encrypted message e. 
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Fig. 5. Flowchart of Encryption ,Sampling and Embedding 

3.5 Split and Send 

To remove the constraint of a fixed size secret message, we intent to put forward an 
automatic adjustment algorithm. This segment is mainly concerned with ensuring that 
input secret message size to be embedded bears a fairly reasonable ratio to the cover 
image size for which the distortion is negligible. The dynamic ratio value is defined 
depending on the dynamics of the image and the concentration of the color 
component values across the cross sections of the image. Based on the above concept 
, our algorithm warn against suspicion and suggests the use of another cover image or 
the copy of the same cover image, which can be generated automatically. On 
agreement we split the secret data in the best-proportion and the re-sample it. This 
process of splitting and re-sampling is a recursive process and terminates once an 
optimally permitted ratio is reached. We store the necessary values required for 
decoding in the four corners of a picture. 

4 Performance Analysis 

The statistical studies further clarify the proximity and negligible distortions produced 
in the stego image in the process of execution of the above proposed algorithms. From 
the table underneath it is noted that the statistical parameters like the mean, variance, 
Standard Deviation Table 1. change only in their distant decimals thus proving its 
strong resistance to steganalysis. 
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Table 1. Mean, Median, Variance 

                                       Image          
Statistical parameter  
 Horizontal Vertical 
Mean 71.3067 71.3057
Variance 4.3272e+003 4.3272e+003
Standard Deviation 65.7814 65.7818

Table 2. Co-relational Co-efficient 

              CC 
Image 

 Horizontal Vertical Left Diagonal Right Diagonal 
Original Image 0.0715 0.0456 0.0894 0.08864
Encrypted Image 0.0717 0.0452 0.0895 0.08862

 
 

Further, sharp transitions among adjacent pixels have been avoided. Analysis of 
Co-relational Co-efficient (CC) Table 2. among the adjacent pixels show that there is 
a mass diffusion of statistical parameters in the stego image as compared to the 
original image. The diffusion is uniform throughout the encrypted image. The 
correlation decrease further with increase in the size of the secret message, although 
slightly and thus potent itself against various statistical attacks. 

 
StirMark Analysis: Any steganographic algorithm should resist some standard 
benchmark tests to prove its strength and robustness. We run these tests in StirMark 
4.0 [11] and our algorithm produced good results. We show a sample of the results in 
Table 3. The negligible gaps between the values corresponding to the cover and the 
stego image imply that our technique is robust. 

Table 3. StirMark Analysis Results 

Test Factor Cover Stego 
SelfSimilarities 1 29.6885 dB 29.8643 dB 
SelfSimilarities 2 46.1171 dB 46.1326 dB 
SmallRandomDistortions 1 15.839 dB 14.3582 dB 
SmallRandomDistortions 1.05 15.4899 dB 14.2077 dB 
MedianCut 3 27.7947 dB 27.8023 dB 
MedianCut 5 26.0944 dB 26.1014 dB 
PSNR 10 37.7322 dB 37.7322 dB 
PSNR 20 33.3333 dB 33.333 dB 
AddNoise 20 11.0462 dB 11.1076 dB 
AddNoise 40 9.81765 dB 9.84208 dB 
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Resilience against Standard Steganalytical Tools and Tests: To augment our 
statistical analysis of images, we have realized Stegdetect, an automated analytical 
tool and Stefan Axelsson’s base-rate fallacy to intrusion detection systems where 
false-positives cast a bearing on system’s efficiency. We have calibrated Stegdetect’s 
detection sensitivity against numerous outputs of our algorithm.We can calculate the 
true-positive rate – the probability that an image detected by Stegdetect really has 
steganographic content as: 

 

)|().()|().(

)|().(
)|(

SDPSPSDPSP

SDPSP
DSP

¬¬+
=  

 

Where P(S) is the probability of steganographic content in images, and P(¬ S) is its 
complement. P(D│¬ S) is the probability that we’ll detect an image that has 
steganographic content. Conversely, P(¬D│S)=1-P(D│S) is the false positive rate. 

We have calibrated Steg detect’s detection sensitivity against numerous outputs of 
our algorithm. The probability of detection is negligible for small messages, but with 
larger embedded data, the probability is high. In our algorithm, besides the dual cover 
encryption on the images, we have used a variable split and send algorithm which 
creates an upper limit on the message size ,which is smart barrier against detection. 

 
Dual Statistics Method: This method [9] partitions an image with a total number of 
pixels N into N/n disjoint groups of n adjacent pixels. For a group of pixels G=(x1, 
x2,…….., xn ). The authors considered discrimination function g(x1, x 2,……..,xn)=∑i=1

n-1 
|xi+1 –xi |.They define two LSB flipping functions F1 = 0↔1, 2↔3,……….,254↔255 
and F-1 = -1↔0, 1↔2,……….,255↔256 , along with an identity flipping function 
F0(x) =x. The assignment of flipping to a group of n pixels can be captured by a mask 
M = (M(1),M(2),…,M(n)),where M(i) ε {-1,0,+1} denotes which flipping function is 
applied to which pixel.  

The flipped group of a group G=(x1, x2,……..,xn) =( FM(1)(x1), FM(2)(x2),………, 
FM(n)(xn)) They classify the pixel groups as Regular, Singular, or Unchanged, 
according as g(F(G))> g(G), g(F(G))< g(G) or g(F(G))= g(G)respectively. Next, 
they compute the length of the hidden message from the counts of such groups.  

The authors mention that their method does not work well for image that are noisy, 
or of low quality, or over-compressed, or of small size. Moreover Dumitrescu  et al. 
[10] points out that the above schema is based on the following assumptions :  

Assumption 1: Suppose X is the set of all pixel pairs (u, v) such that either v is 
even and u<v, or v is odd and u>v. Suppose Y is the set of all pixel pairs (u, v) such 
that either v is even and u>v, or v is odd and u<v. The assumption is that statistically 
we have |X|=|Y|. 

Assumption 2 : The message bits of LSB steganography are randomly scattered in 
the image space, independent of image features. 

Our method does not make any of the following assumptions. Dumitrescu  et al. 
mentions that assumption 1 is valid only for natural images. Our method works on no 
specified range of images. it works on even cartoon and paint-drawn images. Starting 
from random sampling, through dual-encryption to embedding, we have used image 
data attributes vigorously as functional parameters for respective utilities. Hence, it 
directly violates assumption 2. So, theoretically, our method is not breakable by the 
dual statistics method. 
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4.1 Comparative Analysis of the State of the Art Works and Resilience 
against Effective Steganalysis Methods  

The algorithm realizes dual chained encryption and differential embedding to reduce 
distortion during embedding. It realizes spatial domain technique for improving the 
quality of the image under different payload and strength of authentication process 
has been verified against each such variations. Our algorithm parallels the strength of 
grid colorings in steganography[15], based on rainbow coloring graphical analysis 
employing syndrome coding by perspective based dimensional analysis of the stego 
image. It considers the signal processing vulnerabilities of substitution technique 
based spatial steganography [12] and establishes its resilience towards them. It also 
responses positively to the lagrange’s interpolation [14] based steganalysis The 
algorithm considers the effective steganalysis methods of estimating secret key in 
sequential embedding methods through low, medium, and high signal-to-noise ratio 
(SNR) analysis and abrupt change detection based steganalysis [13]. The abrupt 
change detection using sequential probability ratio test (SPRT) has also been applied 
against this algorithm as shows inarguably positive statistics. Besides, it recognizes 
that  under repeated embedding, the disruption of the signal characteristics is the 
highest for the first embedding and decreases subsequently , that is, the marginal 
distortions due to repeated embeddings decrease monotonically. This decreasing 
distortion property exploited with Close Color Pair signature is used to construct the 
classifier that is in turn used to distinguish between stego and cover images. Our 
algorithm handles the close color pair detection meticulously and shows its resilience 
against these types of attacks. 

5 Future Enhancement 

This paper widens the spectrum of diffusion and randomization in substitution based 
steganography. We have aimed at strong coherence and security of data underlying 
strong randomization and encryption. We propose to step into a yet another new 
horizon by migrating to frequency domain for restructuring discrete randomization to 
continuous spectrum in our later endeavors. 

6 Conclusion 

We conclude widening the window of image steganography through intensive 
improvisations done in almost all the processes of the evaluation. 
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Abstract. In this paper, human visual system (HVS) characteristics are mod-
eled using Mamdani fuzzy inference system (FIS) for robust un-compressed 
video watermarking technique in discrete wavelet transform (DWT) domain. 
The video sequence is decomposed into frames and converted into YCbCr color 
space. Two HVS characteristics namely edge sensitivity and contrast sensitivity 
are computed for each luminance component (Y) of the frame. These two com-
puted values are fed as input to the FIS. The output of the FIS is a weighting 
factor which is used to embed the watermark into the frame. For embedding 
purpose a binary watermark is embedded into the LL3 sub-band coefficients of 
the video sequence. To study the robustness of proposed scheme various video 
processing attacks are performed. Experimental results show that proposed vid-
eo watermarking scheme is highly robust and obtain good perceptual quality. 

Keywords: Digital video watermarking, DWT, FIS, HVS. 

1 Introduction 

With the rapid advances in computer and communication technology, digital contents 
are easy to obtain using the internet. People can easily record, distribute and vary 
multimedia contents created by other authors without paying any royalties. Therefore, 
it is important to protect the private contents and multimedia data. To ensure the  
protection of copyright information and content integrity, watermarks are embedded 
in the multimedia contents and can be detected without degradation of perceptual 
fidelity [1]. 

Digital video watermarking refers to the technique for embedding digital water-
mark into the video signals by utilizing the inherent spatial and temporal redundancy. 
Due to the high degree of data and temporal redundancy between frames, video sig-
nals are susceptible to attacks such as frame dropping, frame averaging, frame swap-
ping and statistical attacks. Therefore effective video watermarking techniques should 
ensure the fundamental requirements of watermarking application imperceptibility 
and robustness. Because of these two parameters, the video watermarking problem is 
now perceived as an optimization problem [2], [3]. 

Lin et al. [1] proposed a novel video watermarking scheme that uses the fuzzy C-
means (FCM) clustering method to select the motion vector and the positions for the 
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watermarks. They claim that their technique possesses higher security and satisfactory 
quality with very small degradation. 

Lee et al. [4] have developed a technique using fuzzy logic reasoning to recover 
the isolated and contiguous block losses in a block-based image and video coding 
system such as JPEG, H.261, MPEG and HDTV standard. They claim that their 
scheme can well conceal lost blocks and can recover more complicated texture 
blocks. 

Masoumi et al. [5] proposed a blind scene-based watermarking scheme for video 
protection. In their proposed scheme they use the scene change analysis to insert the 
watermark into HL, LH and HH 3D wavelet coefficients with third resolution level. 
They claim that their experimental results shows the good performance for transpa-
rency and robustness against various kinds of attacks such as Gaussian noise, median 
filtering, frame dropping, frame swapping, frame averaging and lossy compression 
including MPEG-4, H.264 and MPEG-2. 

Taweel et al. [6-7] proposed a novel DWT-based video watermarking algorithm 
based on 3-level DWT. They claim that their scheme is robust against image 
processing attacks, geometric distortions and noise attacks. 

Yassin et al. [8] proposed the block based video watermarking scheme using DWT 
and principle component analysis (PCA). In their scheme, they embed the watermark 
into maximum coefficient of PCA block of two LL and HH wavelet coefficient. They 
claim that their scheme is high imperceptible and high robustness against several 
attacks such as Gaussian noise, gamma correction, histogram equalization, contrast 
enhancement and JPEG coding. 

Sinha et al. [9] proposed the hybrid digital video watermarking scheme based on 
DWT and principal component analysis (PCA). PCA reduce the correlation among 
the wavelet coefficients. They claim that their scheme is imperceptible and robust 
against various attacks such as contrast adjustment, filtering, noise addition and geo-
metric attacks. 

In this paper, two HVS characteristics are computed block-wise for luminance 
component (Y) for each frame of the un-compressed AVI video sequence. These two 
values are fed as input to the FIS, which results in a single weighting factor. The ob-
tained weighting factor is used to embed the binary watermark into the LL3 sub-band 
coefficients of the frames. The signed video sequence is found to be imperceptible 
after watermark embedding as indicated by high PSNR values. The extraction of the 
watermarks from these frames yield high normalized correlation (NC) values which 
indicate successful watermark recovery.  To study the robustness of the proposed 
scheme six different video processing operations are performed. The high PSNR val-
ue for attacked video frames and high NC value for extracted watermark from at-
tacked frame indicate the robustness of the proposed scheme. The time complexity of 
the proposed scheme is also analyzed which indicates that proposed scheme requires 
only few seconds for watermark embedding. The rest of the paper is organized  
as follows: Section 2 describes the proposed scheme including the fuzzy inference 
system, scene change detection algorithm, watermark embedding algorithm and  
watermark extraction algorithm. Section 3 describes the experimental results and 
discussion. Finally the proposed work is concluded in section 4. 
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2 Proposed Method 

In the present section, we describe our proposed fuzzy-based video watermarking 
technique. A binary image is used as watermark. In our technique, the watermark is 
embedded directly into the low-frequency sub-band coefficients of luminance frame.  

2.1 Computing HVS Characteristics and FIS Weighting Factor 

The un-compressed RGB video frames are first transformed into YCbCr color space. 
Then luminance component (Y) of each frame is divided into 8x8 block. HVS charac-
teristics namely Edge sensitivity and Contrast sensitivity are computed over these 
blocks as follows: 

• Edge Sensitivity:An edge can be detected using threshold. A Matlab routine 
greythresh() is used in present work which computes block threshold using Ot-
su’s method. 

• Contrast Sensitivity: This parameter can be measured by computing the variance 
of the block. 

 

These two parameters are fed as input to the FIS available in Fuzzy toolbox of 
Matlab. Fig.1 depicts the block diagram of FIS. 

 

Fig. 1. Block diagram of FIS 

FIS Input Parameters: Edge Senstivity input parameter consist of three membership 
functions namely small, large and largest and Contrast sensitivity input parameter also 
consist three membership functions namely smooth, highes trough and rough. 
 

FIS Output Parameter: Output parameter consist of four membership functions 
namely very small, small, very large and large. 

FIS Rules:  
a) If (EdgeSensitivity is small) and (ContrastSensitivity is smooth) then 

(WeightingFactor is verysmall)  
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b) If (EdgeSensitivity is small) and (ContrastSensitivity is highestrough) then 
(WeightingFactor is verysmall) 

c) If (EdgeSensitivity is small) and (ContrastSensitivity is rough) then (Weigh-
tingFactor is small) 

d) If (EdgeSensitivity is large) and (ContrastSensitivity is smooth) then 
(WeightingFactor is small) 

e) If (EdgeSensitivity is large) and (ContrastSensitivity is highestrough) then 
(WeightingFactor is verylarge) 

f) If (EdgeSensitivity is large) and (ContrastSensitivity is rough) then (Weigh-
tingFactor is verylarge) 

g) If (EdgeSensitivity is largest) and (ContrastSensitivity is smooth) then 
(WeightingFactor is verylarge) 

h) If (EdgeSensitivity is largest) and (ContrastSensitivity is highestrough) then 
(WeightingFactor is large) 

i) If (EdgeSensitivity is largest) and (ContrastSensitivity is rough) then 
(WeightingFactor is large) 

2.2 Scene Change Detection 

In the proposed scheme histogram difference method is used for scene change detec-
tion which is given by Listing 1. 

Listing 1: Scene Change Detection Algorithm 

Step1.  Calculate the histogram of the red component of all the video frames. 
Step2. Calculate the total difference of the whole histogram using the formula given 
by Eq. 1 

 ( , + 1 = ∑ | ( ( |   (1) 

where (  is the histogram value for the red component y in the xth frame.  
Step3. If ( , + 1 (  a scene change is detected.  

2.3 Watermark Embedding 

Fig.2 shows the block diagram of proposed video watermark embedding process. In 
the present work we consider the host video of size M×N and the watermark W of 
size n × n. The watermark embedding process is given by Listing 2. 
 
Listing 2: Watermark Embedding Algorithm 

Step1.  Apply scene change detection algorithm to detect the scenes (m) from the 
original RGB video frames. 

Step2. Convert every frame of the original video from RGB to YCbCr color space. 
Step3. Divide luminance component (Y) of every frame into 8×8 blocks. 
Step4. Compute HVS parameter edge sensitivity and contrast sensitivity block-

wise as given in Section 2. Fed these parameters to FIS as input and compute the 
weighting factor (K). 
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Step5. Decompose the watermark W into m watermark images such as W1, W2, 
W3….Wm, where the corresponding watermark image is used to modify the frames of 
corresponding scene. 

Step6. For each scene (j = 1, 2 …, m) perform the following: 

1) Apply 3 level DWT using HAAR filter on the luminance component (Y) of 
every frame of the jth scene to obtain the 3 (  sub-band coefficients. 

2) Apply 1-level DWT using HAAR filter on each watermark image to obtain 
the 1(  sub-band  coefficients. 

3) Resize the 1(  sub-band coefficients of each watermark image to the 
size of 3 (  sub-band coefficients of each luminance frame. 

4) Embed 1(  sub-band coefficients into 3 (  sub-band coefficients 
using the formula given by Eq. 2 

 3′ ( =  3 ( +  1(   (2) 

where K is the weighting factor. 
5) Apply inverse 3-level DWT to the modified 3′ sub-band coefficients to 

obtain the watermarked luminance component of the frame. 
6) Replace the original luminance frame in YCbCrcolor space by the water-

marked luminance frame. 
7) Every frame is converted from the YCbCrto RGB color space to obtain the 

watermarked video. 
  
 

                            

 

Fig. 2. Block diagram of proposed watermark embedding scheme 
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Fig. 3. Block diagram of proposed watermark extraction scheme 

2.4 Watermark Extraction 

Fig.3 shows the block diagram of watermark extraction scheme. The watermark ex-
traction process is given by Listing 3. 

Listing 3: Extraction Algorithm 

Step1. Apply scene change detection algorithm to detect the scenes (m) from the 
watermarked video frames. 

Step2. Convert every frame of the watermarked video from RGB to YCbCr color 
space. 

Step3.  Divide luminance component (Y) of every frame into 8×8 blocks. 
Step4. Compute HVS parameter edge sensitivity and contrast sensitivity block-

wise as given in Section 2. Fed these parameters to FIS as input and compute the 
weighting factor (K). 

Step5.  For each scene (j = 1, 2 …, m) perform the following: 
1) Apply 3 level DWT using HAAR filter on the luminance component (Y) of 

every frame of the jth scene of the watermarked video and original video to 
obtain the 3 (  and 3 ( sub-band coefficients respectively. 

2) Extract the watermarked wavelet coefficients using the formula given by  
Eq. 3 1′( =  ( 3 ( 3 ( ⁄    (3) 

3) Compute the extracted watermark image (  for jth group by applying 
inverse 1-level DWT to the 1′( . 

Step6. Construct the extracted watermark from the computed extracted water-
mark image to obtain the single watermark image . 

The imperceptibility of watermarked frame is measured by computing a full-
reference metric known as the peak signal-to-noise ratio (PSNR) which is defined by 
the formula given by Eq. 4 
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             = ∑ ∑ ′( , ( ,  

where ′ is the watermarked frame and  is original frame. 

 = 10 (     (4) 

The average PSNR of all frames of the video is given by Eq. 5 

 AVG_PSNR = ∑ PSNR
    (5) 

where nf is the total number of frames in the video sequence. 
After watermark extraction normalized correlation (NC) is computed between ex-

tracted watermark and original watermark by using the formula given by Eqn.6 

 ( , = ∑ ∑ ( , ( ,∑ ∑ ( ,     (6)  

where W* is the extracted watermark and W is the original watermark. 
The signed video frames are also examined for robustness by executing six differ-

ent spatial attacks. For this purpose, the watermarks embedded in the frames are ex-
tracted and matched with original watermarks. NC (W, W*) parameters are computed 
between original and extracted watermarks.  

3 Experimental Results and Discussion 

The performance of the proposed scheme is evaluated on three standard video se-
quences namely: News, Foreman and Hall Monitor in RGB uncompressed AVI for-
mat, ofsize 352 × 288 and frame rate of 30 fps. Each video sequences consists of 300 
frames. A binary image of size 64×64 is used as watermark.  

Fig. 4(a-c) depicts the 1st original frame of the three video sequences and Fig. 4(d) 
depicts the original binary watermark. Fig. 5(a-c) depicts the 1st signed frame corres-
ponding to the frames shown in Fig. 4(a-c) respectively. Fig. 6(a-c) shows the binary 
watermark extracted from the three video sequences of Fig. 5(a-c) respectively.  The 
computed values of NC (W, W*) parameters of the extracted watermarks are placed 
on top of them. 

 

 (a) (b) (c)

                            (d)  

Fig. 4. (a) 1st original frame of News, (b) 1st original frame of Foreman, (c) 1st original frame of 
Hall Monitor, (d) Original watermark 
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To estimate the time complexity of proposed algorithm, we compile the embedding 
and extraction time taken by News, Foreman and Hall Monitor video sequences for 
300 frames in Table 1. Note that these computed time spans are of the order of few 
seconds only. Thus, the present work proposes a watermarking scheme which is a suc-
cessful candidate for implementing video watermarking on a real-time scale. 

Table 1. Time (in seconds) taken by proposed algorithm 

News Foreman Hall Monitor 

Embedding time (sec) 33.2126 30.9350 35.9114

Extraction time (sec) 18.8761 18.9541 20.5765

 

To further study the performance of the proposed scheme, we compare out results 
with the reported results of the Taweel et al. [6] and Sinha et al. [9]. Table 3compiles 
NC (W,W*) values for eight different attacks for Taweel et al. [6] scheme, Sinha et 
al. [9] scheme and our scheme. Note that ‘N/A’ entry in Table 2 indicates non-
availability of the reported value by the corresponding author. It is clear from the 
Table 2.that our method outperforms Taweel et al.[6] and Sinha et al.[9],[10] scheme 
in all cases.  

Table 2. Comparison of NC(W,W*) values of Taweel et al. [6] scheme, Sinha et al. [9] scheme 
and our proposed scheme 

 

Attacks 

Normalized Correlation (NC) 

Taweel’s 

method [6] 

Sinha’s 

method [9] 

Proposed 

method 

Rotation 

degree = 50 

degree=-170 

 

N/A 

0.7009 

 

0.6510 

N/A 

 

0.9641 

0.9332 

Scaling 0.5208 0.6068 0.9252 

Gaussian noise 

var = 0.005 

 

0.4785 

 

0.6861 

 

0.8267 

 
We, therefore, conclude that the proposed watermark embedding and extraction al-

gorithm is well optimized.  As the time complexity of this algorithm is very small, 
our watermarking algorithm offers good practical applications especially on real time 
scale.  

4 Conclusion 

In the present work, a novel fast and robust fuzzy-based video watermarking algo-
rithm in wavelet domain is proposed. The LL3 sub-band coefficients of video frames 
are modified by the LL1 sub-band coefficients of the binary watermark image.  
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The low time complexity of proposed algorithm makes it suitable for watermarking of 
video on a real time scale. The perceptible quality of the video frames is very good as 
indicated by high PSNR values. Watermark recovery is also found to be good as indi-
cated by high cross correlation values between embedded and extracted watermarks.It 
is concluded that the embedding and extraction of the proposed algorithm are well 
optimized. The algorithm is robust and shows an improvement over other similar 
reported methods. 
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Abstract. In this work we consider two protocols for performing crypt-
analysis and security enhancement. The first one by Jiang et al., is a
password-based authentication scheme1 which does not use smart cards.
We note that this scheme is an improvement over Chen et al.’s scheme
shown vulnerable to the off-line dictionary attack by Jiang et al. We
perform a cryptanalysis on Jiang at al.’s improved protocol and observe
that it is prone to the clogging attack, a kind of denial of service (DoS)
attack. We then suggest an improvement on the protocol to prevent the
clogging attack.

The other protocol we consider for analysis is by Wang et al. This is a
smart card based authentication protocol. We again perform the clogging
(DoS) attack on this protocol via replay. We observe that all smart card
based authentication protocols which precede the one by Wang et al.,
and require the server to compute the computationally intensive modular
exponentiation are prone to the clogging attack. We suggest (another)
improvement on the protocol to prevent the clogging attack, which also
applies to the protocol by Jiang et. al.

Keywords: Authentication Protocols, Smart Cards, DoS, Replay
Attacks, Clogging Attack.

1 Introduction

In a cyber environment, user authentication can enable a perimeter device (a
firewall, proxy server, VPN server, remote access server, etc.) to decide whether
or not to approve a specific user’s request to gain entry to the network.

It is necessary to be able to identify and authenticate users with a high level
of certainty, so that they may be held accountable should their actions threaten
the security and productivity of the network. The more confidence network ad-
ministrators have that a user is who they say they are, the more confidence they
will have in allowing those users specific privileges; and the more faith they will
have in their network devices’ internal records regarding that user. Reliable user
authentication can help achieve what are necessary elements in basic network

1 We use the terms scheme and protocol interchangeably in this work.
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security positively identifying someone; allowing them specific rights; and hold-
ing them accountable for their actions should they compromise the security and
productivity of the network for other users on the network.

Multi-factor authentication is as an approach to cyber-security authentication,
in which the user of a system is required to provide more than one form of
verification in order to prove their identity and allowed access to the system. It
takes advantage of a combination of several factors of authentication; three major
factors include verification by: (1) something a user knows (such as a password),
(2) something the user has (such as a smart card or a security token), and (3)
something the user is (such as the use of biometrics). Due to their increased
complexity, authentication systems using a multi-factor configuration are harder
to break than ones using a single factors.

The first such multi-factor authentication protocol we consider here is by
Jiang et al. [1]. It is a memory device aided password authentication protocol. In
this kind of protocols (e.g. [1], [4], [6]), the authentication information (issued
by a server) is stored in a memory device such as universal serial bus (USB)
sticks, portable HDDs, mobile phones, PDAs, PCs etc. A very common example
is a software protection dongle that is used frequently now-a-days for various
purposes.

The other protocol we consider by Wang et al. [3] is a smart card based
authentication protocol. Smart card based password authentication (e.g. [2], [3],
[7], [8], [9], [10], [11]) is one of the most convenient and effective two-factor
authentication mechanisms for remote systems. This technique has been widely
deployed for various kinds of authentication applications, such as remote host
login, online banking, shopping on the internet, e-commerce and e-health. Also,
it constitutes the basis of three-factor authentication. However, there still exists
challenges in both security and performance aspects due to the stringent security
requirements and resource strained characteristics of the clients.

1.1 Our Results

We first analyze the protocol by Jiang et al. Their protocol is an improvement
over Chen et al.’s [4] protocol which they show to be insecure against the offline
password guessing attack. There are protocols in the literature which came before
Chen et al.’s protocol e.g. [6], that have been shown to be vulnerable against
some form of attacks. We find Jiang et al.’s protocol to be insecure against the
clogging attack, a form of denial of service (DoS). The inherent vulnerability
lies in the usage of the computationally intensive modular exponentiation by
the server in the authentication process. We then present a fix to prevent an
attacker to perform such an attack on the protocol. We note there has been
another recent protocol by the same authors which is smart card based [2]. We
observe that protocol also to be insecure against the clogging attack.

The second protocol we analyze is a smart card based protocol by Wang
et. al [3]. They have actually claimed their protocol to be secure against DoS.
But we however find the protocol to be insecure against the clogging attack.
We show an attacker can exploit the fact their protocol uses multiple modular
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exponentiations for authentication. A replay attack can be launched on their
protocol to achieve a bigger clogging attack. However clogging attack can be
done on this protocol in the classical way (without replays). We propose a way
of making the protocol secure against this attack. This fix also works for the
protocol by Jiang et al. to make it immune against clogging attacks.

Our observation is modular exponentiation is a technique which guarantees a
level of security. But it might lead to an easy insecurity just in case it is used
without an additional level of protection. Most of the multi-factor authentication
protocols in the literature either smart card based, or memory device aided rely
on the usage of modular exponentiation for their security. Hence some level
of protection should be added to them to guarantee total security against the
clogging attack.

2 Jiang et al.’s Password Based Protocol

The first protocol we look at in this work is due to Jiang et al. [1] It is a remote
authentication protocol, which does not involve smart cards. We however note
that they had another version of the protocol which works with smart card in[2].
Once we demonstrate the vulnerability in [1] against the clogging attack, the
vulnerability is easily observed to work for [2] as well. Jiang et al.’s protocol
in [1] is an improvement over Chen at al.’s protocol [4] which they proved to be
vulnerable against the off-line dictionary attack.

We briefly present Jiang et. al.. They prove their protocol to be immune from
various attacks in [1]. However we see their protocol to be inherently vulnerable
to the clogging attack (a form of the classical DoS). We present a clogging
attack on the protocol. We observe their smart card based version of the protocol
of [2] also to be insecure against this attack. Most of the protocols they cite
in their papers [1] and [2] are vulnerable to clogging attack. We identify the
mathematical basis which make the protocols vulnerable to this attack, and
suggest a possible fix for them.

2.1 Review of the Protocol

Jiang et. al’s protocol works in five phases: Initialization, Registration, Login,
Authentication, and Passoword Change. We present the protocol in Algorithm 1.
We omit the password change phase since it is not required to demonstrate the
clogging attack on the protocol.

2.2 Attack on Jiang el. al.’s Protocol

The adversary A has the same power as assumed by Jiang et al’s [1] while
exposing the weaknesses of Chen et. al’s protocol. We only need A to be able
to read and modify the contents of messages over an insecure channel (during
Login and Authentication phase of the protocol).

1. A intercepts a valid login request ({IDi, Ci, Vi, T1}) from step Step L3.
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Algorithm 1. Jiang et. al.’s scheme of password authentication
1:

Initialization Phase

Server S

1. Step I1. Choose large prime numbers p and q such that p = 2q + 1.
2. Step I2. Choose a generator g of Z∗

q , secret key x ∈ Z∗
q , and secure one way

hash H.
3. Step I3. Compute public key X = gx mod p.

Registration Phase

User Ui

1. Step R1. Choose identity IDi, password PWi.
2. Step R2. Ui→S: {IDi, PWi} through a secure channel.

Server S

1. Step R3. On receiving the registration message from Ui, S creates an entry
for Ui in the account-database and stores IDi in this entry. Next, S computes
Yi = H(IDi‖x))⊗H(PWi).

2. Step R4. S→Ui: {X, Yi,H, p, q}.
User Ui

1. Step R5. Upon receiving {X, Yi,H, p, q} from S, Ui enters it locally in his/her
memory device (e.g. USB stick).

Login and Authentication

User Ui

1. Step L1. Ui chooses a random number α ∈ Z∗
q .

2. Step L2. Ui computes Y ′
i = Yi ⊗H(PWi), Ci = gα mod p, Di = xα mod p,

and Vi = H(IDi‖Y ′
i ‖Ci‖Di‖T1), where T1 is the current system time of Ui.

3. Step L3. Ui→S: {IDi, Ci, Vi, T1}.
Server S

1. Step V1. S checks whether IDi is valid from its stored value, and (T2 −
T1) < ΔT , where T2 is the current system time for S. If either does not hold,
the request is dropped, and the session is terminated. Otherwise, S computes
Y ′′
i = H(IDi‖x) and D′

i = Cx
i mod p = gxα mod p = Xα mod p = Di, and

compares Vi with H(IDi‖Y ′′
i ‖Ci‖D′

i‖T1). If they are not equal the session is
terminated. Otherwise S authenticates Ui and the login request is accepted. S
computes Mi = H(IDi‖D′

i‖T3), where T3 is the current system time of S.
2. Step V2. S→Ui: {Mi, t3}.

User Ui

1. Step V3. On receiving the reply message from the server S, Ui checks whether
T3 is valid, and Mi is equal to H(IDi‖Di‖T3). This equivalency authenticates
the legitimacy of the server S, and mutual authentication between S and Ui is
achieved. Otherwise S is not authenticated.

Compute Session Key

User Ui

skU = H(Di)

Server S
skS = H(D′

i)
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2. Since the message is unencrypted, A can change the timestamp T1 to some
TA so that it meets the criterion (T2 − TA) < ΔT .

3. A changes Ci to any random garbage value CA.
4. A then sends {IDi, CA, Vi, TA} to the server S.

The following is performed by the server S:

1. Check whether IDi is valid. Here it is valid.
2. Check whether the difference between (T2 − TA) < ΔT . This step passes as

well.
3. Compute Y ′′

i = H(IDi‖x) and D′
i = Cx

A mod p, and compare Vi with
H(IDi‖Y ′′

i ‖CA‖D′
i‖TA). This fails, so the request gets rejected.

The point here is the adversary A would now repeat the steps several times
and make the server S compute the modular exponentiation step several times.
Basically A can potentially change all the incoming login request messages from
any legitimate user to S. Since modular exponentiation is computationally in-
tensive, the victimized server spends considerable computing resources doing
useless modular exponentiation rather than any real work. Thus A clogs S with
useless work and therefore denies any legitimate user any service. A just needs
an ID of a single valid user to perform the clogging attack repeatedly.

2.3 Clogging Attack Performed on Other Similar Schemes

Jiang et al., devised another smart card based password authentication protocol
in [2]. This work was an improvement over another such scheme by Chen et
al. [5]. We observe, that the clogging attack performed on the current protocol
under consideration can also be performed on both the protocols [2] and [5]. Both
the protocols are vulnerable because, the users smart card does not encrypt the
message it sends over to the server for login and authentication. This gives an
adversary the chance to manipulate this message.

2.4 Proposed Countermeasures from the Attack

The Steps to Avoid the Clogging Attack. At the beginning of the authen-
tication phase, the server could check whether the network address of the user is
valid. It has to know the network addresses of all the registered legitimate users.
In spite of that, adversaryA could spoof the network address of a legitimate user
and replay the login message. To prevent it, we might add a cookie exchange
step at the beginning of the login phase of Jiang et al.s scheme. This step has
been designed as in the well known Oakley key exchange protocol [12].

1. The user Ui chooses a pseudo-random number n1 and sends it along with
the message {IDi, Ci, Vi, T1}.

2. The server S upon receiving the message, acknowledges the message and
sends its own cookie n2 to Ui.

3. The next message from Ui must contain n2, else S rejects the message and
the login request.
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Security Analysis of the Fix. Had A spoofed the Ui’s IP address, A would
not get n2 back from S. Hence A only succeeds to have the S send back an
acknowledgement, but not to compute the computationally intensive modular
exponentiation. Hence the clogging attack is avoided by these additional steps.
Saying this, we would note that this process does not prevent the clogging attack
but only thwarts it to some extent. This fix can fully work if n1, and n2 are en-
crypted respectively by the Uis and Ss private keys for a secure communication.

3 Wang et al.’s Smart Card Based Protocol

We briefly present a very recent smart card based authentication protocol by
Wang et. al. [3]. They claim their protocol to be immune from the DoS attack.
They assume a situation of a stolen smart card to prove this. However we see
their protocol to be inherently vulnerable to the clogging (DoS) attack. The
attacker would not have to steal the smart card to perform a clogging attack
on their protocol. We present a clogging attack on the protocol via Replay. We
however note a replay is not necessary to perform this attack on this protocol.
But a replay step by the attacker, makes the clogging attack more effective. Most
of the smart card based protocols they cite in their paper [3] are vulnerable to
this attack.

3.1 Review of the Protocol

Wang et. al’s protocol (as like most other smart card based protocols), has
the Registration, Login, and the Verification phases. We present the protocol in
Algorithm 2.

3.2 Replay Attack on Wang el. al.’s Protocol

A replay attack is a form of network attack in which a valid data transmission
is maliciously or fraudulently repeated or delayed. Replays can be used to gain
unauthorized access, or may be done simply to perform a DoS. This is carried
out either by the originator or by an adversary who intercepts the data and
retransmits it, possibly as part of a masquerade attack by IP packet substitution
(such as stream cipher attack).

Wang el. al.’s protocol [3] was claimed to be secured against replay attacks
but as we see, we have been able to perform a replay attack on this protocol to
achieve a DoS. We assume the protocol is known to A (i.e. not security under
obscurity).

1. A intercepts a valid login request ({C1, CIDi,Mi}) from step Step L4.
2. A replays {C1, CIDi,Mi} several times. That is, it performs A→S:

{C1, CIDi,Mi} a large number of times.
3. This will force Si perform three modular exponentiations Y1 = (C1)

x mod p,
KS = (C1)

v mod p, and C2 = gv mod p of Step V1.
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Algorithm 2. Wang et. al.’s scheme of password authentication
1:

Registration Phase

User Ui

1. Step R1. Choose identity IDi, password PWi and a random number b.
2. Step R2. Ui→S: IDi,H0(b‖PWi).
3. Step R3. Upon receiving the smart card SC, Ui enters b into SC.

Server S

1. Step R4. On receiving the registration message from Ui at time T , S first
checks whether Ui is a registered user. If it is Uis initial registration, S creates
an entry for Ui in the account-database and stores (IDi, Treg = T ) in this
entry. Otherwise, S updates the value of Treg with T in the existing entry
for Ui. Next, S computes Ni = H0(b‖PWi)) ⊗ H0(x‖IDi‖Treg) and Ai =
H0((H0(IDi)⊗H0(b‖PWi)) mod n).

2. Step R5. S→Ui: A smart card containing security parameters
{Ni, Ai, q, g, y, n,H0(·),H1(·),H2(·),H3(·)}.

User Ui

1. Step R6. Upon receiving the smart card SC, Ui enters b into SC.

Login and Authentication

User Ui

1. Step L1. Ui inserts her smart card into the card reader and inputs ID∗
i ,

PW ∗
i .

2. Step L2. SC computes A∗
i = H0((H0(ID

∗
i )⊗H0(b‖PW ∗

i )) mod n) and ver-
ifies the validity of ID∗

i and PW ∗
i by checking whether A∗

i equals the stored
Ai. If the verification holds, it implies ID∗

i = IDi and PW ∗
i = PWi with a

probability of n−1
n

(≈ 99.90
100

, when n = 210) . Otherwise, the session is termi-
nated.

3. Step L3. SC chooses a random number u and computes C1 = gu mod p, Y1 =
yu mod p, k = H0(x‖IDi‖Treg) = Ni⊗H0(b‖PWi), CIDi = IDi⊗H0(C1‖Y1)
and Mi = H0(Y1‖k‖CIDi).

4. Step L4. Ui→S: {C1, CIDi,Mi}.
Server S

1. Step V1. S computes Y1 = (C1)
x mod p using its private key x. Then,

S derives IDi = CIDi ⊗ H0(C1‖Y1) and checks whether IDi is in the cor-
rect format. If IDi is not valid, the session is terminated. Then, S computes
k = H0(x‖IDi‖Treg) and M∗

i = H0(Y1‖k‖CIDi), where Treg is extracted
from the entry corresponding to IDi. If M∗

i is not equal to the received
Mi, the session is terminated. Otherwise, S generates a random number v
and computes the temporary key KS = (C1)

v mod p, C2 = gv mod p and
C3 = H1(IDi‖IDS‖Y1‖C2‖k‖KS).

2. Step V2. S→Ui: {C2, C3}.
User Ui

1. Step V3. On receiving the reply message from the server S, SC computes
KU = (C2)

u mod p, C∗
3 = H1(IDi‖IDS‖Y1‖C2‖k‖KU), and compares C∗

3

with the received C3. This equivalency authenticates the legitimacy of the
server S, and Ui goes on to compute C4 = H2(IDi‖IDS‖Y1‖C2‖k‖KU).

2. Step V4. Ui→S: {C4}
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2: Wang et. al.’s scheme (contd.)

Server S

1. Step V5. Upon receiving {C4} from Ui, the server S first computes C∗
4 =

H2(IDi‖IDS‖Y1‖C2‖k‖KS) and then checks if C∗
4 equals the received value

of C4. If this verification holds, S authenticates the user Ui and the login
request is accepted else the connection is terminated.

Compute Session Key

User Ui

• skU = H3(IDi‖IDS‖Y1‖C2‖k‖KU)

Server S

• skS = H3(IDi‖IDS‖Y1‖C2‖k‖KS)

4. A can intercept whatever replies Si sends (Step V1) and discard them (they
would anyway be lost since SC will not expect these replies).

We note that the attacker A can simply send fake login requests to the server S
and could have launched the clogging (DoS) attack having forced S to perform
Y1 = (C1)

x mod p on Step V1. But this replay attack results in a bigger DoS
attack on S since it is forced to perform three modular exponentiations (in place
of just one). A will need to send much lesser number messages to S to clog it.
This replay attack is possible because, unlike Jiang et. al’s protocol, Wang et
at.’s protocol does not have a timestamp check.

3.3 Proposed Countermeasures from the Attack

The Steps to Avoid Replay Attack Resulting in Clogging Attack. As
we observe replay attacks also might be possible on most Smart card based
protocols because their security relies on the computationally intensive modular
exponentiation, and the messages are not by default encrypted. This is very
often overlooked, since the natural result of a replay is not a DoS. A few steps
to avoid these attacks on Wang et. al’s Protocol (and in all Smart Card based
protocols in general) would be

1. Ui uses a time stamp T in Step L4., and S verifies it in Step V1.. The
time stamp also must be encrypted in some form so that A cannot tamper
with it.

2. S checks whether multiple login requests frequently comes from the same
user. This reduces the chances of a reply.

We say reduces because A can obtain a lot of valid user ids (they are public) and
send fake login requests periodically from different ids. Or A can store various
(valid) login requests over a time period, and reply them periodically.

Yet Another Way to Prevent Clogging Attack. We identify the math-
ematical basis which make the protocols vulnerable to clogging attacks is the
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modular exponentiation. The complete removal of this attack again requires to
encrypt all the messages between Ui and S. But this would involve a key ex-
changing step, where each user has a private key, and a public key. The server
knows the public key, and can decrypt a message encrypted by a users private
key. That way, the server makes sure that the message is from a valid user, be-
fore it computes the costly modular exponentiation. This comes with a cost and
depends on the level of security we want to implement. This countermeasure
works for all the protocols (smart card and non smart card based).

4 Conclusion

In this paper, we have demonstrated clogging attacks on two advanced password
authentication schemes to uncover the subtleties and challenges in designing
this type of protocols. We observe modular exponentiation to be a technique
that guarantees a level of security. But it might lead to an easily-exploitable
vulnerability just in case it is used without an additional level of protection.
Most of the multi-factor authentication protocols in the literature either smart
card based, or memory device aided rely on the usage of modular exponentiation
for their security. Hence some level of protection should be added to them to
guarantee total security against the clogging attack.
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Abstract. This paper proposes a new image encryption algorithm that
makes the use of high dimensional fractional order Chua’s chaotic sys-
tem. Fractional order extension of the Chua’s system gives a much larger
key-space than its original integer order version. The proposed image en-
cryption algorithm uses a simple but excellent technique which is quite
fast and the encrypted images are found to have very high entropy. The
algorithm is shown to be highly robust and almost invulnerable to sta-
tistical attacks. Moreover, the algorithm is designed in such a way that
it can be extended by incorporating other chaotic systems as well.

Keywords: Chaos, fractional order system, image encryption.

1 Introduction

The application of chaotic systems in image encryption was first proposed by
Matthews [1]. Since then different methods of image encryption based on chaotic
ciphers are developed and some of them are quite popular. Most of the methods
[2–4] first employ a pixel scrambling method based on some chaotic wavelet to
jumble the pixel positions. Then a standard chaotic system is used to change
the intensity levels of the pixels in the image.

In this paper, the proposed image encryption method makes use of fractional
order chaotic system. Memristor-based four-dimensional fractional order Chua’s
system [5] is used for this purpose. Since the response of chaotic systems are
heavily dependent on the initial conditions, integer order chaotic systems based
image encryption methods already have a very large key space. The key space
further increases if the fractional order extensions of the chaotic systems are
considered, as the order of differentiation can be varied along with the initial
conditions. Moreover, some modifications over the conventional methods are
shown in this paper to increase the key space further. However, the method that
is discussed in this paper does not employ any pixel-scrambling method. This
reduces the key space a little, but on the other hand, reduces the computation
time for the encryption of large image files.

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2, 317
Smart Innovation, Systems and Technologies 28,
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In the following sections, we first discuss the fundamentals of fractional order
memristor-based Chua’s system in brief, then the proposed image encryption
method is discussed in details.

2 Fractional Order Chua’s System

Fractional order Chua’s chaotic systems has a memristor-based piecewise non-
linear element and is described by (1) as follows

Dq1x1 = α(x2 − x1 + εx1 −W (x4)x1) (1a)

Dq2x2 = x1 − x2 + x3 (1b)

Dq3x3 = −βx2 − γx3 (1c)

Dq4x4 = x1 (1d)

The piecewise non-linearity W (x4) (produced by a memristor) is defined as

W (x4) =

{
a , |x4| < 1

b , |x4| ≥ 1
(2)

and the fractional (q-th) order Riemann-Liouville (R-L) derivative [6] Dqf(t)
is defined as

Dqf(t) =
1

Γ (−q)

∫ t

0

f(y)(t− y)−q−1dy for q ∈ R
−, (3)

along with the product rule of operators DmDn = Dm+n to compute (3) for
q ∈ R

+.
The values of the parameters are assumed to be α = 10, β = 13, γ = 0.1,

ε = 1.5, a = 0.3, b = 0.8.
Now, consider the choice of the derivative orders

q =

⎡
⎢⎢⎣
q1
q2
q3
q4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
0.97
0.97
0.97
0.97

⎤
⎥⎥⎦ (4)

and an initial condition

x0 =

⎡
⎢⎢⎣
x1(0)
x2(0)
x3(0)
x4(0)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
0.82267
0.12501
0.00796
0.78956

⎤
⎥⎥⎦ . (5)

The corresponding phase trajectories for a simulation time of 100s is shown
in Fig. 1(a) and Fig. 1(b).
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(a) (b)

Fig. 1. (a) Phase trajectory of (1) showing x1, x2 and x3, and (b) Phase trajectory of
(1) showing x1, x2 and x4

3 The Image Encryption Algorithm

The proposed image encryption algorithm has two stages.
The first stage is to find the solution of the system in (1) for a finite amount

of time. Then, the state-time history is manipulated to get an array (of sufficient
size) of pseudo-random sequence of 8-bit integers.

Then, the second stage is to manipulate the image pixels of the original image
by using of the array computed in stage-1. These are discussed in detail.

3.1 Stage-1: Pseudo-random Array Generation

1. Compute the total number of pixels in the original image.
2. Find the suitable number of iteration of (1) so that the array of state-time

history generated will be just large enough to manipulate all the pixels of
the given image. Solver methods capable of avoiding transient conditions are
preferred.

3. Generate the pseudo-random sequence of 8-bit integers by using

xi = (|xi| − |xi|�)× 1014 ( mod 256) (6)

The above procedure gives a very good set of pseudo-random 8-bit unsigned
integers almost uniformly distributed between 0 and 255. Now, as the initial
conditions and the order of derivatives can be set arbitrarily, we have a total
of eight control parameters that constructs the key space. Thus, we can have
a key space as large as (1014)8 = 10112. The pseudo-random sequence thus
generated is extremely sensitive to the control parameters.
Along with the above steps, we add another one (optional step) to randomize
the sequence further and thus increasing the key sensitivity.

4. After step-2 and before going into step-3, add the last value of the computed
state vector x to all the state vectors. Then proceed to step-3.
This is done keeping in mind that the chaotic systems are highly sensitive
to initial conditions and the derivative orders. A little change in these pro-
duces very large and almost unpredictable changes in the long run. Thus, the
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terminal states are the most unpredictable ones. Obviously, adding them to
the other states increases the randomization of them as well. This definitely
increases the key sensitivity further.

3.2 Stage-2: Image Pixel Manipulation

Consider the original image to be [Ri,j ]m×n, i.e. an array of 8-bit unsigned
integers of order m × n, where m =row length of the image and n =column
length of the image. Then apply the following procedure:

1. Create a key-image [Ki,j ]m×n by taking the values xi,j sequentially. Say for
example,

K1,1 = x1(0),

K2,1 = x2(0),

K3,1 = x3(0),

K4,1 = x4(0).

Repeat this procedure as

K5,1 = x1(h),

K6,1 = x2(h),

K7,1 = x3(h),

K8,1 = x4(h),

and so on, until all the elements of [Ki,j ]m×n are filled.
Here, h is the computation step while finding the solution of (1).
Now one can easily create a simple algorithm that will jumble up the above
sequence based on some control parameter. This increases the key space still
further.
The key image thus produced using the orders (4) and initial conditions (5)
of the fractional order Chua’s system is shown in Fig. 2(a).

2. Bitwise XOR operation is done between each image pixel and the corre-
sponding pixel in the key image

[Si,j ] = [Ri,j ]⊕ [Ki,j ]. (7)

The resulting image thus formed ([Si,j ]) is the encrypted version of the orig-
inal image.

3.3 Decryption

The encrypted image can be easily decrypted by bitwise-XORing the encrypted
image with the same key-image. This actually follows from the fact that (A ⊕
B)⊕B = A.
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4 Experimental Results

Using Matlab 8.0 as the experimental platform and using the key-image as shown
in Fig. 2(a), the algorithm discussed so far is tested on 256× 256 8-bit grayscale
Lena image.

(a) (b) (c)

(d) (e) (f)

Fig. 2. (a) A sample key image, (b) The original Lena image, (c) The encrypted
image, (d) Decrypted image with exact keys, (e) Decryption when x1(0) is set
to 0.822670000001 instead of 0.82267 and (f) Decryption when x1(0) is set to
0.8226700000001 instead of 0.82267

5 Statistical Analysis

The quality of the developed encryption algorithm is checked statistically in the
following subsections.

5.1 Quality of Encryption: Key Sensitivity

The encrypted image (Fig. 2(c)) has no visible information that can be used
to correlate the original image with the encrypted image. The uniform pseudo-
random distribution of the gray-levels of the key-image is the reason behind
this.
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Also, as already it has been discussed, the key space is somewhat larger than
10112 for this encryption algorithm. Small variations in the control parameters,
thus, result into absolutely nonsense decryption. Even if the image is decrypted
with the same derivative orders as in (4) still a very minute change in the initial
condition will sill save the image from any attacks. As a demonstration, if we just
change x1(0) to 0.822670000001 instead of the original value 0.82267 (and keep-
ing everything else the same), the decryption process gives no useful result (Fig.
2(e)). Making the change even smaller by choosing x1(0) = 0.8226700000001,
the decryption process only reveals, in a way, a very insignificant part of the
original image, as seen in Fig. 2(f).
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Fig. 3. (a) Histogram of the original image and (b) Histogram of the encrypted image
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Fig. 4. (a) Autocorrelation diagram of the original image, and (b) Autocorrelation
diagram of the encrypted image

5.2 Image Histogram and Autocorrelation Analysis

The histogram of the original image is shown in Fig. 3(a) and that of the en-
crypted image is shown in Fig. 3(b). From these histograms it is apparent that
the described encryption algorithm produces an encrypted image that has almost
equal no of pixels for all gray-levels.
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Also, for any information carrying image has a good amount autocorrelation
of the gray-levels between adjacent pixels. It is given by

RXX = E [X(m)X(n)]

=
1

MN

M∑
m=1

N∑
n=1

xmxnF (xm, xn,m, n) , (8)

where, F denotes the joint probability distribution of the pixel intensities. The
original image has a very high autocorrelation as seen from Fig. 4(a); whereas,
the encrypted image has almost zero autocorrelation between any two adja-
cent pixels (vertically, horizontally and diagonally), as seen from Fig. 4(b). This
means that in the encrypted image, it is almost impossible to predict the gray-
level of any pixel based on the knowledge of the gray-levels of other pixels.
These certainly shows that the encryption algorithm is almost invulnerable to
‘brute-force’ attacks.

5.3 Image Entropy

To characterize the randomness in the texture of a grayscale image, a scalar
statistical quantity entropy is defines as [7]

H(S) = −
255∑
g=0

p(g)log2p(g), (9)

where, g denotes the gray-levels ranging from 0 to 255 and p(g) gives the number
of pixels of a certain gray-level g present in the image.

If an image only contains pixels of a constant gray-level then the entropy value
is zero, in other words, a low entropy value means a low level of ‘confusion’.
Again, if in an image, for a certain pixel, all the gray-levels are equally probable,
then H has a maximum value of 8, and thus the image can be called ‘most
confusing’. Now, the entropy value of the original Lena image is calculated to
be 7.3078 and that of the encrypted image is calculated to be 7.9974. Sine the
entropy of the encrypted image is very close to 8, the confusion level will be very
high. Thus extracting any useful information from the encrypted image without
knowing the exact keys will be very difficult.

6 Conclusion and Possible Issues

The developed encryption algorithm shown in this paper possesses good sta-
tistical properties and it is suitable for standard applications. However, if the
original image is of very large size then the number of pixels in the image will
be very large and thus more number of iterations will have to be done for the
solution of the chaotic system. This drastically increases the computation time.
Finally, it should be kept in mind that, although the order of the derivatives are
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considered to be a part of the key space, choosing any arbitrary value for them
might result into a system which does not satisfy the necessary condition for the
existence of a double-scroll attractor [8]. This will result into orbits and thus the
improper choice of the derivative orders will make the encryption algorithm fail.
However, there is no such restriction for the initial conditions.
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Abstract. The communication in today’s scenario is mostly rely on web, it will 
be increases day by day means the dependency of the users for communication 
is increases on web  browsers. So thinking about security during data commu-
nication like text and image files will be legitimate. There are several research 
work are in progress in this direction. In this paper we present an efficient RC4 
based secure content sniffing for web browsers which supporting textual 
files(word, pdf, text), web files(.jsp,.php.html) and image files also. In our pro-
posed work we send the text data and image files by applying RC4 encryption 
algorithm. Data is then partition in several parts for reducing the file overhead 
and then the data will be sending with the extra bit of 0 and 1 for identifying the 
attack. Means our work will secure the encryption mechanism from the tradi-
tional file including wide variety of file formats. The effectiveness of our ap-
proach is shown by the results. 

Keywords: Content Sniffing, RC4, Encryption, Web Browsers. 

1 Introduction 

In current web environment which is based on different host and clients, it is burden 
and worry of security to dispense contents due to traditional client-server model [1]. 
Benefit of distinctive kinsfolk always edacity for professional care of major filler less 
provider’s apply oneself to, an equivalent observations is distributed to all connec-
tions of users over the network [2], [3]. Content sniffing sway is a bosom polemic of 
Cross Site Scripting pilfering. In a Potential sniffing attack, a strew ineradicable en-
circling hellish payload is wrongly handled by a victim’s browser, usher in the period 
of HTML content and conduct of JavaScript pandect. The malicious payload trans-
mission analysis is uploaded by attackers to legitimate websites [4], [5]. These line 
show affectionate in a second their sense types or Multipurpose Internet Mail Exten-
sion (MIME) information are considered [6]. 

Cross site scripting (XSS) is the next most powerful attack now days during the 
server client communication. XSS vulnerabilities are maltreated by injecting HTML 
components or JavaScript code [7]. However, the conquer despicable attain arse be 
achieved by injecting JavaScript cryptogram prowl gets unabated by browsers.  
The injected JavaScript code can admittance crucial lead existent in lacing pages and 
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disseminate it to third bunch websites. Latest investigate has shown that injected Ja-
vaScript code is the greatest creation of alternative exploitations such as cross site 
request forgery [8] and phishing [9]. Thus, determining of injected JavaScript proto-
col is an unembellished feigning prefers qualifying XSS frailty exploitations. 

There are several different mitigation techniques analysis [10], testing [11], and 
scanning [12] are widely hand-me-down in the lead program deployments to catch 
injected standards. No matter how, the amid of current JavaScript principles run the 
show exploits in perspicuous programs is increasing day by day [13]. This indicates 
that development of vulnerability free programs is still far from reality [14], [15]. 
Predisposed go, in front of a coordinating runtime exploration of injected JavaScript 
regulations exploitations for web-based environment is important. 

The remaining of this paper is organized as follows. In Section 2 we discuss about 
the related work. Proposed work is shown in section 3. Result analysis is shown in 
Section 4.The conclusions are given in Section 5. Finally references are given. 

2 Related Work 

In 2011, Peiqing Zhang et al. [16]analyze the need of bridge between users and com-
munication path.  They also compared the effect of most commonly applied attacks; 
content pollution and index poisoning with proper comparison. In 2011, Anton Barua 
et al. [17] develop a mechanism for content sniffing attack detection in server side 
using JavaScript’s and analyzes the attack time detection. They developed a frame-
work for evaluation of both benign and malicious files. In [18] author suggests en-
cryption decryption techniques for data sharing and gathering. They [19] also suggest 
subset superset partition for time management. In 2011, Brad Wardman et al. [20] 
suggest deviate Phishers bear to acclimatize the well-spring code of the strengthen a 
attack pages worn in their attacks to impersonate shift variations to actual websites of 
spoofed organizations and to leave alone ascertaining by phishing countermeasures. 
Manipulations fundament is as canny as source code changes or as ostensible as an-
nex or expulsion esteemed content. To appropriately declaration to these changes to 
phishing campaigns, a cohort of pass round coextension algorithms is implemented to 
observe phishing websites based on their content, employing a business data set con-
sisting of 17,992 phishing attacks targeting 159 different brands. The results of the 
experiments using a variety of different content-based approaches demonstrate that 
some can achieve a detection rate of greater than 90% while maintaining a low false 
positive rate. In 2012, Usman Shaukat Qurashi et al. [21] suggest that AJAX (asyn-
chronous JavaScript and XML) has enabled modern web applications to provide rich 
functionality to Internet users. So they suggest a security framework for maintaining 
security in AJAX environment. In [22] a server and client side attack detection will be 
proposed with text data, the variant with PDF will be present in [23] and [24]. The 
DES standard will be used for security in [25]. In [26] Interest flooding attack can be 
applied for DoS in Content Centric Network (CCN) and based on the simulation re-
sults which can affect quality of service. They expect that it contributes to give a se-
curity issue about potential threats of DoS in CCN. In 2013,Van Lam Le et al. [27] 
suggest drift Drive-by download attacks situation upon browsers are venal by deadly 
volume untouched by web servers strive turn a traditional stir vector in previous 
years.  
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3 Proposed Work 

The main motivation of our work is to secure content delivery in server client com-
munication as better understand by the flowchart given in Fig.1. Our proposed 
framework support 1) Text 2) HTML 3) PHP 4) PDF 5) Java Script 6) Word and 
Images.  Our hybrid framework provides admin centric web based network. If any 
client wants to communicate to the server node then it must be registered in the hybrid 
framework. After registration it can be granted or denied by the administrator. If it is 
granted then the client can access the capabilities provided by the admin. Client can 
request text, pdf and image files. If client request any file from the server, then server 
prepares the file for sending. The file preparation will be started from RC4 encryp-
tion. The RC4 Encryption Algorithm, seasoned by Ronald Rivest of RSA, is a shared 
key stream cipher algorithm requiring a procure interchange of a shared key. The 
uniform key algorithm is worn closely for encryption and decryption such stroll the 
statistics stream is solitary XORed encircling the generated key sequence. The algo-
rithm is almanac as it requires transformation exchanges of depose entries based on 
the key sequence. Hence implementations can be very computationally intensive. This 
algorithm has been released to the make noticeable and has peculiar implementations. 
It is also used by IEEE standard 802.11 within WEP (Wireless Encryption Protocol) 
using a 40 and 128-bit keys. It generates a pseudorandom stream of bits. As with any 
stream cipher, these can be used for encryption by combining it with the plaintext 
using bit-wise exclusive-or; decryption is performed the same way. For generation a 
sequence of stream cipher it uses permutation of all possible bytes. In RC4 case it is 
256.Means the key length in RC4 is {1-255}. It is better explained with Fig. 2. The 
permutation will be started by index pointers that are IP1 and IP2. The key length 
may vary from 40 to 255 and the iteration is according to the key scheduling algo-
rithm. 

 
for 0 to 255 
    S [ip1]:= i 
Endfor 
Ip2:= 0 
for 0 to 255 
IP2 := (IP2 + S[IP1] + key[IP1 mod keylength]) mod 256 
swap values of S[IP1] and S[IP2] 
Endfor 

 

Then partitioning process will be started so that sending overhead will be reduced. 
Partitioning will be achieved separately for different files. For text files and web files 
the partitioning will be depends on bytes in the file. For PDF files it will be splitted 
page wise. Image will be split the following steps. 

Step 1: ImageIO.read();  
Step 2:  rows = 4; 
Step 3: cols = 4; 
Step 4:chunks = rows * cols; 
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Step 5:chunkWidth = getWidth() / cols; 
Step 6:chunkHeight = image.getHeight() / rows; 
Step 7: count = 0; 
Step 8: Pass the chunks to the Buffered Image; 
Step 9:  for (int x = 0; x < rows; x++) { 

for (int y = 0; y < cols; y++) { 
 //Initialize the image array with image chunks 
Step 9:imgs[count] based on width and height; 
Step 10: Draw the chunks. 
 

Then the data will be sending to the client by adding an extra bit of 0/1. The log 
file will be maintained when the data will be sending to the client with the time of 
sending and receiving. If any unauthorized access can check the file before the client 
the extra bit will be change to 1/0. It will be notified to the server and the time of 
notification will be noted again and alert will be send to the client and file will be 
discarded  to the client so that client will be prevented from unauthorized access. 
 

The whole process is also explained by our algorithm shown below.   
 

Algorithm 1: For Mapping Response 

1) Inputs: The set of File Request (FR1, FR2……….FRn) from the full set of request 
by the client user. 

2) Output: Map File Request(FR1, FR2 ……..FRn). 
3) do 

Check the Log Request set. 
Design a log of File request (LFr1,LFr2……LFrn) to search the peak re-

quest. 
For each log of File request (LFR= LFr1,LFr2……LFrn) do 
goto Algorithm 2; 
goto partitioning; 
End; 

4) Data will be send with 0/1 append with reconfiguring file request loads. 
5) Details are added including the attack time in the log file mentioning the client 

name 
6) Finish. 

Algorithm 2: RC4 Algorithm for Encryption and Decryption 
 

Algorithm: RC4[28] 
We are using two different array one for the state and other for storing the key. 

State is represented by S[] and key is represented by K[] 
Step 1:  First the state table is arranged according to 256 bytes means one array 

with numbers from 0 to 255 
S[256]=[ 0 .. 255 ] 
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Step 2: Then the key table is arranged 
K [1..2048] = [ ……. ] 
Step3:Then randomize the first array to generate the final key stream. 
Step 3: Then key setup phase will be started. 
1.  Sf = ( f + Si+ Kg ) mod 4 
2.  Swapping Si with Sf 
Step 4: Perform XOR 
1.  i = ( i + 1 ) mod 4 , and f = ( f + Si) mod 4 
2.  Swaping Si with Sf 
3.  t = ( Si+ Sf ) mod 4 
 
The above process explains the working methodology of our hybrid framework 

with the description.  

 

Fig. 1. Flowchart 

4 Result Analysis 

For signify the indication we begin pair types of databases duo distance from the sal-
ver side and one from the client side. In server side we maintain two copies of the 
corresponding plank one for At the Exile and every other for impede send. The added 
bit is automatically changed if it is opened by any unauthorized access. It is automati-
cally alerted to the client, so those clients re-request the data from the server. Server 
also maintain the time of sending and receiving of files. 
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Fig. 2. RC4 encryption 

The attack results are shown in the table 4 with the attack time and the server re-
ceives time. It shows that the detection time will be better in comparison to the previ-
ous techniques in the same direction. Our server alerts times shows this mechanism 
with time calculation when server knows the information about the change data.  

Table 1. Attack detection 

fname size attacktime servertime 
2.jpg 558792 3:2:44:157 3:2:44:229 
newclient.jpg 2444 3:15:58:110 3:15:58:308 
newclient.jpg 1965 3:52:53:107 3:52:53:273 
pdf2.pdf 20859 8:34:50:77 8:34:50:172 
wd1.html 323294 8:35:54:798 8:35:39:831 
wd1.html 323294 8:36:42:50 8:36:21:735 
ab1.txt 39791 8:37:2:107 8:37:2:147 
doc1.doc 404 7:37:18:239 7:37:18:360 

 
The above comparison chart Fig. 3.shows the effectiveness of our approach which 

is compared by [17]. It shows the attack detection time is better in comparison to the 
traditional technique. 
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Fig. 3. Comparison Chart 

5 Conclusions  

In this paper we proposed a hybrid framework for server client environment. These 
approaches provide a new insight in the direction of content sniffing attack. It pro-
vides a direction with RC4 encryption for better protection when communication will 
be done in the server client environment.  It also provides a better time attack detec-
tion in comparison to the traditional technique. 
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Abstract. The paper presents the application of the Computational
Diffie-Hellman problem to ID-based signatures with pairings on elliptic
curves in the random oracle model. It focusses on the security of the
scheme.It also understands the fundamentals of provable security as ap-
plied in cryptography.

Keywords: Provable Security, Identity-based signature schemes, Weil
Pairing, Tate Pairing.

1 Introduction

Provable security refers to rigorous mathematical methods being employed to
prove the security of a cryptographic scheme. In such a proof, the capabilities of
the attacker are defined by an adversarial model.The method is to show that the
attacker must solve the underlying hard problem in order to break the security of
the cryptographic system. The theoretical model used here is the random oracle
model where hash functions are represented as in [9].

The concept of identity-based signature originated with Shamir’s scheme [1]
in 1984. In such an infrastructure, each user’s public key is a function of his
identity and uniquely identifies the entity. The public string could be an email
address, domain name or a physical IP address. Recently, Boneh and Franklin
presented an Identity-based encryption scheme based on properties of Weil and
Tate pairings on elliptic curves [2], [3]. The scheme has a property that a user’s
public key is an easily calculated function of his identity while a user’s private key
is calculated for him by a trusted authority (PKG). For reasons of efficiency and
convenience, it is desirable to have an identity-based signature scheme (where
the signature verification function is easily obtained from his identity) which is
able to make use of the same underlying computational principle and possibly
the same keys.Such a scheme that was already in the paper [2] and was also
present in [4]. The major advantage of using elliptic curves over RSA is that it
provides equal security for a much smaller key size. However, this method needs
an underlying ”hard problem” that the security of the scheme is reduced to. The
scheme in [10] however is based on the generalized ElGamal Scheme as in [5].
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Here, we implement the Computational Diffie-Hellman problem to the scheme
in [10].

A digital signature is a mathematical scheme for the validity of a message or
a document. The major reasons for employing digital signatures are authentica-
tion, non-repudiation and integrity.

It is important to know the correct source of any message, especially in finan-
cial and military contexts. This is achieved with digital signatures that ensure
sender authenticity. Non-repudiation (of origin) refers to the inability of an en-
tity that has produced the signature to deny having done so later. Also, though
encryption hides the message contents, it is possible to make fraudulent modifi-
cations to the message without actually decrypting it or understanding it. Again,
digital signatures make sure that such modifications, though not prevented, can
be recognized.

2 Survey of Other ID-Based Signatures

Table 1 describes a survey of other ID-based signatures.

Table 1. ID-based Signatures

Scheme Private Key Provable or Not

Cha-Cheon[12] GDH P

Galindo [14] DL P

Javier [15] CDH P

Paterson[10] ElGamal(DL) P

Ours CDH N

P - Provable
N - Not Provable

3 Our Contribution

Provable security deals with the security of cryptographic schemes that can be
proved mathematically. However, in our adaptation, due to the structuring of
the parameters involved, the forgery on the signature can’t be produced. Thus,
intrinsically, it is secure. However, the formal reduction to the hard problem goes
beyond the realm of provable security.

4 Preliminaries

Bilinear Pairing: Let G1 be an additive cyclic group generated by P , with
prime order q , and G2 be a multiplicative group of the same order q. A bilinear
pairing ê is a map with the following properties:
For ê : G1 ×G1 −→ G2
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1. Bilinearity. For all P,Q,R ∈ G1

– ê(P +Q,R) = ê(P,R)ê(Q,R)
– ê(P,Q +R) = ê(P,Q)ê(P,R)
– ê(aP, bQ) = ê(P,Q)ab [Wherea, b ∈R Zq]

2. Non-Degeneracy. There exists an P,Q ∈ G1 such that ê(P,Q) �= IG2 ,
where IG2 is the identity element of G2

3. Computability. There exists an efficient algorithm to compute ê(P,Q) for
all P,Q ∈ G1

Computational Assumptions: In this section, we review the computational
assumptions related to bilinear maps that are relevant to the protocol we discuss.
theoremDefinition 1.

Computational Diffie-Hellman Problem(CDHP): Given (P, aP, bP ) ∈ G3
1 for

unknown a, b ∈ Zq , the CDHP problem in G1 is to compute abP . The advantage
of any probabilistic polynomial time algorithm A in solving the CDH problem
in G1 is defined as:

AdvCDH
A =|Pr[A(P, aP, bP,Q) = a.b.P |a, b ∈ Zq]

The CDH assumption is that, for any probabilistic polynomial time algorithm
A , the advantage AdvACDH is negligibly small.

4.1 Definition

– Setup: The private key generator provides the security parameter κ as the
input to the algorithm, generates the system parameters params and the
master secret key msk. PKG publishes params and keeps the msk secret.

– Extract: The user provides his identity ID to the PKG. The PKG runs
the algorithm with identity ID, params and msk as input and obtains the
private key DID. The private key DID is sent to the user through a secure
channel.

– Sign: For generating a signature on the message m , the user provides his
identity ID, his private key DID, params and the message m as input. The
algorithm generates a valid signature σ on the message m by the user.

– Verify: This algorithm on input a signature σ on message m by the user
with identity ID, params , checks whether σ is a valid signature on message
m by ID. If true, outputs ”Valid” , else outputs ”Invalid”.

5 Notation

We use the same notation as in [6]. We let G1 be an additive group of prime
order q and G2 be a multiplicative group of the same order q. We assume the
existence of the bilinear map

ê : G1 × G1 −→ G2
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with the property that the computational Diffie-Hellman problem is hard in
both G1 and G2. Typically, G1 will be a subgroup of the group of points on
the elliptic curve over a finite field, G2 will be a subgroup of the multiplicative
group of a related finite field and the map ê will be derived from the Weil or Tate
pairing on the elliptic curve. We also assume that an element P ∈ G1 satisfying
ê(P, P ) �= 1G2 is known. We refer to [3,7] for a fuller description of how these
groups , maps and parameters must be selected in practice for efficiency and
security.

We let ID be a string denoting the identity of a user and H1 , H2 and
be public cryptographic hash functions. We require H1 : {0, 1}∗ → G1, H2 :
{0, 1}∗×{0, 1}∗×{0, 1}∗ → G1. In our scheme, a user’s public key for signature
verification is QID = H1(ID), while his secret key for signature generation is
DID = s.QID, where s ∈ Z∗

q is a system-wide master secret key known to a
trusted authority. These keys are the same as in the encryption scheme of [3].
If desired, the encryption and the signature keys can be separated simply by
concatenating the string ID with extra bits which identify the keys’ intended
functions. We assume the value Ppub = s.P is publicly known.

6 Signature Scheme

Scheme: Let G1 , G2 be cyclic prime order groups of order q , where G1 is an
additive group and G2 is a multiplicative group. Let P ∈R G1 be the generator of
G1 , ê : G1 x G1 → G2 be a bilinear map and H1(.), H2(.) be two cryptographic
hash functions defined by:

H1 : {0, 1}∗ x G1 → G1

H2 : {0, 1}∗ × {0, 1}∗ × {0, 1}∗ → G1

– Setup:

1. Generate s ∈R Zq , the system-wide master secret key
2. Choose P ∈R G1, a generator of G1

3. Compute Ppub = s.P

– Extract: For any use UA with ID = IDA,
private key = DIDA = s.QIDA = H1(IDA)
public key = QIDA = H1(IDA)

– Sign: To generate the signature on message m, the user with ID = IDA

executes the following algorithm:

1. Compute R = r.P [r ∈R Z∗
q ]

2. hm = H2(m,R, ID)
3. Compute r−1 in Z∗

q

4. Compute S = r−1[hm +DIDA ]

Thus, σ = (R,S) is the required signature on message m and for identity
IDA
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– Verify: Given an identity IDA, a message m and a signature
σ = (R ∈ G1, S ∈ G1),
compute H2(m,R, ID) , H(IDA) = QIDA

and check,

(a) ê(R,S)
?
= ê(P,H2(m,R, ID)).ê(Ppub, QIDA)

If check passes, output ”Valid” else output ”Invalid”
.

Theorem 1. The signature scheme given above is consistent

Proof. We need to show that for all private key tuples and for all messages, any
signature generated by the signing algorithm verifies as a valid signature under
the respective user identity.
Indeed, we have for equation (a), LHS = ê(R,S)
= ê(rP, r−1(H2(m,R, ID) +DIDA))
= ê(P,H2(m,R, ID) +DIDA)
= ê(P,H2(m,R, ID)).ê(P,DIDA)
= ê(P,H2(m,R, ID)).ê(P, s.QIDA)
= ê(P,H2(m,R, ID)).ê(s.P,QIDA)
= ê(P,H2(m,R, ID)).ê(Ppub, QIDA)
= RHS

6.1 Security

We try proving the security of our scheme by reducing it to the security of the
general signature scheme. The standard method for studying signatures is as in
[8]. The extended adversary is in the random oracle model as in [9]. In such a
security model, the following occurs:

– Setup: The challenger C sets up the public parameters and the master secret
key while the public parameters are made available to everyone, the master
secret is known only to the challenger.

– Training: The forger F adaptively queries the oracles on messages of his
choice. F can query such that:
• Key Extraction Oracle: The forger F queries for the private key of any
identity ID and the challenger C returns the value.

• Signing Oracle: When F makes a query for a signature on message m
on identity ID, C provides a valid signature σ on m, ID.

– Forgery: F identifies a message and an identity (IDt,m
∗) and outputs a

signature σ on (IDT ,m
∗). If σ satisfies the following two conditions and

passes the verification test, the forger wins the game:
1. The private key of IDt was not queried in the training phase
2. A signature for m∗ on IDt has not been queried to the Key Extraction

Oracle in the training phase.
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The objective of the challenger is to inject the hard problem instances appropri-
ately , so that, assuming the forger returns a valid signature on (IDT ,m

∗), the
challenger C can perform a queries in polynomial time and obtain the solution
to the underlying hard problem. However, this means that the hard problem can
be solved in polynomial time.
This contradicts out computational assumptions in Section 2. Thus, our assump-
tion that F can produce the forgery is thus reduced to the task of solving the
underlying hard problem.

Theorem 2. Let (G1, G2) be a (τ1, t1, e1) CDH pair of order q then the signature
scheme on (G1, G2) is (t2, qs, qH1 , qH2 , e2) - secure against existential forgery
under adaptive chosen message attack in random oracle model. Here, qH is the
total number of queries generated

Proof. Let us assume that , F is a forger algorithm that (t2, qs, qH1 , qH2 , e2) -
breaks our signature scheme on (G1, G2). We show that the scheme is in fact
secure against such a forger but isn’t provably secure. Algorithm C simulates
the challenger and interacts with F in the following way:

– Setup: Challenger C starts by giving F the common reference string
(P,G1, G2) and the public key Ppub = a.P such that P ∈R G1

– Training Phase:During this phase, F has access to the following oracles:
• H1Oracle :
Forger F can query the H1 oracle at any time. To handle these queries
C maintains a list which is defined as < Hi, IDi, ri >. We refer to this
list as theL1 - list. Initially, this list is empty and will be updated as
explained below. When F queries the oracle H1 with IDi as input, C
responds as following:
∗ If IDi already exists as a tuple of the form < Hi, IDi, ri > in L1,
then C responds with Hi such that H1(IDi) ∈ G1

∗ Otherwise, if IDi is the target identity, IDt, then, return Hi=b.P
such that ri = b and store the value

∗ else, give Hi = ri.P ∈ G1, ri ∈R Zq

• H2Oracle : The forger F can query this oracle any time he wants to
and the C maintains a list of tuples < Hj ,Mk, IDj , Rj , xj , xj ,− > , in
a list called the L2 list. The H2 oracle is a full domain hash. On given
IDj ,MkandRj as input,
if IDj �= IDt, C responds by giving Hj = xj .P ∈ G2 such that xi ∈R Zq

and stores the tuple <Hj ,Mk, Rj , xj>
else, C responds by giving Hj = xj×P ∈ G2 such thatxi = t1× t2 where
t1, t2 ∈R Zq and stores the tuple < Hj ,Mk, Rj , xj , t1, t2 >

• Extract Oracle:
The forger is allowed to query for the private keys of all possible IDl.
The challenger C responds this way:

If IDl is the target identity , IDt, abort
else, give DID = s.QID
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• Signature Oracle:
Let (mi, IDj) be the message identity pair for which the forger F requests
a signature. C performs the following:
If IDq �= IDt, the target identity, give σ = (R,S), the signature, ac-

cording to the scheme.
else, give as follows :

1. Choose r1, r2 ∈R Z∗
q

2. Compute R = r2.Ppub

3. Compute S = r−1
2 QID + r1.P and store H2(mj , R, IDt) = r1.

r2.Ppub in the list L2 as < Hi,Mj, Ri, r1.r2, r1, r2 >
4. Return σ = (R,S) as the signature on the message identity pair,

(mj , IDi)

Correctness of the test
ê(R,S)

?
= ê(P,H2(mj , IDi)).ê(Ppub, QID)

LHS = ê(R,S)
= ê(r2.Ppub, r

−1
2 .QID + r1.P )

= ê(r2.Ppub, r
−1
2 .QID).ê(r2.Ppub, r1.P )

= ê(Ppub, QID).ê(P, r1.r2.Ppub)
= RHS of (a)

Forgery: Eventually, after getting enough training , the forger F tries to
produce a forgery on (mj , IDt). The objective of the challenger C is to use
the forgery to obtain a solution to the underlying hard problem ( CDH )
in polynomial time. However, as the values are masked by r−1, the forgery
cannot be computed. Hence, while this scheme is secure, it is not provably
secure.

7 Comparison with Paterson’s Scheme

Paterson’s Signature Scheme [10] is very similar to the ElGamal signature scheme
[5]. Hence, with the standard model for signature schemes as in [8] extended to
ID based systems, it was possible to prove the security of the scheme.

8 Conclusion

In this paper, we tried to apply the Computational Diffie-Hellman assumption to
the signature scheme in [10]. We used the random oracle model. Such a scheme,
though secure is not provably secure as the challenger is not able to provide a
valid forgery for the target identity.
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Abstract. To allow a secure conversation among a group of members
over a public network there is a need of group key agreement proto-
col which provide a group session key used in necessary cryptographic
operations. Nowadays the protocols based on the certificateless public
key cryptography (CL-PKC) creating more attraction for research be-
cause it does not require certificates to authenticates the public key as
like ID- based cryptosystem and unlike ID based cryptosystem, it does
not suffers from the key escrow problem. The almost all CL-PKC based
group key agreement schemes in current literature are employ bilinear
pairing in their operations. Since the relative computation cost of pair-
ing is many times more than the elliptic curve point multiplication, so
it motivates the researchers to propose pairing free protocols based on
the CL-PKC. The present paper propose an efficient pairing free group
key agreement protocol based on certificateless cryptography over elliptic
curve group with their security and performance analysis. The analysis
shows that the proposed protocol has strong security protection against
various kinds of attack and involves comparatively lower computation
and communication overheads than the other existing protocols.

Keywords: Group Key Agreement, Certificateless Public Key Cryptog-
raphy, ECC, Bilinear Pairing.

1 Introduction

A group key agreement scheme allows a number of users to establish a secret
common key usually called group key. Group key provide confidential and au-
thentic conversations in several group oriented applications like teleconferences,
distance learning, pay per view, collaborative workspaces, etc while communi-
cating in open public network. Recently security protocols based on the cer-
tificateless public key cryptography (CL-PKC) becomes more demanded. The
reason behind the popularity of CL-PKC is that it is free from heavy certificate
management burden in PKI- based AKA protocols and the key escrow prob-
lem in identity based group key agreement protocols. Since the first CL-AKA
protocol [1] was proposed in 2003 by Al-Riyami and Paterson, many group key
agreement protocols based on CL-PKC have been proposed [2–5]. However these
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protocols uses bilinear pairings to achieve required security goals in their oper-
ations. The bilinear pairing is a mathematical tool which maps two elements in
an additive group (usually elliptic curve group) to an element of another multi-
plicative group having same order(usually elements in related finite field) and it
is broadly used in building of ID based as well as certificateless key agreement
protocols [2]. But bilinear pairing is always defined over a super singular elliptic
curve group with large element size and thus it is many times more expensive
operation than the scalar point multiplications in ECC. Therefore a paring free
protocol based on CL-PKC is more appealing in practice. As per our literature
survey none of the CL-PKC based group key agreement protocols available in
current literature [2–6] is pairing free. The present research work propose an
efficient certificateless group key agreement protocol without pairing. The com-
putation overheads like number of point additions, point scalar multiplications
and message overheads of the proposed technique are comparable with the other
existing protocols. The security of the protocol is analyzed very carefully with all
security attributes discussed in [7] and it found secure against various attacks.
The present technique may create an attraction for low power devices such as
mobile phones because applications using pairings can be hard to implement on
these.

The rest of this paper organized as follows. In Section 2 some related works
on group key agreement protocol are discussed. The preliminaries related to
proposed work are addressed in Section 3. The Section 4 proposes the protocol.
Section 5 and Section 6 provide security and performance analysis followed by a
conclusion section.

2 Related Work

To overcome the overheads of certificate managements in traditional PKI based
protocols in 1984, Shamir [8] proposed the idea of ID based cryptosystem where
the identity of a user functioned as his public key. The first ID-based authenti-
cated group key agreement protocol was proposed by Reddy et al [9]. It utilized
a binary tree structure and achieves authentication with ID-based cryptosys-
tem, hence avoids management of certificates. But this protocol requires logn2
rounds for n numbers of users. Since then, many ID-based group key exchange
protocols [7], [10], [11] have been proposed.

Protocols based on ID-based cryptosystem undoubtedly removes the certifi-
cates overheads but has another drawback called key escrow problem. Although
private key of all participants are generated by key generation centre(KGC)
(also called Private Key Generator in ID-based cryptosystem) and distributed
to the participants via secure channel, the entire system is vulnerable in case of
compromised KGC. To overcome this drawback in 2003 Al-Riyami and Kenneth
G. Paterson [1] proposes the idea of certificateless cryptosystem. Certificateless
cryptosystem is an extension of ID-based cryptosystem in which private key gen-
eration process is split between the KGC and the participants. Several certificate-
less authenticated group key agreement (CL-AGKA) protocols [2–6]are available
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in literature with their own advantages and limitations. e.g. Heo et al [4]proposed
a CL-AGK protocol using binary tree structure for dynamic group. It provides
efficient communication and computation complexity, but it does not provide
perfect forward security. Teng and Chuankun Wu [2]propose a provable authen-
ticated CL-GKA with constant rounds. Teng [2]also present a security model for
the certificateless group key agreement protocols. But one common problem in
almost all CL-AGKA protocols is usage of bilinear pairing operation in their key
agreement process. Pairing is one of the complex mathematical operations and
always defined over a super singular elliptic curve group with large element size.
So it is several times more expensive than the point multiplication operation
over elliptic curve group. Thus the burden of pairing computation motivates the
researchers to design pairing free CL-AGKA protocols. This paper proposes a
pairing free CL-AGKA protocol for a group of legitimate participants with their
security and performance analysis.

3 Preliminaries

3.1 Background of Elliptic Curve Group

Let the symbol E/Fp denote an elliptic curve E over a prime finite field Fp ,
defined by an equation

Y 2 = x3 + ax+ b. (1)

where a, b ∈ Fp and with the discriminant

Δ = (4a3 + 27b2)mod p �= 0. (2)

The points on E/Fp together with an extra point O called the point at infinity
form a group

G = {(x, y) ∈ E/Fp : x, y ∈ Fp} ∪ {O}. (3)

Let the order of G be n. G is a cyclic additive group under the point addition
+ defined as follows:

Let P,Q ∈ G , l be the line containing P and Q , and R , the third point of
intersection of l with E/Fp . Let l′ be the line connecting R and O. Then P +Q
is the point such that l intersects E/Fp at R and O and P +Q.
Scalar multiplication over E/Fp can be computed as k.P = kP = P +P + ...+P
(k times). The detail discussion of ECC can be found in [12].

The following problems defined over G are assumed to be intractable within
polynomial time and forms the basis for the security of cryptographic protocols.

Computational Diffie-Hellman (CDH) Problem: Given a generator P of
G and (aP, bP ) for unknown a, b ∈ RZ

∗
p , compute abP . The CDH assumption

states that the probability of any polynomial-time algorithm to solve the CDH
problem is negligible.
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Decisional Diffie-Hellman (DDH) Problem : Given a generator P of G
and aP , bP , cP for unknown a, b ∈ RZ

∗
p , decide whether c ≡ ab mod p .

Discrete Logarithm Problem (DLP) in G: Given a generator P of G and
an element Q ∈ Z∗

p , to find an integer a ∈ Z∗
p such that Q = aP .

3.2 Certificateless Public Key Cryptography(CL-PKC)

In 2003 Al-Riyami and Paterson [1] introduced the concept of Certificateless
Public Key Cryptography (CL-PKC) to overcome the key escrow limitation of
the identity-based public key cryptography (ID-KC). In CL-PKC a trusted third
party called Key Generation Centre (KGC) supplies a user with a partial private
key. Then, the user combines the partial private key with a secret value (that
is unknown to the KGC) to obtain his full private key. In this way the KGC
does not know the users private keys. Then the user combines his secret value
with the KGC’s public parameters to compute his public key. Compared to the
ID-PKC, the trust assumptions made of the trusted third party in CL-PKC are
much reduced. In ID-PKC, users must trust the private key generator (PKG)
not to abuse its knowledge of private keys in performing passive attacks, while in
CL-PKC, users need only trust the KGC not to actively propagate false public
keys [1]. In CL-PKC a user can generate more than one pair of key (private and
public) for the same partial private key.

A CL-AKA protocol is defined by a collection of probabilistic polynomial-time
algorithms as follows:

– Setup. This algorithm is run by KGC. It takes security parameter k as an
input and returns a master private key s and the system parameters params.

– Partial-Private-Key-Extract. This algorithm is also run by KGC. It takes
params, s and a user’s identity IDi as inputs, and returns the user’s partial
private key Di

– Set-Secret-Value. This algorithm is run by the user. It takes params and
a user’s identity IDi as inputs, and returns the user’s secret value xi .

– Set-Private-Key.This algorithm is also run by the user. It takes params,
a user’s identity IDi, his partial private key Di and his secret value xi as
inputs, and returns the user’s private key SKi.

– Set-Public-Key. This algorithm is also run by the user. It takes params, a
user’s identity IDi and his secret value xi as inputs, and returns the user’s
public key PKi

4 Proposed Protocol

Let us suppose a set of n users {U1, U2, ..., Un} want to establish a group session
key, the proposed protocol consists of 6 algorithms which are described as follows.

1. Setup:(By KGC) This algorithm take a security parameter k ∈ Z+ as input
and does the following:
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(a) KGC Choose a k-bit prime p and determine the tuple
{Fp, E/Fp, G, P}. where P is the generater of the group G.

(b) Picks s ∈ RZ
∗
p as the master private key and set its long term public key

as Ppub = s.P .
(c) For the security parameter k KGC select two cryptographic secure hash

functions: H1 : {0, 1}∗ → Z∗
q ; H2 : G×G → {0, 1}k.

(d) The KGC publishes param = {Fp, E/Fp, G, P, Ppub, H1, H2} as system
parameters and secretly keeps the master key s.

2. Partial-Private-Key-Extract: The KGC chooses at random ri ∈ RZ
∗
q

calculate Ri = ri.P and hi = H1(IDi).
KGC compute Si = (ri + s.hi) mod p for every member Ui and issues user’s
partial private key Di = (Si, Ri) to the users having identity IDi through
secure channel.
Ui can validate the partial private key by checking whether the equation
holds.

Ri +H1(IDi).Ppub = Si.P (4)

The partial private key is valid if the equation holds and vice versa. Since
Ri +H1(IDi).Ppub = ri.P + hi.s.P = (ri + s.hi).P = Si.P

3. Set-Secret-Value: The user with identity IDi picks xi ∈ RZ
∗
p and sets xi

as his secret value.
4. Set-Private-Key: The user with identity IDi takes the pair SKi = (xi, Si)

as its complete private key.
5. Set Public Key: The user with identity IDi set public key Pi = xi.P .
6. Key-Agreement: Every user Ui chooses a random number ti ∈ RZ

∗
p and

computes Ti = ti.P . Now Ui sends the following information to its backward
and forward neighbours Ui−1 and Ui+1, with signature.
< IDi, Ri, Ti, Sigi > It is noted that in entire paper the subscript notation
consider as in circular manner(i.e. Un+1 = U1 and U1−1 = Un).In this way
Ui also receive the above information from Ui−1 and Ui+1. On receiving Ui

first verifies their signatures Sigi−1 and Sigi+1 and if verification is success,
Ui calculates the following:
(a) Ki,i+1 = (xi + Si)Ti+1 + ti.(Pi+1 +Ri+1 + hi+1.Ppub)
(b) K ′

i,i+1 = ti.Ti+1

(c) KR
i = H2(Ki,i+1,K

′
i,i+1)

(d) Ki,i−1 = (xi + Si)Ti−1 + ti.(Pi−1 +Ri−1 + hi−1.Ppub)
(e) K ′

i,i−1 = ti.Ti−1

(f) KL
i = H2(Ki,i−1,K

′
i,i−1)

(g) Xi = KL
i

⊕
KR

i

Now Ui broadcast the Xi to every users in the network.
After getting all Xj (j �= i) Ui first verifies the received messages as
X1

⊕
X2

⊕
...
⊕

Xn = 0
on successful verification every user Ui can calculates the following:
KR

i+1 = Xi+1

⊕
KR

i

KR
i+2 = Xi+2

⊕
KR

i+1

...
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KR
n = Xn

⊕
KR

n−1

KR
1 = X1

⊕
KR

n

...
KR

i−1 = Xi−1

⊕
KR

i−2

Finally the group session key calculated as
K = H1(K

R
1 ||KR

2 ||...||KR
n )

The session key is agreed because:
Ki,i+1 = (xi + Si)Ti+1 + ti.(Pi+1 +Ri+1 + hi+1.Ppub)
= (xi + Si)Ti+1 + ti.(xi+1.P + ri+1.P + hi+1.s.P )
= (xi + Si)Ti+1 + ti.(xi+1 + ri+1 + hi+1.s).P
= (xi.P + Si.P ).ti+1 + ti.P (xi+1 + Si+1)
= (Pi + (ri + s.hi)P ).ti+1 + Ti(xi+1 + Si+1)
= (xi+1 + Si+1)Ti + ti+1.(Pi +Ri + hi.Ppub)
= Ki+1,i

Also,
K ′

i,i+1 = ti.Ti+1

= ti.ti+1.P
= ti+1Ti

K ′
i+1,i

Similarly
Ki,i−1 = Ki−1,i and K ′

i,i−1 = K ′
i−1,i

KR
i = KL

i+1 or KL
i = KR

i−1

5 Security Analysis

In this section, we analyze security of proposed protocol based on some security
attributes described in [7].

Implicit Key Authentication. The group session key is computed by each
user’s ephemeral and long-term private keys. So, the users are assured that no
other users except the partners who have the private keys can learn the group
session key.

Known Session Key Security. In each session, each user Ui set new secret
value so that their private/public key pair updated, and the generated group
session key is depends up on private key of every users. The adversary that com-
promises one session key (if so) would not compromise other session keys, so the
proposed protocol provides known session key security.

Forward Secrecy. If the adversary compromises one or more user’s partial
private key Di =< Si, Ri > somehow, he cannot further calculate anything
without knowing user’s secret value xi. Since Di is not complete private key in
the used certificateless cryptosystem.
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Even if the adversary compromises the user’s complete private key < Si, xi >,
he cannot compute the value of KR

i or KL
i without knowing ti. And thus if the

long term private keys of one or more entities are compromised, the secrecy of
previously established session key will not be affected.

No Key-Compromise Impersonation. Suppose that a user Ui’s long-term
private key < Si, xi > has been disclosed, and an adversary E try to masquerade
as the user Uj to all other users. Because the proposed protocol utilize a secure
signature scheme, E’s signature on the messages will not be accepted without
user Uj’s signature private key, and the other users will abort. Since the pri-
vate key is computed with the contribution of Si which is securely calculated by
KGC, and the secrete value xi , randomly chooses by user itself. Thus the private
keys of users are totally independent from each others. Hence the adversary may
impersonate the compromised user in the subsequent protocols, but it cannot
impersonate other users.

No Key Control. The group session key in the protocol is determined by all
members’ long-term private keys < Si, xi > and ephemeral secrete value neither
party alone can control the outcome of the session key. No one can restrict it to
lie in some predetermined value.

Perfect Forward Security. Even if KGC is compromised, the private keys of
users cannot be disclose this is the main characteristic of certificateless public
key cryptography . Thus the previously established session keys are not compro-
mised.

6 Performance Comparison

This section compares the proposed protocol with some other CL-AGKA proto-
cols [2,3,6]in terms of communication and computation cost. The result is showed
in Table 1 (where n is the total number of users). The following notations are
used in comparison table.

PM: number of Scalar point multiplications.
PA: Number of elliptic curve point additions.
Message: Total number of message overheads during key agreement process(
including unicast and broadcast).
Pairings : number of bilinear pairings needed in key agreement process(zero in
case of our proposal)

Table 1 shows that proposed protocol is more efficient than others in terms of
communication cost. While it require an additional computation in the form of
point additions (PA) keeping the comparable point multiplications (PM) cost.
But since the relative cost of pairing computation is many times more than the
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Table 1. Comparison Table

Protocol PM PA Message Pairings

Teng et al. [2] O(n) 0 O(n2) O(n2)

Geng et al. [3] 5n 0 2n2 4n

Cao et al. [6] O(n2) 0 O(n2) O(n)

Our 10n 6n 2n 0

cost of point additions and proposed protocol not require any pairing computa-
tions, the overall computations of proposed protocol is comparable with other
existing protocols.

7 Conclusion and Future Works

The present work proposes a pairing-free certificateless group key agreement
protocol with its security and performance analysis. The analysis shows that it
fulfils the required security goals to resist from the various attacks and needed
comparable computation and efficient communication cost than other existing
protocols with zero pairing computations. Also the required number of rounds
for key agreement process is independent from the number of participants.

In future we will extend the present work to make it suitable for dynamic group
by designing the efficient techniques for join, leaves and other group operations.
We will also justify our work under standard security model.
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Abstract. Need of wireless technology increasing day to day due to the rapid 
development in information and communications technology. Threats and at-
tacks are also growing in accordance with the increment in the usage of wireless 
communication technology. Especially Wireless Local Area Networks (WLAN) 
are less sensitive to the security attacks. This work combines the image 
processing and speech processing techniques. This work introduces Improved 
Bio-cryptic security aware packet scheduling (IBSPS) algorithm to enhance se-
curity levels in WLAN. To strengthen the authentication mechanism this work 
replaces the existing Enhanced Bio-cryptic security packet scheduling algo-
rithm (EBSPS) with the IBSPS algorithm. In addition biometric encryption of 
features like finger print, Iris, Palm print and Face. IBSPS adds one more bio-
cryptic security in the form of human voice as security level. Simulation were 
made on Matlab software and results prove that the proposed IBSPS security is 
stronger than the existing EBSPS and Bio-cryptic security aware packet sche-
duling (BSPS).  

Keywords: Bio-cryptography, Wireless LAN, Bio-cryptic security aware pack-
et scheduling, Enhanced Bio-cryptic security aware packet scheduling, security 
in WLAN. 

1 Introduction 

Wireless network business has grown up from the past two decades, due to its exten-
sive usage. But secure communication is a major problem in the wireless networks. 
Especially Authentication, Authorization and Access (AAA) to WLANs due to Brute 
force attacks, Insufficient Authentication, Weak Password Recovery Validation, 
HTTP_Auth_ContainsBinary, HTTP_Auth_Too Long and many more attacks [1] is 
are  critical confronts. According to the recent survey reports, The 2013 Data Breach 
Investigations Report (DBIR) confirms this and presents the perception of 19 global 
organizations on studying and hostility data breaches in the world. Details of different 
threat actions were presented firstly Hacking of breach occupies major portion with 
52%, followed by Malware with 40%, social threat  is 29%, 13% of misuse threat 
and  Physical threat is 35% and common Errors is 2%  [2].To resist the security 
attacks in literature many scholar and researchers has came up with the plenty of solu-
tions [3- 5].  
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The literature shows that Bio-cryptic security is stronger than the normal textual 
password security. Bio-cryptic is branch of science, which combines the advantages 
of both biometrics and cryptography [6]. Quality-of-Security is still poor in WLANs. 
To strengthen the authentication process, this work introduced the additional security 
level in the form of voice biometric [7].  

The imperative contributions of this work consist of: (1) a survey and requirements 
of a improvements in wireless LAN according to Wireless Node user; (2) a novel 
Improved bio-cryptic security-aware packet scheduling; (3) a new performance analy-
sis of security authentication and performance; (4) a simulator where the IBSPS algo-
rithm is development and evaluated. The rest paper is organized as follows: Section 2 
describes literature works in the area of Bio-Cryptography, Advanced Radius authen-
tication server and Security Levels. Section 3 discusses the novel IMBSPS algorithm, 
system model and architecture. In section 4, it is represented with the performance 
analysis of our IMBSPS. Finally, the work is concluded with future plans are dis-
cussed in Section 5. 

2 Related Works 

The security level concept was introduced by the Xiao Qin et al. Their work discusses 
that, same security is not acceptable for every user. They clearly stated that, different 
security levels have to be mad by different users according to their need. Their work 
introduced the Security aware packet scheduling (SPSS) algorithm to assign security 
level. But security levels assignment are not clear is the flaw and which was reflected 
on the Load on the Network Switch (LNS) [8].  

Rajesh Duvvuruet al., has came up with a clarification to improve the performance 
of LNS and beside assuring security level by introducing Automated security aware 
packet scheduling (ASPS)algorithm. In ASPS they designed a new authentication 
server named it as Advanced Radius authentication server (ARAS). In 
ARAS,assignment of security level will be done automatically to the specific user 
depending upon their WN IP address. Due to automatic assignment of security, secu-
rity levels were used for right WN, which will reduce the burden on LNS [9].  

To strengthen the authentication process and besides assuring the LNS, once again 
Rajesh Duvvuru and team  has proposed and proved an idea, by introducing the Bio-
crypted Security-Aware Packet Scheduling-Algorithm (BSPS) algorithm. BSPS will 
strengthen the security in WLAN and follow the policy of ASPS. In work, they have 
used two biometric features, those are thumb and Iris and encrypted with RSA Algo-
rithm [5]. The results BSPS were compared with the ASPS and SPSS and finally 
proved BSPS performs better than ASPS and SPSS in terms of security and LNS, 
combine knows Quality-of-Service (QoS) in WLAN. The BSPS is design for only 
three levels of security [10]. Later the work was extended by the same team, Rajesh 
Duvvuru et al.in improvising the security levels by instigating the Enhanced Bio-
crypted Security-Aware Packet Scheduling-Algorithm (EBSPS). In EBSPS consists 
of five levels of security. Those are cryptic based password, thumb, iris, palm and 
facial biometric images. EBSPS results were compared with the BSPS, it is found that  
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the EBSPS have two more additional security levels in the form of Palm print and 
face images.[11]. Avala Ramesh et al., has made an analysis in biometric encryption 
using RSA algorithm. In their work, they have encrypted the biometric images with 
different edge detection technique like Laplacian, Zero cross and Canny operator. The 
analysis results shows that Canny edge detection biometric images are have good 
security than rest [12].Admaset al., explained and done experimentation on voice 
encryption in just six steps. This is one of the basic models for voice encryption [13]. 
They are Chumchu, P.et al., has given the cheap and best voice encryption framework 
over GSM-based networks. Their prototypes support both real-time and full-duplex 
communications. The RC4 algorithm is utilized to protect digital of voice to make the 
prototypes cheap and simple. The Bluetooth technology is used as communication 
media between mobile phones [14]. 

In the present work, the IBSPS is incorporated with one more security level, in ad-
dition to the present five level securities. The security level addition will be made in 
shape of encryption of voice biometric using speech processing approach (refer 
Fig.1). 

 

Fig. 1. Model of Network Architecture 
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3 Improved Bio-cryptic Security Packet Scheduling Algorithm 

3.1 Assumptions and Notations 

In order to improve the security in WLAN by adding the one more security level to 
existing five levels of security. To fulfill the above method task, we are replacing the 
EBSPS with IBSPS algorithm. In addition to this, IBSPS also inherited complete 
structure and properties of Request IP address (RqIA) packets and Response authenti-
cation status (RsAS) [5]. But, we replaced Response Authentication Packets (RsA) 
and Request authentication packet (RqP) with Improved Response Authentication 
(IRsA) Packets and Improved Request authentication packet (IRqA). 

Improved Request Authentication (IRsA) Packets 

Once the ARAS receives RqIA from WN, then the Security ID Adapter (SIA) will 
check the IP address and, if the IP address is valid, the ARAS will issue IRsAV (Im-
proved Response Security Level Assign Valid)  packet else it will issue IRsANV 
(Improved Response Security Level Assign Valid)packet. Depending on the IP ad-
dress, the IRsAV are of five types. They are: 
 
• IRsAV1 contains a tuple only two fields (1, WNIP). 1 specifies security level 1 

and Wireless IP address. 
• IRsAV2 have only two fields (2, WNIP). 2 specifies security level 2 and Wireless 

IP address. 
• IRsAV3 comprises a tuple only two fields (3, WNIP). 3 specifies security level 3 

and Wireless IP address. 
• IRsAV4 contains a tuple only two fields (4, WNIP). 4 specifies security level 4 

and Wireless IP address. 
• IRsAV5 contains a tuple only two fields (5, WNIP). 5 specifies security level 5 

and Wireless IP address. 
• IRsAV6 contains a tuple only two fields (6, WNIP). 6 specifies security level 6 

and Wireless IP address. 

Improved Request Authentication (IRqA) Packets 

Once the WN receives the IRsA packets from ARAS then IRqPstarts its work. IRqA 
packets are novel designed and it is used in the place of RqA packets. IRqA packets 
are of six different types. They are (1) Improved Request Authentication packet at 
security level 1 (IRsAV1) (2) Improved Request Authentication packet at security 
level 2 (IRsAV2) (3) Improved Request Authentication packet at security level 3 
(IRsAV3) (4) Improved Request Authentication packet at security level 4 (IRsAV4) 
(5) Improved Request Authentication packet at security level 5 (IRsAV5). (6) Im-
proved Request Authentication packet at security level 6 (IRsAV6) and Improved 
Request Authentication packet Denied (IRsAD). The details are as follows: 
 



 Enhancing the Security Levels in WLAN via Novel IBSPS 355 

• IRqAV1 contains a tuple three fields (1, Password, ARASIP). 1 specifies security 
level 1 and cryptic password. 

• IRqAV2 comprises a set of four fields (2, Password, thumb, ARASIP). 2 speci-
fies security level 2 and also contain a cryptic password and Bio-cryptic (thumb 
image). 

• IRqAV3 is a tuple of five fields (3, password, thumb, iris, ARASIP). 3 specifies 
security level 3 and it comprises of a textual Cryptic password and added with 
Bio-Cryptic image (thumb and iris). 

• IRqAV4 is a set of six fields (4,pass, thumb, Iris, Palm print, ARASIP). 4 speci-
fies security level 4 and it comprises of a textual cryptic password and includes 
with Bio-Cryptic image (Thumb, Iris and Palm print). 

• IRqAV5 is a tuple of seven fields (5, pass, thumb, Iris, Palm print, Face, 
ARASIP).5 specifies security level 5 and it includes of a textual password and 
comprises of Bio-Cryptic image (Thumb, Iris, Palm print and Face). 

• IRqAV6 is a set of eight fields (6, pass, thumb, Iris, Palm print, Face, Voice, 
ARASIP).6 specifies security level 6 and it includes of a textual password and 
comprises of Bio-Cryptic image (Thumb, Iris, Palm print,Face and Voice). 

ARASIP represents the address of Advanced Radius Authentication Server. This is 
a common field in the ERqA packets. 

Model of the Packet 

The Wireless data packet (WDP) model is also inherited form the preceding works. 
The WDP has a set of fields (ATi,PTi,SLi,Di)[8]. Where, ATi and  PTi is arrival time 
and  processing time of packet i and SLi and Di is represents the security level and 
deadline of the packet i.  

Equation -1 represents the Total Encryption Computation time of Thumb print 
(ECT(THi)) 

ECT (THi) = ED(THi) +ET (PPi)     (1)  

Equation -2stands for the Total Encryption Computation time of Iris 

 (ECT(IRi)) 

ECT (IRi) = ED(IRi) +ET (IRi)      (2) 

Equation -3signifies the Total Encryption Computation time of Palm print 
(ECT(PPi)) 

ECT (PPi) = SGT (PPi) + ED(PPi) +ET (PPi)    (3) 

Equation -4symbolizes the Total Encryption Computation time of Facial 
(ECT(PPi)) 

ECT (FCi) = ED(FCi) +ET (FCi)     (4) 

Equation -5 represents the Total Encryption Computation time of Voice 
(ECT(PPi)) 
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ECT (VOi) = ED(VOi) +ET (VOi)     (5) 

Where, The function ED represents the time taken to finding edges of biometric 
images and function ET is the encryption of the edges detected biometric images. 
EDSGT (PPi) is the segmentation of Palm print Image and time taken to encrypt the 
Palm print image. Then Computation time at WN(CWNi) can be defined as: 

CWNi = ECT (Pass) + ECT (THi) + ECT(IRi) + ECT(PPi) + ECT(FCi)  
+ ECT(VOi)                                    (6) 

Here ECT is the common function for calculation of total computation time of 
biometric image. Equation -6 is combination of equation 1 to 5, in addition to text 
password encryption. 

Similarly, the decryption at ARAS computation time (CARAS) is articulated as 
 

CARASi = DCT (Pass) + DCT (THi) + DCT(IRi) + DCT(PPi)    
+ DCT(FCi) + DCT(VOi)                         (7) 

Where, DCT is the function for computation of time for decryption at ARAS. At 
ARAS, only decryption happens, edge detection not required. By combining the equa-
tion 6 ,7 and network delay, we can able to calculate Total Authentication time  
(TATi). Here Network Delay (ND) was assumed using Randomized probability  
distribution. 

TATi =  CWNi + CARAS  + ND    (8) 

The IBSPS Algorithm 

The IBSPS algorithm is defined as follows:  
First, the node i sends RqIA containing the IP address(IPi), requesting access for 

network to ARSA(Advanced Radius Server Authentication). Second, IF IPi matches 
with the existing IP address then ARSA issue IRsAV (IRsAV1 or IRsAV2 or IRsAV3 
or IRsAV4 or IRsAV5 or IRsAV6) ELSE  IRsAD will send WN. Third, The user’s 
system on receiving IRsAV  generates the respective RsA packet (RsA1 or RsA2 or 
RsA3 or RsA4 or RsA5 or RsA6) for contains different credential data and sent back 
to the ARAS. Fourth ARAS checks the credential RsA packet credentials replies with 
RsAG packet ELSE RsAD packet.Fifth, if RsAG packet is received, the user node 
starts communication with the Network Switch. Finally, the rest of the algorithm fol-
lows the step No. 5 of ASPS algorithm [9]. 

4 Simulations and Results Analysis 

IBSPS simulations were done in two phases. They are Image processing and speech 
processing in Matlab. Fig. 4 explains newly introduced sixth level of security. The 
biometric samples were collected from the Biometric research laboratories like  IIT 
Delhi, IIIT Delhi and University of Massachusetts Amherrest [15][16][17] [18]. 
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4.1 Simulation of Bio-cryptic Images 

Simulation of Biometric images involves three steps. The very step was segmentation 
of the images, especially for Palm print images. Segmentation was performed using 
Region-of-Interest algorithm. Later the images are applied for the edge detection us-
ing canny operator and finally all edge detected images are encrypted individually 
using  RSA algorithm (refer Fig. 3). 

4.2 Simulation of Voice Encryption 

In voice encryption, it opted for the symmetric key encryption. There are four differ-
ent steps involved in this mechanism.  

Step1: Wav file was read using the inbuilt function wavread() . 
Step2: Distortion has to add to the original voice.  
Step3: Extend Noise Samples According to Encryption Number.          
Step4: Embedded the information from audio to noise.  
Step 5: Enter the decryption symmetric key to hear the original message.  

4.3 Results Analysis 

4.3.1   Comparison of Security Levels 

When IBSPS algorithm is compared with the EBSPS and BSPS algorithms in term of 
security levels, IBSPS have stronger security than rest. Fig. 2 shows the comparison 
were made between the security level and packet size. It is observed that, packet size 
is growing along with the security level (refer Table 1). 

 

Fig. 2. Security Levels Comparisons and Overall Computation Time in WLAN 

Table 1. Security level comaprisions 

 Text Thumb Iris Palm Face Voice 

SL1 Yes No No No No No 

SL2 Yes Yes No No No No 

SL3 Yes Yes Yes No No No 

SL4 Yes Yes Yes Yes No No 

SL5 Yes Yes Yes Yes Yes No 

SL6 Yes Yes Yes Yes Yes Yes 
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Fig. 3. Improved Request for Authentication for level 6 (IRqAV6) Packet (text, thumb, Iris, 
Palm print, facial and Voice) 

5 Conclusion 

Security is one of the important concerns in WLAN. In strengthen the security in 
WLAN, IBSPS is introduced. In this work, EBSPS is replaced with the IBSPS. In 
IBSPS one more security level is added in terms of voice encryption. IBSPS per-
formed better than EBSPS and BSPS algorithm. The proposed work achieved 12% 
good than EBSPS and 50 % better than BSPS algorithms with respect to the security 
levels. At the same time IBPS computation is more than EBSPS and BSPS due to 
increment in the security levels. 

In future, we will encrypt the security levels with the strong cryptographic algo-
rithms like ECC and Choas based algorithms. 
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Abstract. Secure authentication scheme is required to protect busi-
nesses and clients against attacks. Passwords are used as private identity
for an individual. The password has to be protected from several threats
like stealing, shoulder surfing, eavesdropping and guessing. Several work
has been done to improve the traditional password based authentication
such as biometric password authentication, graphical password scheme,
and dynamic password scheme etc. Graphical passwords are strong re-
sistance towards brute force and dictionary attacks. But it suffers to
eavesdropping and guessing attacks. However, these schemes have been
proved ineffective. In this paper, we have designed a hybrid system by
combing the features of three different schemes such as textual pass-
word, recognition based password and recall based password. The result
shows that proposed model overcomes eavesdropping and guessing more
effectively than its counterparts.

Keywords: User Authentication, Graphical Password, Textual Pass-
word, Stroke Based Passowrd, Salting.

1 Introduction

Authentication is the process of confirming and validating the truth of an at-
tribute or entity. It is an act of determining whether an individual should be
allowed or not, to access the system or the application. It should satisfy three
basic goals of security: confidentiality, integrity and availability. It is very im-
portant to ensure security against the unauthorized access to any information
resource. The level of security varies from one application to another, thus the
acceptability of any authentication scheme depends on its robustness against
attacks as well as its resource requirements. Password authentication has been
widely used by on-line and off-line applications to authenticate their identities
and access their accounts. In a traditional password authentication scheme, the
user requires to enter his credentials in term of userid and password to prove his
authenticity. The userid and password are compared with the credentials stored
in the system database. If it matched then authentication is successful. Other-
wise it fails. It has been reported that the password authentication scheme is
vulnerable to many attacks like stolen verifier attack, man-in-the middle attack,
replay attacks, and phishing attack [1–5].

M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2, 361
Smart Innovation, Systems and Technologies 28,
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1.1 Types of Authentication Systems

The authentication schemes can be categorized as follows [6]:

– What you know? Includes traditional textual password based schemes or the
PIN based schemes.

– What you have? Includes authentication by smart cards or electronic tokens.
– What you are? Includes the schemes like biometric authentication systems.

The common type of scheme is What you know?. Under this scheme, textual
password is used more frequently as it is easy implement. However, it can be used
in the applications requires low level of security. A password is strong if it con-
sists with lowercase, upper case, alphanumeric and digits with special symbols.
The strong password improves security. But, longer passwords are difficult to
memorize, due to which the user write down on paper. It may chance of missing
or access by unauthorized person. Additional criteria for good textual password
is, it should be easy to type and not vulnerable against keystroke dynamics.
Textual based schemes have many problems like shoulder surfing, key logger,
vulnerable to guessing, dictionary attack and hard to remember [6]. What you
have? scheme includes the smart cards and electronic tokens. Token based sys-
tems are vulnerable by man-in-middle attacks where an attacker captures the
user session and archives the authorizations by acting as a proxy between the
individual and the authentication system without knowledge of the user.

Biometric authentication systems come under What you are? scheme. The
devices required to implement are high cost. It also suffers by replay attack.
The textual password scheme suffers from various attacks as in [1]. For example,
the attacker can have an idea about the password by keystroke dynamics i.e.
by looking and monitoring the movements of the users hands on the keyboard.
Pictures are easier to remember than text [9]. So, it requires a better password
scheme which is easy to remember and safe from stealing. Moreover the graph-
ical scheme provides better security against some common type of attacks like
brute force attacks and dictionary attacks. But, it suffers from shoulder surfing.
There are several attacks against passwords such as brute force attack, dictio-
nary attack, guessing, eavesdropping, shoulder Surfing, accessing the password
file, and stealing the password as discussed in [8].

The remaining of this paper contains as follows. Section 2 provides a brief
review of existing work. Section 3 contains the proposed method for user au-
thentication. Concluding remarks are given in Section 4.

2 Literature Review

To protect passwords from shoulder surfing and eavesdropping, Shahid et.al.
[8] the scheme which is motivated by the Unix System. It supports unlimited
length typed by the claimant, but the first eight character are only compare
with the stored password and remaining are only to falsify the attacker [7]. To
improve this, the password will be any part of the input string. At the time
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of registration the user has to mention the starting position and length of the
password. For example if we choose our password abcd, and staring position 4,
then the possible input string can be 123 abcd3fofvn, xyzabcddchjk.

The problem with this scheme is that it can be easily compromised by XOR
operation. To improve some shortcomings of textual passwords, graphical pass-
words considered as a better alternative, but they are vulnerable by shoulder
surfing. Ahmad et. al. [9] proposed a hybrid authentication system of graphi-
cal and textual password. The user generates a graphical password by selecting
several point-of-interests (POI) on a picture generated by the system in regis-
tration phase. Each POI is described by a circle with the clicked point as the
center and some specified area around the center [9]. The POIs are associated
with words or phrases. At the time of authentication user will select the point
in the picture and enter the corresponding words in the password text box. If
the selected points and the corresponding word or phrase match with the stored
data, the authentication process will success.

Ziran et.al. [10] have proposed a recall based authentication system with tex-
tual password. At the time of registration, the user draw a pattern on the grid
which is generated by the system [9]. The pattern and order is stored in system
database. During Authentication process user have to enter the passwords by
traditional input devices in some text area, according to the values shown in the
grid. The grid only shows 0 or 1, which are randomly generated on each exe-
cution. The use of 0, 1 provides ambiguity which protect against the shoulder
surfing. The text area is used to enter the input password to provide more resis-
tance to shoulder surfing. If the values entered in the text area matches with the
values at grid point in correct order, then the authentication will be successful.
The order of the selection of points in the pattern can be in any manner. So, it
provides better security in compare to previous schemes. The demerit is, it is a
time consuming approach but can be used for more secure applications.

Chao et.al. [11] proposed a login system which is implemented as a gaming to
make login process more interesting. It contains an image in background color
which is used as a security factor. Sadiq et. al. [6] proposed an image based
implicit authentication system with several images for selection of password.
Each image have several click points and each click point is associated with
several attributes. The user provides some information in which keywords are
abstracted during registration phase. At the time of authentication, the server
choose a random keyword associated with the user with a random image that
has the text attribute related to the object. Then it sends to the users. The
individual has to select the correct object that signifies the expected keyword.
This scheme suffers from shoulder surfing.

Ziran et.al. [9] have proposed a recall based authentication system with textual
password. The user has to select a pattern on a grid. The selected pattern and
the corresponding order is stored. At the time of authentication process user
have to enter the password, as per the values shown in the grid. The grid shows
0 or 1, which are randomly generated every time by the system. The use of
0,1 create confusion to the attack which evades shoulder surfing. If the values
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entered in the text area matches with the values at grid point in correct order,
then the authentication will be successful. The order of the selection of points
in the pattern can be in any manner.

3 Proposed Method

The method has been proposed to develop a novel scheme for protecting pass-
words, against shoulder surfing, guessing and eavesdropping. All the schemes
have some merits and demerits. In our approach, we are using the features of
one scheme to improve the feature of another scheme mutually.

3.1 Varying Password Based Scheme

This method is motivated by the scheme discussed by the Mohammad et.al. [8].
Some additional features are added in the existing scheme by removing the

restriction of choosing the fixed starting position. The password string can
be anywhere in the input string. For example, if our password is abcd, then
the input string may be 123abcd19jfdjdfj, 1234djabcdfdruoi, abcd1234589 or
1234344abcd. The password may be present anywhere in the string. Figure 1
looks like a single substring matching algorithm. The passwords are stored us-
ing one way trapdoor function. The hash value of the stored passwords and the
input string is completely different. At the time of registration, it stores the in-
formation of starting symbol, and length of password, as shown in Figure 1. We
follow same steps at the time of authentication as shown in Figure 2.

To provide more secure, we are implemented Virtual keyboard with regional
language support. Virtual keyboard is a software components which allows user
to enter the characters using mouse. The main advantage of using virtual key-
board is, it reduces the threat of keystroke logging. We can make the key pattern
dynamic and enter multilingual characters to provide better security using it.
The demerit is it can be compromised using shoulder surfing. Furthermore, a
user may not be able to point and click as fast as they could type on a key-
board, thus making it easier for the observer. To avoid it, we have randomized
the positions of the keys on the virtual keyboard every time. The multilingual
keyboard has been implemented using Unicode. Our virtual keyboard contains
all Indian regional language keys with some symbols. So, it provides better secu-
rity over various attacks. The details analysis of brute force attack is discussed
in following section.

3.2 Analysis of the Varying Password Scheme

The Table1 shows the length of password, number of alphabet, number of pass-
words generated, and the time taken to apply brute force attack. In the proposed
scheme, if the password length is 4, then 4.56 second is required to recover the
password, if the length is 6 then it will take 85.8 hours and if the length is 8
then 241697.99 day is required. Which makes it stronger in compare to previous
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Fig. 1. Registration Process of Varying Password Scheme

Fig. 2. Authentication Process of Varying Password Scheme
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Table 1. Analysis of Brute Force Attack

Password
Length

No. of alpha-
bets

No of pass-
word

Time Taken (1 billion
searches per second)

4 10 10,000 1ps

4 62 14776336 14.7 ms

4 260 4569760000 4.56 s

6 10 1,000,000 1ms

6 62 56800235584 56.8s

6 260 3.08916E+14 85.80 hrs.

8 10 100,000,000 0.1s

8 62 2.1834E+14 60.65 hrs.

8 260 2.08827E+19 241697.99 days

Fig. 3. Login Windows with Virtual Keyboard

schemes. As the proposed scheme uses a virtual keyboard with regional language
support, it protects the intruder who is unknown about the regional language.
Again, due to the randomness of the virtual keyboard, which sup- ports around
260 alphabets. The proposed scheme withstands eavesdropping and shoulder
surfing more effectively.

1. Shoulder Surfing: The input string is arbitrary length. The length of the
password varies every time. The uses of prefixes and suffixes increases the
resistance against shoulder surfing.

2. Eavesdropping: The password is hidden within a string. So, it is not easy
to see the password even after the intruder able to access the password file.
For example xyz is easier to observe and remember, but auenxyzejs is not.
As the password is of varying length, it provides better security against
eavesdropping. Also during transmission from client to server, the intruder
unable to compromise the password even if he sniffing the password by using
traffic analysis method. Because the password is in hashed format with some
dummy characters.

3. Guessing: The attacker can guess by seeing the length or checking some
common words or phrases. In this scheme input password string is of varying
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Fig. 4. Regional Virtual Keyboard

length and varying characters. So it is not easy for the attacker to guess the
password.

4. Brute Force Attack: Use of multilingual keyboard drastically reduces the
brute force attack. The multilingual keyboard, having 260 characters. The
time required to recover the password is analyzed in table 1. It is very difficult
to compromise the password if the length is 8 character.

5. Key Stroke Dynamics: The main advantage of virtual keyboard is it provides
a better resistance against keystroke logging. Using virtual keyboard, the key
logger and other key stroke based attacks are avoided.

6. XOR Analysis: In the conventional methods, the actual password can be
guessed using XOR operation If two input password is known. But in the
proposed scheme, the password can be anywhere in the input string, which
provides better resistance to XOR operation.

7. Stealing the Password: The more complex passwords are difficult to remem-
ber. Sometimes user writes them down on paper or personal notebook. It is
possible to compromise the password if the intruder can get the paper or the
notebook. But, in our scheme this problem is avoided. Because the actual
password is embed with some extra dummy characters. Even if the intruder
get the paper he unable to login the system.

8. Advantages:

(a) No need to remember the starting point.

(b) If any error occurred while entering the password, no need to go back
or delete any typed character. From that point the user can retype the
actual password.

(c) The small password can be effectively used against the shoulder surfing.

9. Drawback: The time complexity of the Authentication process will increase
as it involves various matching. Additionally, we have to calculate the hash
code of many strings which have equal length as original password, and have
a starting character whose hash value is matched with the starting character
of the password.
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4 Conclusions

The varying Password Scheme provides much security over eavesdropping and
guessing. It can be used in any unsafe environment like public places. In addi-
tion, this scheme uses a multilingual virtual keyboard which avoids keystroke
dynamics, eavesdropping and guessing. It also provides a much better resistance
to brute force attacks by extending the alphabets used.
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Abstract. The signatures are behavioral biometric characteristic used
for authentication purpose. The verification of a signature while writing
through the machine is called online signature verification. In this paper,
we have implemented verification of signatures at sub-trajectory level.
The verification has been performed using common threshold of features
and writer dependent threshold. A set of fifty features are extracted of
nature static, kinematic, statistical and structural properties. The ex-
periments have been performed using SVC2004 (Signature Verification
Competition) Task1 where forty user’s data include twenty genuine and
twenty forgery signatures of each user. The achieved results indicate that
verification at sub-trajectory level is a promising technique in online sig-
nature verification.

Keywords: online signature verification, feature extraction, feature level
threshold, writer dependent threshold

1 Introduction

The authentication through signatures is carried out to legalize the document
and hence is widely accepted. The verification of signatures while writing through
a machine is called online signature verification. The online signature verification
mainly consists of two phases: Feature extraction and verification technique. The
matching technique is one such example of verification technique. The features
further can be viewed as two parts: Local features, the features corresponds to
a particular portion of signature, and global features, the features correspond
to the entire signature. For verification, we have several verification technique
such as DTW (Dynamic Time Warping), SVM (Support Vector Machine), HMM
(Hidden Markov Model), NN (Neural Network) etc. [1].

The Kashi et al. used the HMM technique on the signatures of 59 users (542
genuine and 325 forgeries) and reported FAR (False Acceptance Rate), the rate
at which forgery signatures are accepted by the system, is 2.5% and the FRR
(False Rejection Rate), the rate at which genuine signature are rejected by the
system, is 2.5%. The main features collected were first moment, coordinates
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and their velocities, integrated absolute centripetal acceleration, direction his-
togram, rms velocity etc. [2]. Wu et al. used the split and merge mechanism on
the database consisting 246 forgeries and 200 genuine signatures and reported
FAR as 2.8% and FRR as 13.5% [3]. Jain et al. used the DTW technique by col-
lecting features likeΔx andΔy i.e. x and y coordinates differences, Y coordinates
with reference to center of signature, sin(α) and cos(α) with x-axis, curvature
etc. The FAR and FRR, for common threshold were reported as 2.7% and 3.3%
respectively and for writer dependent threshold as 1.6% and 2.8%, respectively
[4]. Kholmater et al. used the DTW matching technique for the verification of
a system having signatures of 94 users (1134 genuine and 367 forgeries). The
main features collected were: x and y coordinates with reference to first point
of trajectory, Δx and Δy and the curvature difference between two consecutive
trajectory points. The system based on the above features along with the lin-
ear classifier has been established to report FRR as 1.64% and FAR as 1.28%
[5]. Augilar et al. used the HMM technique on the MCYT bimodal biometric
database consists of fingerprint and on-line signature modalities. They had re-
ported the EER for skilled forgeries as 0.74% and for random forgeries as 0.05%
[6]. Guru and Parkash introduced a verification technique based on the symbolic
representation using ATVS MCYT database consisting of 50 signatures of each
330 users. The FAR and FRR for common threshold were reported as 4.1% and
4.3% and the same ratios for writer dependent threshold were 3.9% and 3.7%
which further resulted into an average EER of 3.8% [7]. Recently, Barkoula et
al. explored TAS (turning angle scale) and TASS (turning angle scale space) for
representing the signature and then applied variation of the longest common sub-
sequence verification technique on two databases: SVC2004 (Task1) and SUSIG
(Visual Corpus Part-1). For skilled forgeries they had reported the average EER
of 5.33% for SVC2004 and 0.52% for SUSIG database [8]. Emerich et al. ap-
plied Tespar based coding method, wavelet analysis and SVM as the verification
technique on the SVC2004 (Task2) database. The average EER was reported as
6.96% [9]. Garcia reported the average EER of 2.74% by using DTW and GMM
matching techniques and MCYT database (100 users and 50 signatures for each
of the 100 users) [10].

In this paper, the feature extraction and verification of signatures is imple-
mented at the sub-trajectory level and in the next section, the design of the
system is presented. In section 3, the different categories and various kind of fea-
tures at sub-trajectory level are discussed. In section 4, we conclude this paper
with the results.

2 System Design

Fig. 1 presents the system design to perform signature verification at sub tra-
jectory level. There are three main components as data acquisition, feature ex-
traction and verification. The data acquisition refers to online form of signature
input where a signature behave as a trajectory with number of points (P ) in two
dimension as (xp, yp), where p = 1, 2, ..., P . The acquired data is size normalized.
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Fig. 1. System Design of signatures verification

The normalized form of the signature is divided into sub-trajectories and a set
of features are computed in each sub-trajectory. The combined feature vector
of a test signature is used in signature verification against the feature vector of
training data set. For verification we have applied common threshold and writer
dependent threshold on a testing signature which produces the output for a sig-
nature to be authentic or forgery. After testing a number of signature samples,
we have checked the performance of the system in terms of Mean Equal Error
Rate, FAR and FRR.

3 Feature Extraction

In this paper, a set of hundred features as discussed in literature [11] have been
extracted and categorized into four main categories as static properties, kine-
matic properties, statistical properties and structural properties of a signature.
The static properties include the features that depend upon the position vectors,
total time duration for completing a signature, number of pen strokes, number of
local maxima in x and y direction, number of points where trajectory changes its
direction in both x and y direction, Ratio of time taken by different pen strokes
to the total time duration for a signature etc. The kinematic properties include
velocities i.e velocity in x and y direction, and rms velocity; accelerations i.e.
acceleration in x and y direction, tangential acceleration, centripetal accelera-
tion; jerks etc. The statistical properties constitutes the set of x and y vectors,
their means and standard deviations, covariance of velocity in x and y direction
and the structural properties consists of the features like direction histograms,
direction change histograms, tangent path angle, the curvature, ratios of various
angles at critical points etc. The Nelson and Kishon, mentioned some formulas
for the features path tangent angle, tangential and centripetal acceleration, jerk,
curvature etc. mainly used in signature verification [12].

In literature, Augilar [11] and Guru et al. [7] computed the hundred features
on the entire signature trajectory. Augilar, empirically, ranked the first sixty
features as higher ranked than the other 40 features. The Higher rank of a
feature described as the impact of that feature is more significant in the process
of verification as compared to the low rank feature.
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In this paper, we have used the sub-trajectories (S1, S2, ..., St) which means
dividing the signature into t segments by taking equal number of trajectory
points in each sub-trajectory and extracted fifty feasible features, out of hundred
mentioned in the literature, at the sub-trajectory level to increase the number of
features by t times (i.e., number of sub-trajectories). These fifty features could
happen in a sub-trajectory as other features demand information based on entire
signature trajectory. One of the example from ATVS-SLT-DB (database of 27
users and 146 signatures of each user) for t = 1, we have a complete signature
as given in Fig. 2. and for t = 4, the same signature has been broken into four
segments as shown in Fig. 3(a), Fig. 3(b), Fig. 3(c), and Fig. 3(d).

Fig. 2. Signature representation at t = 1

Fig. 3. Sub-trajectory of signatures at t = 4

4 Results

We have followed the verification technique based on the symbolic representation
of online signatures [7]. The thresholds used in this technique are the CT (com-
mon threshold) depends upon the total number of feature extracted, the feature
level threshold (FT = α × SD) depends upon the SD (standard deviation) of
the each feature computed for all the sample signatures of a particular writer in
the training set, where α controls the width of interval in feature vector for each
feature and the writer threshold (WT = β × mean (total acceptance count of a
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number of sample signature for each writer)) is decided by the function accep-
tance count which further depends upon the FT and beta controls the level of
the WT [7].

After extracting the hundred features [11], the interval-valued reference fea-
ture vector is calculated as

RFj = {[f−
j1, f

+
j1], [f

−
j2, f

+
j2], ..., [f

−
jm, f+

jm]},
where fjk = μjk ± FT (jk) and μjk, here, is the mean of the kth feature out of
total ’m’ features for all the Sn samples of each jth user. The kth feature of a
testing signature is then compared to the interval-valued feature vector of the
claimed writer and contributed towards authentication count if it lies between
the interval otherwise added towards forgery. The total of such authentication
count verified with the thresholds, CT or WT, and authentic signature is found if
greater than the threshold and the forgery is detected if less than the thresholds.

The four sets of experiment have been performed where training include from
genuine signatures only. The test data include four sets as (i) 20 (Forgery) + 5
(Genuine) (ii) 20 (Forgery) + 10 (Genuine) (iii) 20 (Forgery) + 15 (Genuine) (iv)
20 (Forgery) + 20 (Genuine). The experimentation includes at whole trajectory
of a signature vs. sub-trajectories of that signature. We observe that the EER is
less in case of sub-trajectory level experiment as compare to whole trajectory of
signature. The four sets of experiment indicate constant decrease in EER with 5,
10, 15 and 20 genuine signatures in test data. In addition, large data sets could
further help in improvement of EER.

The online signature verification has been performed at sub-trajectory level
where we are able to extract m× t features (m is the number of features feasible
in a sub-trajectory and t is the number of sub-trajectories). The trend of results
indicate that the sub-trajectory based approach could lead to promising results
with enhancement of features. In addition, the present results have been per-
formed with limited database size and EER could be improved with increase in
data for genuine and forgery signatures. The online signature verification offer
useful applications in real life use such as banking, web based authentication etc.
The use of large data in present study could further help to achieve objectives
of real life applications.
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Abstract. With the rise of communication through the Internet, there
has also been a rise of interception of important messages, thus result-
ing in a greater risk of breach of privacy. Hence, constant research is
going on for the development and improvement of techniques that can
handle such attacks. Most of the existing algorithms use either the spa-
tial domain or the frequency domain of the image for embedding the
secret message. This paper introduces a steganographic algorithm that
uses the frequency domain of the image for selecting the potential pixels
and the spatial domain for embedding the message bits, thus making
it robust against steganalytic attacks. This technique is also capable of
withstanding statistical attacks. Our proposed algorithm embeds a max-
imum of 5 bits of the message per pixel in each image component thus
making the embedding capacity very high. Besides embedding capacity,
our technique also has a high embedding efficiency.

Keywords: Information Security, Multi-bit, DCT, Steganography,
Steganalysis, Data hiding.

1 Introduction and Motivation

There is always a high risk of sensitive information getting intercepted nowadays
due to the many advances in Internet Technology. Several methods have been
formulated for the maintenance of the secrecy of such sensitive information.
Information hiding is necessary for secure communication. Steganography is the
concealment of a secret message in any digital media files such as image, audio,
video, etc in a manner so that the existence of the hidden information can be
detected only by the sender and the intended recipient. A large number of digital
formats are suitable for Steganography.

The main distinction between steganography and the well-known term cryp-
tography is that, although hiding secret information is achieved by both, Cryp-
tography puts into use some keys and does not conceal the existence of the
message, whereas in steganography [11], nobody but the intended recipient can
perceive the existence of secret information.

One of the most common and simplest steganographic embedding process is
the Least Significant Bit (LSB) based technique [6], [10], [13] in which the bits
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from the secret message are embedded in LSBs of the pixels of the cover image
which is then called a stego image. Flipping the LSB in the pixel intensities
does not produce any perceptible distortion in the image. In order to remove the
drawbacks of LSB embedding techniques, the concept of multi-bit embedding
techniques [1], [7], [9], [15], [16] are introduced where multiple bits of each pixel
are used to hide data. However, embedding too many bits per pixel may degrade
the quality of the stego image. Thus, the embedding capacity of each pixel of
the carrier image should be decided carefully. We should be more cautious while
embedding using the DCT technique. Although in frequency domain, viz., DCT
steganographic techniques, the embedding capacity is low, but, the robustness is
much higher than spatial domain techniques. In our algorithm, we have used the
DCT technique to scatter the message bits throughout the image thus providing
better resistance against statistical attacks.

2 Proposed Method

Input: Cover pixel intensity Πx,y and message bits to be hidden.
Output: Stego pixel intensity Π ′

x,y.
1 Divide the cover image components into 8× 8 non-overlapping blocks and

find the DCT coefficients of each block;
2 Choose a threshold value for embedding (based on DCT values);
3 Identify the locations where the DCT coefficients are less than the

respective threshold values;
4 Divide the image component into 3× 3 overlapping pixel intensity blocks in

spatial domain;
5 Determine the embedding capacity n of the center pixel of each block using

Eq. (2);
6 Estimate a temporary value Tx,y as follows: Tx,y = M −Πx,y mod 2n, where

M is the decimal representation of the selected n bits of the hidden message;
7 Calculate T ′

x,y = Tx,y + S.2n, where S is determined as follows: S =

⎧⎨
⎩

1 if − 2n + 1 ≤ Tx,y < −� 2n−1
2

,
0 if− � 2n−1

2
 ≤ Tx,y ≤ � 2n−1

2
�,

−1 if � 2n−1
2

� < Tx,y < 2n.

8 Set Π ′
x,y = Πx,y + T ′

x,y;
9 Replace the value Πx,y with Π ′

x,y;

Algorithm 1. Algorithm for embedding secret message bits into a cover
pixel

In this section, we first divide the image into 8 × 8 non-overlapping blocks to
obtain the DCT coefficients of each pixel block of the first cover image. The
pixel positions of the cover image where the message bits will be embedded will
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Input: Two stego images.
Output: Secret message bits.

1 Read the intensity value (say, Π∗
x,y) of each pixel of the first image;

2 Read the second image and determine the n for each pixel of the first image;
3 Calculate the decimal representation of message bits embedded per pixel as

follows:
d = Π∗

x,y mod 2n.

4 Convert d into its corresponding binary representation of each pixel to get
the secret message bits;

Algorithm 2. Algorithm for extracting secret message bits

be determined by using these DCT coefficients after they are compared with
a pre-determined threshold value which will remain constant throughout the
cover image. One can choose any threshold value. However it should be noted
that hiding in pixels where the DCT coefficient value is 0 should be avoided in
order to avoid any significant perceptual distortion in the image. Hence we have
considered a threshold value as the negative value closest to 0.

Πdiff = Πmax −Πmin (1)

n =

{
min(5, log2 Πdiff� − 1), if Πdiff ∈ [4, 255],
1 , otherwise.

(2)

Table 1. Representation of a 3× 3 pixel block

Πx−1,y−1 Πx−1,y Πx−1,y+1

Πx,y−1 Πx,y Πx,y+1

Πx+1,y−1 Πx+1,y Πx+1,y+1

We consider 3× 3 overlapping blocks (as shown in Table 1) in spatial domain
and determine the number of bits (say, n) to be embedded using Eq. (2) with the
help ofΠdiff obtained from Eq. (1). We embed message bits into the cover image
pixel as shown in Algorithm 1. Here, we use Algorithm 1 to store the value of n
into the pixels of corresponding location of the second image. In order to increase
the embedding capacity of the carrier image we perform a multi-bit embedding
technique described in [9]. For this, we refer to the 8 neighboring pixels of the
pixel in the cover image that has been considered suitable for the embedding
process using the method discussed above. Next, we determine the maximum
and minimum values amongst all the 9 pixels and the difference between these
two values. This difference is required to find the embedding capacity of the
central pixel by using the formula as stated in step 5 of the algorithm given
below. It has been observed that unlike the smooth regions of an image, human
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perception is not very sensitive to abrupt changes in the boundary regions. Unlike
any steganographic algorithm like [9] that uses only the spatial domain, we here
use both spatial and frequency domain while embedding message bits.

Assumption 1: Both the sender and receiver knows which image contains
stego-information and which image contains the value of n.

Assumption 2: Both the sender and receiver knows the used threshold value
used in frequency domain.

Assumption 1 can be weakened if the sender and receiver decides that the
image that comes first based on their order according to the dictionary will
contain the value of n for each pixel and the remaining image will contain the
information bits. Similarly Assumption 2 can be weakened if some mathematical
relation can be formulated based on their image size or it can be passed through
the image header.

3 Experimental Result and Comparison with Existing
Algorithms

Besides analysing the visual quality of cover and stego images and their his-
tograms here, we also analyse the strength of our method in terms of visual
quality analysis, average embedding capacity, embedding efficiency, StirMark
tests and some first order statistical attacks, etc.

Visual Quality Analysis: The proposed Algorithm has been widely tested
over primarily three varieties of bitmap images, viz., Cartoon, Nature and Busy
Nature. The experimental outcomes in order to prove our algorithm efficiency
in reference with visual quality can be analysed from Fig. 1 and Fig. 2.

Fig. 1. Cover (1st row) and stego (2nd row) version of 3 types of images, viz., Cartoon,
Nature and Busy Nature
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Fig. 2. Histograms of the red components of cover (1st row) and stego (2nd row) version
of 3 types of images, viz., Cartoon, Nature and Busy Nature

Average Embedding Capacity: The average embedding capacity is deter-
mined by the number of bits embedded per pixel (on average of all the pixels
of the image). It is to be noted that though we are not embedding any data in
the pixels having DCT values greater than its presumed threshold value, but
these pixels come under consideration while estimating the average embedding
capacity of an image. We have considered 100 24-bit color images (downloaded
from [17]) of three types, viz., cartoon, nature and busy nature and story of
Sherlock Holmes (taken from [18]). We have obtained the average embedding
capacity as 2.49 bpp, 3.00 bpp and 2.72 bpp respectively for the said kinds.

The average embedding capacity (i.e. embedded bits per pixel) for any LSB
based steganographic algorithm is 1 bpp. According to methods [15] and [7], the
AEC is 1.48 bpp and 1.6 bpp, but it is almost 2.74 bpp in our method. [15,7,9]
uses only spatial domain to hide data, but we have used frequency domain for
selecting pixels and ultimately the data is embedded in the spatial domain. Hence
our method is more efficient than that of method [7], [9], [15].

Embedding Efficiency: Embedding efficiency [5] is very important for proving
the embedding strength of any steganographic algorithm against distortion that
occurs due to concealing message bits into image. It can be defined as follows:

Definition 1. Embedding efficiency of any steganographic algorithm can be de-
fined as the expected number of message bits concealed per embedding change.

If n is the number of embedded bits per pixel of the cover image, then the
maximum embedding efficiency (say, E) of proposed method can be estimated as
E = n·2n

2n−1 . For further details one may refer to [8]. The embedding efficiency for

any LSB based steganographic algorithm is 1
1/2 = 2 and that for steganographic

algorithms using random ternary symbols with uniform distribution is 2.3774.
For our algorithm, embedding efficiency for n=5 is 3.9725 .
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Color Frequency Test: Westfeld et al. [14] have applied a χ2-test in order to
determine whether the color frequency distribution in an image matches a distri-
bution that shows distortion from embedding hidden data. Provos [12] mentions
that this method works well when the message is embedded sequentially starting
from the beginning of the image. This test is not effective if the message is scat-
tered throughout the image by hiding the bits in randomly selected pixels. In our
method we consider a presumed threshold value in the frequency domain on the
basis of which the embedding operation is performed. In other words, any pixel
which is beyond the threshold value is not considered for hiding data. Hence the
embedding is not a sequential and continuous one,i.e, the embedding operation
does not always start from the beginning of the image. Hence our method can
withstand this test.

Dual Statistics Method: Dual statistic test [4] has not been found very ef-
fective against noisy, poor quality, over-compressed or small sized images. Also,
Dumitrescu et al. [2,3] show that the test is valid under the following assumption:

Assumption: Let Π represent the set of all pixel intensity pairs (Θ,Δ) where
either Δ is even and Θ < Δ, or Δ is odd and Θ > Δ. Also let Λ represent the
set of all pixel intensity pairs (Θ,Δ) where either Δ is even and Θ > Δ, or Δ is
odd and Θ < Δ. Statistically it should be |Π | = |Λ|.

In our method the above assumption is not considered. According to Du-
mitrescu et al. [2,3] mention Assumption 1 is valid only for natural images. Also
our method works for all kinds of cover images. So theoretically, our method is
not breakable by the dual statistics method.

StirMark Analysis: Using some standard tests we can test the strength and
robustness of any steganographic algorithm. These tests can be performed using
StirMark 4.0 [19] and our proposed algorithm is able to provide good results.

Table 2. StirMark analysis of Algorithm 1 on cover and stego version of sample cartoon
image (size: 800 × 565) of Fig. 1

Factor Cover Stego

Self Similarities 1 30.1953 dB 30.1954 dB

Self Similarities 2 47.6340 dB 47.6320 dB

Self Similarities 3 29.2784 dB 29.2779 dB

PSNR 10 38.5896 dB 38.5895 dB

AddNoise 20 9.07605 dB 9.0928 dB

AddNoise 40 7.6766 dB 7.6767 dB

AddNoise 100 6.9311 dB 6.9306 dB

SmallRandom Distortions 0.95 14.3199 dB 10.5026 dB

SmallRandom Distortions 1.00 14.1777 dB 10.4052 dB

SmallRandom Distortions 1.05 14.0369 dB 10.3138 dB

ConvFilter 1.00 10.7997 dB 10.7997 dB

ConvFilter 2.00 -6.6931 dB -6.6931 dB

MedianCut 3.00 30.1001 dB 30.0997 dB
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The minute differences between the values corresponding to the cover and the
stego image (as shown in Table 2) prove that our proposed method is robust.

4 Conclusion

In this work a novel approach for multi-bit steganography has been proposed
that is capable of embedding a secret message in a cover image without any
visible quality degradation of the image. The method discussed here uses both
the frequency domain and also the spatial domain of the image, the former for
selecting the potential pixels and the latter for embedding the message bits. It
has been seen that our embedding capacity is also high. However, since we are
embedding the message bits in the pixels with negative DCT, the AEC is low.
So our future plan is to enhance the embedding capacity.
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Abstract. Cloud computing is an effort in delivering resources as a service. It 
represents a shift away from the era where products were purchased, to 
computing as a service that is delivered to consumers over the internet from 
large-scale data centers or clouds. As cloud computing is gaining popularity in 
the IT industry, academia appeared to be working in parallel for the rapid 
developments in this field. In a cloud computing environment now a days, the 
role of service provider is divided into two: Cloud Broker who manage cloud 
platforms and lease resources according to a usage-based pricing model, and 
service providers, who rent resources from one or many infrastructure providers 
to serve the end users. The aim of this research work is to deal with the 
scheduling of the requests on the basis of some parameters that we have 
identified to achieve the best optimal paths or cloud service provider allotment 
to the users. We have used rough set theory to generate the mathematical 
model. The algorithm is implemented in the cloud simulator CLOUDSIM in 
which cloudlets, datacenters, cloud brokers are created to perform the 
algorithms. Finally, we created a GUI for the user convenience so that both 
Cloud Service Provider and users can themselves analyze each other’s 
performance. We have reused some inbuilt packages of Cloudsim net beans to 
simulate the process. 

Keywords: Cloud Computing, Cloud Service Providers, Rough Set Theory, 
Datacenters, Cloudsim. 

1 Introduction 

In the day today world Computing is moving in its seven havens where it is making 
its place like a worm in a fruit. The most important thing to see here is its play a vital 
in businesses. Number of people wants to save their money, time, space and improve 
performance of their day to day IT activities. This increment done is due to the people 
requirements in the web data. Advent of Internet plays a very vital role in developing 
concept of running the Wireless Mobile Phones, Internet Connectivity by Dongle or 
other wireless Devices, T.V, Radio etc. So from all over analysis the basic definition 
of the cloud computing can be given as the A style of computing where massively 
scalable (and elastic) IT-related capabilities are provided as a service to external 
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customers using Internet technologies (Fig. 1 shows an Example). A paradigm of 
computing which tells about both the applications providing services with the help of 
internet and available scalable hardware and the software running on the systems that 
may provide the services. A cloud service provider is responsible for delivering the 
user demands as a service which results in cost reduction and efficiently 
amalgamation which treat with ability, security and reliability. Some major cloud 
service providers are: Ad host Internet, Blue Fire, Cloud more etc. Every CSP (Cloud 
Service Providers) has their own mechanism of providing services. For example 
Adhost provides dedicated web hosting featuring Microsoft servers, including 
windows 2008 and IIS whereas Enter host has their expertise in disaster recover 
solutions redundant storage and backup services as shown in Fig. 1 [3], [5]. The study 
of the artifacts provided by various cloud standard generating organizations which are 
providing the various certification and protocols, shows that each incoming request 
can be categorized into one of the 12 standard parameters. 

 

Fig. 1. Basic Structure of Cloud Computing which describes about the number of 
Clients and different types of CSPs services with different colors 

2 Problem Statement 

There is a need to standardize cloud. The technology is growing just like Internet use 
to grow in its time. It can be thought that some of the standards may be too early or 
too late and some may prove to be inadequate, duplicative, or inappropriate. There 
will be bumps on the roads, but cloud computing will be the major computing 
paradigm, and the development of standards will play a key role in facilitating the 
development of the marketplace. The method of selecting a Cloud Service Provider 
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is evaluated on the basis of Which-Cloud Provider- Provides-What. The Basic 
Questions that comes in mind for the selection process are as follows. a) Is Data or 
information safe? b) What Security features the CSPs are providing? c) How should 
large enterprise create their own cloud? d) What is the role of opensource and 
proprietary software? e) How should one leverage existing data centers (cloud 
interconnections)? 

3 Related Works 

Few research works focus on Resource Management of Cloud requests. These 
researches mainly focus on the type of incoming requests. The user has to enter the 
type of request and on the basis of some algorithmic parameters like priority, 
reliability etc. the resource it allocated. The parameters also included are Security and 
Performance, Resource management, high System Performance, Quality of Services 
and Service level agreements measures. The main drawback of this algorithm was 
found that it does not support co-scheduling of resources and handling uncertainty. 
Another paper that we have cited is A Pragmatic Scheduling for Optimal priority. 
This research reflects the handling technical aspects of tasks. At Last author had 
calculated the total resultant priority based on demand divided incoming tasks. The 
conclusion that was found at the last is priority of each job that arrives and 
hybridization of Tp and Bp. An Ant Colony Optimization Scheduling Algorithm has 
the problems found under this research work are related to the quality of service 
requirements such as storage, calculations and evaluations of the cloud services, 
services with high reliability and low cost etc. The formulation uses DAG for 
minimization and scheduling algorithms based on ACS (Ant Colony System 
algorithm). At last author gets to know about the use of SLA monitoring module to 
monitor the running condition of cloud services. Efficient Scheduling Algorithms to 
maximize the utilization of the internal infrastructure and to minimize the cost of 
running tasks and computational and data transfer costs.  

4 Methodology 

We have seen that many researchers are working in the same direction but with 
different approaches. The goal is same i.e. to improve and optimize the service 
provider scheduling [2], [3]. The algorithms for task ordering on the basis of their 
arrival and task mapping are already proposed [2], [4]. We are proposing a similar 
kind of approach but to a level above that of job scheduling. It is a responsibility of 
the cloud computing service provider to provide the adequate service level 
satisfaction, so we are proposing to device an algorithm which made possible the 
cloud middleware to determine capability of CSP by using Rough Set analysis on the 
basis of level of satisfaction of service. Rough set model can be handled with objects 
and its characteristics. Here we are considering service providers as objects and its 
characteristics based on some defined standard parameters. 
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We have gone through number of artifacts and resource documents to search and 
summarize 12 major standard parameters. For the sake of simplicity and 
understanding of the algorithm we are just using 5 parameters out of 12. Data 
Operation, which deals with the different data operation such as searching of data 
either on the basis of content or location. Moreover some security and access 
mechanism issues are also discussed. Lastly, it also touches the data persistence 
methods. Risk Management, which we may deal about Organizations shall develop 
and maintain a cloud oriented risk management framework to manage risk as defined 
in the master agreement or industry best practices and standards .Legal Issues, which 
we have found that it deals with the legal issues that could be generated when data is 
moved to the cloud, issues regarding NDA and other agreements between CSP and 
the customer and other issues that are resolved under laws and litigations of a country. 
Compliance And Audit, which Customer and provider both must understand the 
importance and should follow the implications on existing compliances, audits and 
other best practices. Inter-portability and Portability, explained to interoperability 
features provided shall support security of the data exchanges and messages at 
protocol level, policy level and identity level. Rough Set Model Rough sets concept 
was developed by Zdzislaw Pawlak [10-12] in the early 1980s. It deals with 
classificatory analysis of data tables. The data can be acquired from measurements or 
from human experts. The main goal of the rough set analysis is to synthesize 
approximation concepts from the actual data. Here we perform classification of 
objects using mathematical tool rough set. A rough set Theory is based on the 
assumption that data and information is associated with every object of the universe. 
In general we may say sometimes an object neither belongs to positive nor negative 
then it is in the boundary. If the boundary is non-empty then we call it rough. 
For each attribute value ρi 

 
ρɤi  ≥ or True 

0   , Otherwise 
(1) 

We are applying the rough set modeling to the identified services to generate a 
kind of rating (On the basis of specialized Service Parameters) of the CSP’s to 
improve the performance of Cloud scheduling. Rough set analysis will be on the basis 
of level of satisfaction of service Parameters (From Equation 1). We know that all 
service providers are not all rounders i.e. they cannot be counted non-stop utilization 
for all kind of services. By applying Rough set model we are able to categorize each 
CSP on the basis of its specialty in service providing. 

µ = ∑n 
i=1  δi (2) 

The value 1 and 0 above represents that either a CSP is specialized in a particular 
service or not. If the resultant value is 1 that means the CSP can be considered for the 
request otherwise not (From Eq. 2). We also categorise the attributes on the basis of 
relevance to tenant and CSP’s. The relevance generates a threshold value for each 
attribute out of a scale of 10. 
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Fig. 2. Algorithm first part deal with the modified ROSP for Cloud Service Providers 

As per the Rough Set representation, we have represented the CSP and their 
attributes in a tabular form called Information System. The rows of the table contain 
the list of cloud service providers and the columns consist of the attributes of the 
respective cloud service provider. When we talk about attributes, that means the 
parameters we have identified in our study (Data Operations, Risk Management etc.) 
In our previous research paper we have generated the ROSP Algorithm. The main aim 
of the algorithm is to find the optimal fuzzy value for each cloud service provider and 
allot the tenant the CSP with the maximum fuzzy value. In this research paper we 
have enhanced our algorithm, removed some bugs and even provide a GUI 
environment so that the users feel it easy to operate (Fig. 2 shows an Algorithm Part 
1). As per our Algorithm, there are number of Cloud Service Providers which may 
contain the number of Datacenters. The Part 1 of the algorithm elaborates how we are 
extracting the relevance values for Cloud Service Providers. (Fig. 2 shows an 
Algorithm Part 1). For each CSP, whenever it logs in to the middle ware, it needs to 
create an account which includes answering of certain relevant questions based on our 
identified parameters. Each question has some evaluation criterion, through which we 
calculate the average relevance factor which is placed in the table. As soon as the 
table is filled, the ROSP algorithm will execute at the CSP side and extract the 
optimal CSP on the basis of achieved fuzzy values. The Part 2 of the algorithm 
executes at the client side. After logged in and availing the services of cloud service 
provider, the tenant needs to answer some questions as similar to service provider 
(Fig. 3 shows an Algorithm Part 2). The feedback given by the tenant will be 
incorporated over the existing value of the CSP in table. Therefore we named it as 
user adaptive approach. 
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Fig. 3. Algorithm second part deal with the modified ROSP for Tenants 

5 Result and Simulation 

As proceeding with our previous ROSP Algorithm, in our Simulation we have used 
some existing packages of CloudSim to create Cloud Service Providers, Datacenters, 
Network etc. In addition to this we have created some packages in NetBeans. (Fig. 4 
shows an Output Part 1) (Fig. 5 shows an Output Part 2). 

5.1 Results between Cloud Users and CSPs 

With an aim of checking the efficiency of the algorithms, we have taken two 
parameters time taken and CPU utilization of the algorithm for fixed values.  
 
Result 1: The below graph represents the time taken in Millisecond (ms) to execute 
the algorithm by different CSPs with increasing number of Users . We can easily 
observe that the time taken is increasing exponentially as we increase the number of 
users. The increasing number of Datacenters also affects the resulting graph. We have 
calculated for 30 datacenters.6 The time taken by the CSP is directly proportional to 
the number of Cloud Parameters. We have initially taken 4 Parameters namely 
Virtualization, Application Security, Risk Management and Compliance and Audit, 
but the algorithm is subject to expand for any number of parameters. (Fig. 6 shows 
Time Taken between CSPs & Users).  
 
Result 2: In the below graph we are representing the CPU Utilization Percentage to 
execute the Algorithm by different CSPs with increasing number of users. The 
number of users and CSPs are regularly increasing. The CPU Utilization also  
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Fig. 4. Output of the simulated result – Part 1 

 

Fig. 5. Output of the simulated result – Part 2 

increases exponentially to the number of user but decreases with increasing number of 
CSPs. We can clearly conclude that if we increase the resources in a system, the CPU 
utilization decreases. The increasing number of Datacenters also affects the resulting 
graph. We have calculated for 30 datacenters. The CPU Utilization by the CSP is 
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directly proportional to the number of Cloud Parameters. We have taken 4 Parameters 
namely Virtualization, Application Security, Risk Management and Compliance and 
Audit. The system Configuration affects the CPU Utilization(Fig. 7 shows CPU 
Utilization between CSPs & Users) The below graph shows the CPU Utilization 
running on Windows 7 (Operating System), Intel Core i5 Processor, Ram 4GB, Hard 
Disk (620GB). The System Parameters which are effecting the CPU Utilization are 
CPU Usage time, Disk I/O(Active Time) , Network I/O(Network Utilization time) 
and Hard Disk (Faults/sec) usage Physical Memory. Same procedure has been 
adopted for CSP’s and Parameters for Users to calculate the CPU Utilization. 

 

 

Fig. 6. Represents the Time Taken between CSPs and Users 

 

 

Fig. 7. CPU Utilization between CSPs and Users 

6 Conclusion 

In this research work we have proposed the scheduling algorithm for Cloud Broker 
which exists between the CSPs and Users. The user/tenant need not to identify the 
service requirements before submitting their job to the cloud. This is the job of 
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middleware to implement the algorithm and rate CSPs on the basis of their 
capabilities. All the user/tenant needs to do is to fill the feedback from correctly as to 
improve the CSPs performance in the future. Any existing cloud simulators 
(CloudSim, Grid Sim etc.) can easily implement this model. The scope of this 
research can be extend further, in which apart from taking the cumulative cost 
function, we can also generate the cost on the basis of individual capability of CSP for 
an individual attribute. For example if a user needs a CSP whose cost function is 
maximum for security attribute, we can implement the algorithm at each node of the 
CSP rather than executing it at the broker. 
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Abstract. To make cloud computing model Practical and to have essential cha-
racters like rapid elasticity, resource pooling, on demand access and measured 
service, two prominent technologies are required. One is internet and second 
important one is virtualization technology. Virtualization Technology plays  
major role in the success of cloud computing. A virtualization layer which pro-
vides an infrastructural support to multiple virtual machines above it by virtua-
lizing hardware resources such as CPU, Memory, Disk and NIC is called 
Hypervisor. It is interesting to study how different Hypervisors perform in the 
Private Cloud. Hypervisors do come in Paravirtualized, Full Virtualized and 
Hybrid flavors. It is novel idea to compare them in the private cloud environ-
ment. This paper conducts different performance tests on three hypervisors 
XenServer, ESXi and KVM and explains the behavior and results of each 
hypervisor. In the experiment, CloudStack 4.0.2 (open source cloud computing 
software) is used to create a private cloud, in which management server is in-
stalled on Ubuntu 12.04 – 64 bit operating system. Hypervisors XenServer 6.0, 
ESXi 4.1 and KVM (Ubuntu 12.04) are installed as hosts in the respective clus-
ters and their performances have been evaluated in detail. 

Keywords: CloudStack, Fullvirtualization, Hypervisor, Management Server, 
Paravirtualization, Private Cloud, Virtualization Technology. 

1 Introduction 

Cloud computing is a model for enabling convenient, on-demand network access to a 
shared pool of configurable computing resources such as networks, servers, storage, 
applications, and services that can be rapidly provisioned and released with minimal 
management effort or service provider interaction [1]. 

Virtualization is the technology which increases the utilization of physical servers 
and enables portability of virtual servers between physical servers. Virtualization 
Technology gives the benefit of work load isolation, work load migration and work 
load consolidation. For being able to reduce hardware cost, cloud computing uses 
virtualization. Virtualization technology has evolved really quickly during past few 
years. Also it is particularly due to hardware progresses made by AMD [5] and Intel. 
Virtualization is a technology that combines or divides computing resources to pre-
sent one or many operating environments using methodologies like hardware and 
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software partitioning or aggregation, partial or complete machine simulation, emula-
tion, timesharing, and many others [2]. A virtualization layer provides an infrastruc-
tural support using the lower-level resources to create multiple virtual machines that 
are independent and isolated from each other. Such a virtualization layer is also called 
Hypervisor [2]. 

Cloud computing allows customers to reduce the cost of the hardware by allowing 
resources on demand. Also customers of the service need to have guaranty of the 
good functioning of the service provided by the cloud. The Service Level Agreement 
brokered between the providers of cloud and the customers is the guarantees from the 
provider that the service will be delivered properly [3]. 

This paper provides a quantitative comparison of three virtualization hypervisors 
available for the x86 [4] architecture — XenServer 6.0, VMware ESXi Server 4.1 and 
KVM (Ubuntu 12.04) in the private cloud environment. A series of performance ex-
periments were conducted on the three hypervisors using Microsoft Windows 2008 
R2 server as the guest operating system. This technical paper discusses the results of 
these experiments. The discussion in this technical paper should help both IT decision 
makers and end users to choose the right virtualization hypervisor for their respective 
private cloud environments.  

The experimental results show that XenServer and VMware ESXi Servers delivers 
almost equal, performance in all the tests except in CPU tests ESXi is performing 
marginally better than XenServer and in Memory and Network tests XenServer per-
forming slightly better than that of ESXi Server. Furthermore, KVM performance is 
noticeably lower than that of XenServer and ESXi Server; hence it needs improve-
ment in all the performance aspects. 

2 Hypervisor Models 

Paravirtualized Hypervisor: XenServer - Citrix XenServer 6.0 is an open-source, 
complete, managed server virtualization platform built on the powerful Xen Hypervi-
sor. Xen [17] uses para-virtualization. Para-virtualization modifies the guest operating 
system so that it is aware of being virtualized on a single physical machine with less 
performance loss. XenServer is a complete virtual infrastructure solution that includes 
a 64-bit Hypervisor with live migration, full management console, and the tools 
needed to move applications, desktops, and servers from a physical to a virtual envi-
ronment [8]. Based on the open source design of Xen, XenServer is a highly reliable, 
available, and secure virtualization platform that provides near native application 
performance [8]. Xen usually runs in higher privilege level than the kernels of guest 
operating systems. It is guaranteed by running Xen in ring 0 and migrating guest op-
erating systems to ring 1. When a guest operating system tries to execute a sensitive 
privilege instruction (e.g., installing a new page table), the processor will stop and 
trap it into Xen [9]. In Xen, guest operating systems are responsible for allocating the 
hardware page table, but they only have the privilege of direct read, and Xen [9] must 
validate updating the hardware page table. Additionally, guest operating systems can 
access hardware memory with only non-continuous way because Xen occupies the 
top 64MB section of every address space to avoid a TLB flush when entering and 
leaving the Hypervisor [9]. XenServer is a complete virtual infrastructure solution 
that includes a 64-bit Hypervisor [8]. 
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Fullvirtualized Hypervisor: ESXi Server - VMware ESXi is a Hypervisor aimed at 
server virtualization environments capable of live migration using VM motion and 
booting VMs from network attached devices. VMware ESXi supports full virtualiza-
tion [7]. The Hypervisor handles all the I/O instructions, which necessitates the instal-
lation of all the hardware drivers and related software. It implements shadow versions 
of system structures such as page tables and maintains consistency with the virtual 
tables by trapping every instruction that attempts to update these structures. Hence, an 
extra level of mapping is in the page table. The virtual pages are mapped to physical 
pages throughout the guest operating system‘s page table [6]. The Hypervisor then 
translates the physical page (often-called frame) to the machine page, which eventu-
ally is the correct page in physical memory. This helps the ESXi server better manage 
the overall memory and improve the overall system performance [16]. VMware‘s 
proprietary ESXi Hypervisor, in the vSphere cloud-computing platform, provides a 
host of capabilities not currently available with any other Hypervisors. These capa-
bilities include High Availability (the ability to recover virtual machines quickly in 
the event of a physical server failure), Distributed Resource Scheduling (automated 
load balancing across a cluster of ESXi servers), Distributed Power Management 
(automated decommissioning of unneeded servers during non-peak periods), Fault 
Tolerance (zero downtime services even in the event of hardware failure), and Site 
Recovery Manager (the ability to automatically recover virtual environments in a 
different physical location if an entire data center outage occurs) [7]. 

Hybrid Methods: KVM - KVM (Kernel-based Virtual Machine) is another open-
source Hypervisor using full virtualization apart from VMware. And also as a kernel 
driver added into Linux, KVM enjoys all advantages of the standard Linux kernel and 
hardware-assisted virtualization thus depicting hybrid model. KVM introduces virtu-
alization capability by augmenting the traditional kernel and user modes of Linux 
with a new process mode named guest, which has its own kernel and user modes and 
answers for code execution of guest operating systems [9]. KVM comprises two com-
ponents: one is the kernel module and another one is user space. Kernel module 
(namely kvm.ko) is a device driver that presents the ability to manage virtual hard-
ware and see the virtualization of memory through a character device /dev/kvm. With 
/dev/kvm, every virtual machine can have its own address space allocated by the 
Linux scheduler when being instantiated [9]. The memory mapped for a virtual ma-
chine is actually virtual memory mapped into the corresponding process. Translation 
of memory address from guest to host is supported by a set of page tables. KVM can 
easily manage guest Operating systems with kill command and /dev/kvm. User-space 
takes charge of I/O operation‘s virtualization. KVM also provides a mechanism for 
user-space to inject interrupts into guest operating systems. User-space is a lightly 
modified QEMU, which exposes a platform virtualization solution to an entire PC 
environment including disks, graphic adapters and network devices [9]. Any I/O re-
quests of guest operating systems are intercepted and routed into user mode to be 
emulated by QEMU [9]. 



396 P.V.V. Reddy and L. Rajamani 

3 Related Work 

The following papers were surveyed to know the related work which had happened in 
the selected research area. The virtualization overhead involves performances depre-
ciation rather to native performances. Researches have been made to measure the 
overhead of the virtualization for different hypervisor such as XEN, KVM and 
VMware ESX [10-14]. For their researches Menon used a toolkit called Xenoprof 
which is a system wide statistical tool implemented specially for Xen [12]. Due to this 
toolkit they have managed to analyse the performances of the overhead of network 
I/O devices. Their study has been performed within uniprocessor as well as multi-
processor. A part of their research has been dedicated to performance debugging of 
Xen using Xenoprof. Those researches have permitted to correct bugs and improve by 
that the network performances significantly. After the debugging part it has been fo-
cused on the network performances. It has been observed that the performance seems 
to be almost the same between Xen Domain0 and native performances. However if 
the number of interfaces increase, the receive throughput of the domain0 is signifi-
cantly smaller than the native performances. This degradation of network perform-
ances is cause by an increasing CPU utilisation. Because of the overhead caused by 
the virtualization there are more instructions that need to be managed by the CPU. 
This involves more information to treat and bufferization by the CPU which cause a 
degradation of receive throughput compared to native performances. More recent 
studies try to compare the differences between hypervisors and especially the per-
formances of each one according to their overhead [11], [14]. They are using three 
different benchmark tools to measure the performances: LINPACK, LMbench and 
Iozone. Their experiment is divided in three parts according to the specific utilisation 
of each tool. With LINPACK Jianhua had tested the processing efficiency on floating 
point. Different pick value has been observed over the different systems tested which 
are native performance, Xen and KVM. The result of this show that the processing 
efficiency of Xen on floating point is better than KVM because Fedora 8 virtualized 
with Xen have performances which represent 97.28% of the native rather than Fedora 
8 virtualized with KVM represent only 83.46% of the native performances. The virtu-
alization of Windows XP comes up with better performances than with the virtualiza-
tion of fedora 8 on Xen. This is explained by the authors by the fact that Xen own 
fewer enhancement packages for windows XP than for fedora 8because of that the 
performances of virtualized windows XP are slightly better than virtualized fedora 8. 

After analysing the relevant study, we have chosen the below experimentation to 
compare the respective hypervisors which is a novel idea and had never tried before 
with CloudStack in the private cloud environment. 

4 Test Methodology-Private Cloud: CloudStack  
with Hypervisors 

In our experiment, the proposed test environment contains following infrastructure 
using open source cloud computing software. CloudStack is an Infrastructure as a 
service (IaaS) cloud based software which is able to rapidly build and provide private 
cloud environments or public cloud services. Supporting KVM, XenServer and  
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Vmware ESXi, CloudStack is able to build cloud environments with a mix of multiple 
different hypervisors. With rich web interface for users and administrators with opera-
tions of cloud use and operation being performed on a browser. Additionally, the 
architecture is made to be scalable for large-scale environments [18]. CloudStack is 
open source software written in java that is designed to deploy and manage large net-
works of virtual machines, as a highly available, scalable cloud computing platform. 
CloudStack offers three ways to manage cloud computing environments: an easy-to-
use web interface, command line and a full-featured RESTful API [18]. Private 
clouds are deployed behind the firewall of a company where as public cloud is usually 
deployed over the internet. It is always ideal to use open source solutions to perform 
any experiment related to cloud computing.  
 

In our test environment XenServer, ESXi and KVM   are used as hypervisors 
(Hosts) in CloudStack to create a private cloud. One machine is Management Server, 
runs on a dedicated server. It controls allocation of virtual machines to hosts and as-
signs storage and IP addresses to the virtual machine instances. The Management 
Server runs in a Tomcat container and requires a MySQL database for persistence. In 
the experiment, Management Server is installed on Ubuntu (12.04 64-bit). On the host 
servers XenServer 6.0, ESXi 4.1 and KVM (Ubuntu 12.04 [19]) hypervisors are in-
stalled as depicted in Fig. 1. Front end will be any base machine to launch CloudStack 
UI using web interface (with any browser software IE, Firefox, Safari) to provision 
the cloud infrastructure by creating zone, pod, cluster and host in the sequential order. 
After respective hypervisors are in place, guest OS Windows 2008 R2 64-bit [20] 
installed on them to carry out all performance tests. 

 

 

Fig. 1. Test Environment Architecture – Private Cloud (CloudStack with Multiple hypervisors) 
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A typical enterprise datacenter runs a mix of CPU, memory, and I/O-intensive ap-
plications. Hence the test workloads chosen for these experiments comprise several 
well-known standard benchmark tests, in which for CPU, Memory, Disk I/O Pass-
mark is used. Passmark [15], a synthetic suite of benchmarks intended to isolate vari-
ous aspects of workstation performance, was selected to represent desktop-oriented 
workloads. And for network performance Netperf is used in the tests. Netperf [21] 
was used to simulate the network usage in a datacenter. The objective of these expe-
riments was to test the performance and scalability of the three virtualization hypervi-
sors. The tests were performed using a configuration with a single virtual CPU and 
Windows 2008 R2 64-bit used as guest operating system for all the tests. The bench-
mark test suites are used in these experiments only to illustrate performance of the 
three virtualization hypervisors. 

5 Results 

This section provides the detailed results for each of the benchmarks run. All of the 
results have been normalized to native performance measures. Native performance is 
normalized at 1.0 and all other various benchmark results are shown relative to that 
number. Hence benchmark results of 90% of the native performance would be shown 
as 0.9 on the scale in the graph. Higher numbers indicate better performance of the 
particular virtualization platform, unless indicated otherwise. Near-native perfor-
mance also indicates that more virtual machines can be deployed on a single physical 
server, resulting in higher consolidation ratios. This can help even if an enterprise 
plans to standardize on virtual infrastructure for server consolidation alone. 

5.1 Passmark 

Fig. 2 shows benchmark results for Passmark CPU tests. Integer Math, Floating Point 
Math, Extended Instructions, Compression, Encryption, Sorting, Single Threaded 
were all the CPUMark tests which were run on three hypervisors in the private cloud. 
As user-mode tasks these CPU performance benchmarks typically don’t show much 
variation in case of virtualization overhead. In string sorting benchmark ESXi and 
XenServer shows equal to native performance where KVM slightly falls behind the 
native. 

In integer Math, Floating Point Math, Single Threaded benchmarks ESXi perfor-
mance is marginally over XenServer and in Extended instructions (SSE), Compres-
sion and Encryption benchmarks XenServer scores better than that of ESXi. In all the 
tests KVM falls marginally behind two other hypervisors. In Overall CPU Mark tests 
results shows neck to neck performance of ESXi and XenServer which are almost 
close to native and KVM takes third place in the test results. 

Fig. 3 shows benchmark results for Passmark memory tests. The following Memo-
rymark tests were run: ReadCached, ReadUncached, and Write. Both ESXi Server 
and XenServer hypervisors demonstrate near native performance, except KVM falling 
behind the native. 

 
 



 Performance Comparison of Hypervisors in the Private Cloud 399 

 

Fig. 2. Passmark – CPU results compared to native (Higher values are better) 

 

Fig. 3. Passmark – Memory results compared to native (Higher values are better) 

XenServer exhibits almost native performance in the Read Uncached test, where 
ESXi shows 2% overhead vs native. In Read Cached and Write tests XenServer 
shows 1% overhead vs native while in the same tests ESXi shows close to 1.5 to 2% 
overhead vs native. In overall for memory mark XenServer demonstrates slightly 
better performance than that of ESXi. XenServer shows 1% overhead vs native and 
ESXi shows 1.5% overhead vs native. KVM performance in the memory benchmarks 
tests clearly indicates significantly lower than that of other two hypervisors and con-
siderably falls behind the native performance. 

Fig. 4 Shows benchmark results for Passmark Disk I/O read write tests. Sequential 
Read and Sequential Write were the disk mark tests which were conducted on the 
three hypervisors in the private cloud environment. Both XenServer and ESXi per-
form almost equal to native performance. 
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Fig. 4. Passmark – Disk I/O Read Write results compared to native (Higher values are better) 

In Sequential Read and Sequential Write XenServer slightly shows better perfor-
mance than that of VMWare ESXi Server. In overall disk mark performance Xen-
Server shows 2.5% overhead vs native whereas ESXi shows 3% overhead vs native. 
KVM significantly falls behind other two hypervisors and native as well. 

5.2 Netperf 

For experiment, in the private cloud for all the three hypervisors, Netperf test in-
volved running single client communicating with single virtual machine through a 
dedicated physical Ethernet adapter and port. All tests were based on the Netperf  
 

 

Fig. 5. Netperf results compared to native (higher values are better) 
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TCP_STREAM test. Fig. 5 shows the Netperf results for send and receive tests. Xen-
Server and ESXi demonstrated near native performance in Netperf test, while KVM 
lags behind other hypervisors and native. 

6 Conclusion 

The objective of this experiment was to evaluate the performance of VMWare ESXi 
Server, XenServer and KVM Hypervisors in the private cloud environment. Perfor-
mance results show convincingly that XenServer and ESXi Server both perform al-
most equally well and their performance is close to native performance in almost all 
tests without showing the signs any virtualization overhead. In CPU tests ESXi score 
over XenServer and in memory and I/O tests XenServer scores over ESXi. On overall 
two hypervisors are reliable, affordable and offer the windows or any other guest 
operating system IT professional a high performance platform for server consolida-
tion for production workloads. KVM needs to improve up on almost all fronts if it has 
to become on par with other two hypervisors. ESXi and XenServer are matured 
hypervisors as compare to KVM and their Reliability, Availability and Serviceability 
(RAS) is significantly higher than that of KVM. 

The tests were conducted in the private cloud with 64-bit Windows guest operating 
system. In the network test one client send and receive tests were performed on three 
hypervisors which are supported by CloudStack private cloud platform. The future 
work may include multiple client send and receive network tests for hypervisors. The 
future tests may include paravirtualized Linux guest operating system, as well as the 
scalability tests and can test with other hypervisors which are not covered in the  
experiment. And future work may also consider public cloud environment for expe-
rimentation. Virtualization infrastructure should offer certain enterprise readiness 
capabilities such as maturity, ease of deployment, performance, scalability and relia-
bility. From the test results VMware ESXi Server and XenServer are better equipped 
to meet the demands of an enterprise datacenter than the KVM hypervisor. And KVM 
needs significant improvement to become an enterprise ready hypervisor. The series 
of tests conducted for this paper proves that VMware ESXi Server and XenServer 
delivers the production-ready performance needed to implement an efficient and res-
ponsive datacentre in the private cloud environment. 
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Abstract. Cloud computing thrives a new supplement of consumption and deli-
very model for internet based services and protocol. It provides large scale 
computing infrastructure defined on usage and also provides infrastructure ser-
vices in a very flexible manner which may scales up and down according to us-
er demand. To meet the QoS and satisfy the end users demands for resources in 
time is one of the main goals for cloud service provider. For this reason select-
ing a proper node that can complete end users task with QoS is really challeng-
ing job. Thus in Cloud distributing dynamic workload across multiple nodes in 
a distributed environment evenly, is called load balancing. Load balancing can 
be an optimization problem and should be adapting its strategy to the changing 
needs. This paper proposes a novel ant colony based algorithm to balance the 
load by searching under loaded node. Proposed load balancing strategy has 
been simulated using the CloudAnalyst. Experimental result for a typical sam-
ple application outperformed the traditional approaches like First Come First 
Serve (FCFS), local search algorithm like Stochastic Hill Climbing 
(SHC),another soft computing approach Genetic Algorithm (GA) and some ex-
isting Ant Colony Based strategy. 

Keywords: Cloud Computing,CloudAnalyst, Ant Colony Optimization, Load 
Balancing. 

1 Introduction 

A new paradigm of large scale distributed computing is “Cloud”. It utilizes the high 
speed of the internet to disperse the job from private PC to the remote computer clus-
ters (Data Center owned by the cloud service providers).  Cloud computing has be-
come very popular for industry as well as academia for its sophisticated on demand 
services offered by its service providers like Google, Amazon [1]. Due to exponential 
growth of the internet in this decade computing infrastructure provided by its service 
providers may be used by industry or individuals from anywhere of the world. In 
future it has full potentiality to serve as computing as utility by the help of distributed 
virtualized elastic resource for end user [2]. Cloud service provider offers computing, 
software and storage as service. On demand provisioning and de-provisioning helps 
organization to reduce capital costs of software and hardware for this reason it has 
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been adopted widely. As the size of the cloud may scale up and down the service 
providers have to provide computing power as lease to the users, in form of virtual 
machines (VM’s)[3]. That makes Cloud computing a promising technology to provide 
resource on demand and to service the received request within time. Therefore high 
availability of resources is required and moreover management of resources is a big 
challenge to ensure QoS to end user and accelerates business performance of cloud 
service provider [4]. The primary challenges for the Cloud service provider is to scale 
up the performance or keep same. Cloud computing has a glorious future but many 
crucial problem still need to be realized. Load balancing is one of these problems 
where we have to distribute the local workload evenly to the whole cloud and ensures 
that at any instant of time all the processor or resources in the cloud does approx-
imately the equal amount of work. This avoids the situation where some resources are 
heavily loaded while other are idle or doing very little amount of work (under loaded). 
To meet the criteria a good load balancing algorithm should be dynamic and adapt the 
environment [5].  

In this paper a basic Ant Colony Optimization (ACO) has been proposed for load 
balancing of VMs in Cloud. ACO is a random search algorithm imitating the behavior 
of ant colonies. Ants are trailing from their nest to food and connect each other by 
pheromone which is volatile substance laid on paths traveled. CloudAnalyst a Cloud-
Sim based visual modeler used here for simulation and analysis of the proposed tech-
nique.  The experimental result remarkably optimizes the entire system load.  

The rest of paper is organized as follows. Section2 Introduces the CloudAnalyst 
toolkit. Section 3 Load Balancing of VM’s using Ant Colony Algorithm in Cloud 
Computing. Section 4 details the proposed ACO algorithm. Section 5 presents the 
simulation results. Finally, Section 6 concludes this paper. 

2 CloudAnalyst 

Sometime it’s very difficult and time consuming to measure the performance of the 
application or proposed policies in real world environment. In this conse-quence si-
mulation is very much helpful to allow users or researchers with practical feedback 
without having real environment. This section portray the simulation in cloud to sup-
port application level infrastructure, services arises from cloud compu-ting paradigm 
such as modeling of on demand virtualized resources, which sup-ports cloud infra-
structure. Different simulators are available today to adapt the real world situation like 
CloudSim [6] and CloudAnalyst [7]. CloudAnalyst has been used in this paper as 
simulation tool. CloudAnalyst is a GUI based visual model-ing and simulation tool 
based on the functionalities of CloudSim . Large scale applications that can be dep-
loyed on cloud infrastructures. CloudAnalyst enables developers to evaluate the large 
scale application in terms of geographic distribution of both computing servers and 
user’s workload. A snapshot of the GUI of CloudAnalyst simulation toolkit is shown 
in figure 1(a) and its architecture in depicted figure 1(b). CloudAnalyst [7] developed 
as a visual modeler tool on CloudSim [8]. 
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Fig. 1. Snapshot of CloudAnalyst (a) GUI of CloudAnalyst (b) Architecture of CloudAnalyst 
built on CloudSim 

3 Load Balancing of VMs Using Ant Colony Algorithmin Cloud 
Computing 

Ant Colony Optimization is basic foraging behavior of an ant that encouraged them to 
find the optimal shortest path from their nest to food introduced by Dorigo and Gam-
bardella [8]. When ants are moving from their nest to food or vice versa they deposit a 
chemical substance called pheromone on their path. Paths are randomly chosen by 
ants initially. Chance of an isolated ant to follow a particular path among several pos-
sibilities always based on previously laid trail [10]. High concentrated pheromone 
helps an ant to choose a path and more ants are also attracted due to this high phero-
mone. By this way trail are reinforced with its own pheromone. Probability of an ant 
can separate the best optimal path from different set of paths is proportion to the con-
centration of a way’s pheromone. As a result denser pheromone attracts more ants.  
It’s a basically positive feedback mechanism that helps ants to find an optimal path 
finally. 

3.1 The Proposed Method  

As and when a job/request comes to the cloud service provider, they are allocated 
VMs in First Come First Serve manner and an index table is maintained to keep ac-
count about their current allocation. As the process continues a time will come due to 
vastness of Cloud when free available VMs are going to exhaust. In the situation arti-
ficial ants are created and dispersed to wander across the network to search under 
loaded VM’s. Such an artificial ant is trying to choose a path from pheromone trail 
intensity that is initially assigned as given in Eq. 1. 

),,()( BWJLMIPSJfotij ==τ
                  

(1)
 

where, τij(t=0) is the pheromone value in between two node i and j at turn t=0, MIPSJ 
(Million Instructions per Second) is the maximum capacity of each processor of VMJ 
and the parameter BWJ is related to the communication bandwidth ability of the 
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VMJ. L is the delay cost is an estimate of penalty, which cloud service provider needs 
to pay to customer in the event of job finishing actual time being more than the dead-
line advertised. 

Thus any ant randomly choose VM's to find under loaded VM, as the ants starts its 
trip across the networks from a node, at each move of the kth ant traverse from node i 
to node j, the probability function for an ant at node i to choose a neighbour node j as 
its next stop at time t pkij(t) is given by Eq. 2. 
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Where, allowedk means the pheromone value updating due to the tour of the kth ant 

on its tabu (memory) list. The tabu list of the kth ant defined by tabuk.α, β are two 
parameters for controlling the relative weight of the pheromone trail and heuristic 
value. τij (t) is the pheromone value in between two node i and j, this value defined 
attractiveness. ηij is the heuristic value given by Eq. 3. 
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where, dij is the hop distance between node i and node j. 
Finally, the trip of an ant helps to identify the effectively underloaded VM within 

optimal distance. The information is updated in the index table globally. Correspon-
dingly the pheromone values are updated as given in Eq. 4. 

 
τj(t+1)=(1– ρ)*τj(t)+Δτj                                  (4) 

 
where, τj(t+1) is pheromone value of node j at time (t+1), ρ is the pheromone trail 
decay coefficient. If the value of ρ is greater, that shows less the impact of past solu-
tion. Δτj is local pheromone updating on the visited VMs when an ant completes its 
tour is given by Eq. 5. 

ik
j T

1=Δτ
                                

(5)

 

where, Tik be the optimal path distance that searched by kth  ant at the ith iteration. 

4 Proposed Algorithm 

Step 1: Maintain an index table which contains VmId and its corresponding requests 
(that are allocated for execution). Initially all VMs have current request 0. 
Step 2: Schedule new request to VMs according to FCFS scheduling policy. 
Step 3: Make corresponding change in the index table. 
Step 4: If VMs are not available to allocate next job. 
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Step 4a: Create random number of ant with same pheromone value and place them 
randomly to traverse. 

Step 4b: For m numbers of VMs and n numbers of random ants do 
Step 4b-1: If an ant choose a VM then check whether the ant completes its 

tour or not.  
Step 4b-2: If tour completed then update the pheromone value. 
Step 4b-3: Check whether the solution is optimal and go to Step 5,  
Step 4b-3: Else for non optimal solution, check whether all the ants have 

completed its tour. For non completion go to step 4b-2, else step-
5. 

Step 5: Store the current optimal solution and update pheromone value globally in the 
table. 

Step 6: If all ants complete their tour then compare every local pheromone updates to 
output best possible solution. 

5 Simulation Results and Analysis 

The proposed algorithm is simulated in CloudAnalyst[8] by considering the scenario 
of “social networking site like Facebook”. Suppositional configuration generated 
partitions the world into six “Regions” that is nothing but six continents as given in 
Table 1. 

Table 1. Configuration of simulation environment 

S.No User Base Region Simultaneous
Online Users 

During Peak Hrs 

Simultaneous 
Online Users 

During Off-peak 
Hrs 

1 UB1 0–N. America 4,70,000 80,000 
2 UB2 1–S. America 6,00,000 1,10,000 
3 UB3 2 – Europe 3,50,000 65,000 
4 UB4 3 – Asia 8,00,000 1,25,000 
5 UB5 4 – Africa 1,15,000 12,000 
6 UB6 5 – Oceania 1,50,000 30,500 

 
A single time zone is set for all user bases(UB) and for each UBs a sample online 

user during peak hour and off peak hour has been considered. Of the entire online 
user only one tenth approximately is available during off peak hours.  

Each simulated data centre host has a particular amount of virtual machines (VMs) 
dedicated for the application. For simulation each of the Machines has been consi-
dered of 4GB of RAM, 100 GB storage and 1000MB of available bandwidth. Each 
Datacenter (DC) is assumed to be having 4 CPUs with a capacity of 10000 MIPS. 
Simulated hosts have x86 architecture, virtual machine monitor Xen and Linux oper-
ating system. Each user request (jobs) has been considered to be requiring 100 in-
structions to be executed. 
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The proposed algorithm is executed in several setups as tabulated in Table 2, where 
one DC is considered having initially 25, 50 and 75 VMs in each Cloud Configura-
tions (CCs). Simulation scenario of Table 3 consists of two DCs with a variation of 
25, 50 and 75 VMs. In Table 4, 5, 6 and 7 considers three, four, five and six DCs 
respectively with a mixture of 25, 50 and 75 VMs for all DCs. Average response time 
of the jobs are calculated for the proposed algorithm and tabulated. The performance 
of proposed algorithm is compared with some existing load balancing algorithm like 
.Genetic Algorithm (GA)[10], Stochastic Hill Climbing Algorithm (SHC)[11], Exist-
ing ACO[12] strategy and First Come First Serve (FCFS)[8]. Fig. 2, 3,4,5,6, and 7 
make a comparative analysis of the proposed technique for the different scenarios and 
techniques. The comparative analysis confirms the novelty of the work. 

 

Fig. 2. Performance analysis of proposed ACO with GA, SHC and FCFS Result using one 
Datacenter 

Table 2. Simulation scenario and calculated overall average response time (RT) in (ms) using 
one DC 

Sl. 

No. 

Cloud 

Con-

figura-

tion 

Data Center 

specification 

RT in ms 

for  

proposed 

ACO 

RT in 

msfor 

existing 

ACO 

RT in ms  

for  GA 

RT in ms 

for SHC 

RT in ms 

for FCFS 

1 CC1 One DC with 

25 VMs 

328.98 329.01 329.01 329.02 330.11 

2 CC2 One DC with 

50 VMs 

327.63 328.63 328.97 329.01 329.65 

3 CC3 One DC with 

75 VMs 

238.12 248.43 244 329.34   329.44 
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Table 3. Simulation scenario and calculated overall average response time (RT) in (ms) using 
Two DC 

S.No Cloud 

Cofigu-

ration 

Data Center 

specification 

RT in ms 

for pro-

posed 

ACO 

RT in 

ms for 

existing 

ACO 

RT in 

ms for 

GA 

RT in 

ms for  

SHC 

RT in ms 

for 

FCFS 

1 CC1
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Fig. 3. Performance analysis of proposed ACO with GA, SHC and FCFS Result using Two 
Datacenter 
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Table 4. Simulation scenario and calculated overall average response time (RT) in (ms) result 
using Three Data Centers 

Sl 

No. 

Cloud 

Configu-

ration 

Data Center 

specification 

RT in ms 

for pro-

posed 

ACO 

RT in 

ms for 

exist-

ing 

ACO 

RT in 

ms for 

GA 

RT in 

ms for 

SHC 

RT in 

ms for 

FCFS 

1 CC1 Each  with 25 

VMs . 

34
5.

68
 

34
8.

57
 

35
0.

32
 

35
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82
  

36
3.

34
 

2 CC2 Each  with 50 

VMs . 
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52
 

3 CC3 Each  with 75 
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Fig. 4. Performance analysis of proposed ACO with GA, SHC and FCFS Result using Three 
Datacenter 
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Table 5. Simulation scenario and calculated overall average response time (RT) in (ms) result 
using Four Data Centers 

Sl 

No. 

Cloud 

Configu-

ration 

Data Center 

specification 

RT in ms 

for pro-

posed 

ACO 

RT in ms 

for exist-

ing ACO 

RT in ms 

for GA 

RT in ms 

for SHC 

RT in ms 

for FCFS 

1 CC1 Each with 25 

VMs. 

341.46 346.57 348.85 354.35 360.95 

2 CC2 Each with,50 

VMs . 

339.78 343.84 345.54 350.71 359.97 

3 CC3 Each with 75 

VMs 

336.56 339.78 340.65 346.46 358.44 

4 CC4 Each with 25, 

50 ,75VMs. 

334.32 335.43 337.88 344.31 355.94 

 

Fig. 5. Performance analysis of proposed ACO with GA, SHC and FCFS Result using Four 
Datacenter 

Table 6. Simulation scenario and calculated overall average response time (RT) in (ms) result 
using Five Data Center 

Sl. 
No 

Cloud 
Con-
figura-
tion 

Data Center 
Specifica-
tion 

RT in ms 
proposed 
ACO 

RT in ms 
for exist-
ing ACO 

RT in ms 
for GA 

RT in ms 
for SHC 

RT in ms 
for FCFS 

1 CC1 Each with 25 
VMs. 331.45 334.80 335.64 342.86  352.05 

2 CC2 Each with 50 
VMs. 321.12 325.59 326.02 332.84  345.44 

3 CC3 Each  with 
75 VMs 319.89 321.48 322.93 329.46  342.79 

4 CC4 
Each with 
25, 50 , 75  
VMs. 

317.65 319.04 319.98 326.64  338.01 
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Fig. 6. Performance analysis of proposed ACO with GA, SHC and FCFS Result using Five 
Datacenter 

Table 7. Simulation scenario and calculated overall average response time (RT) in (ms) result 
using Six Data Center 

Sl. No. Cloud 

Con-

figura-

tion 

Data Center 

specifica-

tion 

RT in ms 

for pro-

posed ACO 

RT in ms  

existing 

ACO 

RT in ms 

GA 

RT in ms 

SHC 

RT in ms 

FCFS 

1 CC1 Each  with 

25 VMs . 

323.98 326.36 330.54 336.96 349.26 

2 CC2 Each  with 

50 VMs . 

316.48 321.73 323.01 331.56 344.04 

3 CC3 Each  with 

75 VMs. 

313.56 318.64 321.54 327.78 339.87 

4 CC4 Each with 

25,50,75 

309.66 312.32 315.33 323.56 338.29 

 

Fig. 7. Performance analysis of proposed ACO with GA, SHC and FCFS Result using Six 
Datacenter 

6 Conclusion 

In this paper, soft computing based algorithm on ant colony optimization has been 
proposed to initiate the load balancing under cloud computing architecture. Detail 
analysis of the results, indicates that the proposed strategy for load balancing not only 
outperforms a few existing techniques but also guarantees the QoS requirement of 
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customer job. Though fault tolerance issues does not consider and all jobs are pre-
dicted with same priority here, which may not be the actual scenario. Researchers can 
proceed to include the fault tolerance and different function variation to calculate the 
pheromone value can be used for further research work. 
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Abstract. OpenStack is a cloud computing project aimed at providing 
infrastructure as a service (IaaS). In this paper we describe our experience in 
deploying OpenStack cloud over commodity hardware. We have made an effort 
to build a large computational facility by sharing the computational resources of 
our institute through the use of the OpenStack cloud platform. In this paper, we 
give an overview ofthe OpenStack cloud platform and various services offered 
by it. We describe two multi-node cloud architectures that we have 
implemented. In the first architecture, we have deployed the cloud over few 
machines connected by a closed network. The second architecture allowed us to 
use geographically separated nodes. We describe the steps required for 
installation of the cloud for eachof these architectures and provide automated 
scripts for the same. These automated scripts are available at the following 
website:http://vnit.ac.in/images/openstack/openstack_grizzly.rar. 

Keywords: OpenStack Grizzly, Private Cloud, Commodity Hardware. 

1 Introduction 

Typically, a desktop workstation is unused 50-70% of time. Since the computing 
capacity of desktops steadily increases, these numbers are likely to grow [8]. In our 
educational institute, we have several machines connected to each other over LAN. 
Most of these machines are used for executing programs written in different 
programming languages and for deploying the web server and database servers. We 
have observed that the computational power of these machines is not completely 
utilized. On the other hand, there are several research projects having a very high 
demand for computing resources, such as those running time consuming simulations. 
It is also not always feasible to buy new hardware dedicated for each of these 
projects. A user is constrained to use the computational power available with his/her 
machine. These observations imply that there is a huge idle computational power 
available which, even though accessible through the network, remains unused. In 
view of this, we started with an objective to share the computational resources of the 
machines in our institute and channelize the resources wherever required. In order to 
achieve this, we have made an effort to implement a private cloud for our institute. 
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During the last few years, several highly scalable systems have been built using the 
cloud software stack by various organizations in different domains. A cloud is built 
on existing technologies to virtualize hardware, software and storage, into flexible 
units that can be quickly allocated to meet the demand. Cloud computing is a 
distributed computing model, where computer resources such as computing power, 
software and storage are provided as network based services.  

The existence of free and open source cloud platforms is essential to further drive 
the propagation of cloud computing environments. OpenStack is one such software, 
originally released by Rackspace and NASA into the open source domain. OpenStack 
cloud is a collection of open source projects that canbe used to setup and run 
computational infrastructures by enterprises/service providers. It is designed to run on 
commodity hardware e.g. ARM and x86. 

Some of the characteristics of OpenStack that attract the cloud community are 
scalability, flexibility and openness [9].  

In this work, we discuss the steps required for a fully operational multi-node 
OpenStack installation using commodity hardware. Every major step discussed in this 
paper has been implemented modularly as a separate shell script. 

2 Openstack Cloud Platform 

The OpenStack software [10] is divided into several services shown in Fig.1. The 
“compute”, “network” and “storage” services collectively provide the OpenStack 
cloud management capabilities.  

 

Fig. 1. OpenStackservices [5] 

The main OpenStack services are [3]: 

1. OpenStack Compute (Nova): Nova is the Computing controller for the 
OpenStack cloud; it handles the scheduling ofVirtual Machine (VM) instances.  

2. OpenStack Storage: It provides block and object storage used by the VM 
instances. The block storage system allows the users to create block storage 
devices and dynamically attach and detach them from the VM instances using 
the dashboard or API. 
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3. OpenStack Networking: It provides software driven network and IP address 
management capabilities. This service allows the users to create their own 
software driven networks with dynamic or static IP addresses to VM instances. 

4. OpenStack Dashboard (Horizon):Horizon is the python based dashboard, used 
to administerOpenStack services. 

5. OpenStack Identity (Keystone):Keystone provides authentication and 
authorizationservices for all OpenStack activities. It works like a KDC [11] 
(Key Distribution Center). 

6. OpenStack Image (Glance): Glance is used to store and retrieve VM images in 
the cloud. It can be configured to use different storage backend. The service 
supports multiple VM image formats likeISO, VHD, VDI, and OVF. 

3 Basic Deployment Architecture 

While deploying the cloud software stack we have to first select a machine which will 
act as Controller and manage most of the cloud by running the OpenStack services. 
Other machines, called Compute nodes, are used as the resources for it. As shown in 
Fig.2, this architecture has SERVER1 as a Controller and has services Glance, 
Keystone, Nova and Horizon installed on it. Machine named COMPUTE1 acts as a 
Compute node and has services Nova-Compute and Nova-Network installed on it. 
The controller node SERVER1 manages compute node COMPUTE1. 

 

Fig. 2. Basic deployment architecture 

3.1 Architecture of Our Cloud Installation 

While designing our system, we started with a singlenode and progressively scaled 
the system to include other machines as compute nodes. On the first node, we 
installed the Controller, the Network and the Compute services. After successfully 
deploying it, we moved to multi-node architecture [12]. We designed two multi-node 
architectures, deployed them and tested them successfully. The details follow in the 
subsequent sections.  
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3.1.1   Multi-node Private Cloud Architecture  
Our cloud consists of four machines, as shown in Fig.3. A private network was 
created among them using a network switch. We chose a node with two NICs as the 
Controller. The Controller connects to our private network through eth0 and to the 
public network through eth1. Thus, the Controller node acts as a gateway for all the 
Compute nodes. Compute nodes are equipped with only one NIC. Compute nodes are 
required to have OpenStack services- Nova-Compute and Nova-Network. This model 
gives us a large computing and storage power, which actually is the collective 
computing and storage power of all the nodes in this model.  

 

Fig. 3. Deployment of cloud over machines in a closed network [2] 

The specifications of the machines used in this architecture are given in Table 1. 

Table 1. System specification 1(Hardware and Software) 

Make OS  
(Ubuntu  

12.04 LTS) 

Processor 
(Intel) 

RAM
(GB)

HDD
(GB) 

NIC No’s Purpose 

HP 64 bit Core 2Duo 2.93 GHz 2 310 2 1 Controller & 
Network 

Lenovo 64 bit Core i3 3.40 GHz 4 500 1 2 Compute 
Lenovo 32 bit Core i3 3.40 GHz 2 149 1 1 Compute 

3.1.2   Multi-Node Installation in Public Network 
The problem with our previous architecture is that it can only be accessed from 
machines that are part of the model, i.e. from either Compute or Controller nodes. 
Machines outside the private network cannot access the virtual machine instances. 
However, clients can access the dashboard and can do some basic tasks 
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(adding/deleting image, creating/terminating instance, etc.). External machines cannot 
access the virtual machines because there is no direct connection between the client 
machines and the compute nodes; client machines can only access the Controller node 
through the NIC connected to the public network. To overcome this problem, we used 
our institute’s network to carry out communication to and from the cloud. Every 
machine inside the campus is accessible to every other machine. Due to this, compute 
machines are directly accessible to any client machine inside the campus. 

The machines we have chosen can be geographically distributed, as shown in  
Fig. 4.We have placed some of the Compute machines with the Controller machine in 
Computer Lab 1 and rest of the Compute machines in Computer Lab 2. We have also 
used a mix of 64 and 32 bit operating systems while deploying our multi-node 
architecture. Table 2 gives the specification of the nodes. 

 

 

Fig. 4. Deployment of cloud over machines connected by our institute’s LAN 

Table 2. System specification 2 (Hardware and Software) 

Make OS(Ubuntu 
12.04 LTS) 

Processor 
(Intel) 

RAM 
(GB) 

HDD 
(GB) 

NIC No’s Purpose 

Lenovo 64 bit Core i3 3.40 GHz 4 500 1 1 Controller 
Lenovo 64 bit Core i3 3.40 GHz 4 500 1 4 Compute 
Lenovo 32 bit Core 2Duo 3 GHz 2 149 1 1 Compute 

 
Our public network architecture has the following advantages: 

1. Only Single NIC machines beused as a Controller/Compute node. 
2. Fully Scalable architecture: any machine within campus can be used as a  

         Compute node dynamically. 

For the above two multi-node architectures, we followed similar installation steps 
except in the case of network configuration which are described in the next section. 
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4 Installation Procedure for Multi-Node Architectures 

We have created shell scripts, which can be used for deploying the OpenStack cloud 
services with minimal effort. The scripts and the instructions for their use are 
available at [7]. These have been tested on Ubuntu 12.04 LTS platform. A brief 
description of the scripts follows. 

4.1 Common Configurations 

Operating System: We have installed Ubuntu Desktop 12.04 LTS [14] 64 bit OS on 
most of the machines (Controller and some Compute nodes) and Ubuntu Desktop 
12.04 LTS 32 bit OS on one of the Compute nodes. 

Network Configuration: We have to configure basic network properties so that all 
the machines in the cloud are accessible to each other. We need to ensure that all the 
machines are accessible to client machines that are using cloud services. We have 
assigned static IP address in the range of 192.168.18.XXX for Compute and 
Controller machines. 

Grizzly Sources: We have added the Grizzly package sources in source list file of 
Ubuntu, and upgraded the OS.Before upgrading the system we require public keys for 
downloading the Grizzly packages. So, we first installed Ubuntu-cloud-Keyring and 
then upgraded our system. 

Network Time Protocol [15] (NTP): We have installed NTP package on the 
Controller and Compute nodes. In our configuration, Controller is working as NTP 
server and all Compute nodes act as NTP clients. This package is necessary to 
synchronize time between all the nodes. 

4.2 Packages for Controller Node 

MySQL & RabbitMQ: We have installed MySQL database server [16] and created 
databases for each of the cloud service. These databases should be accessible to the 
installed cloud services. We have created separate databases for each service with the 
same name as the service name, for example Keystone service will have database 
named keystone. For each of these databases, we have added users with the same 
name as the database name and provided all privileges to them over that database, for 
example, keystone database will have keystone user with all the privileges on 
keystone database. The layout of the database is shown in the Fig. 5. 

In a cloud, Advanced Message Queuing Protocol [17] (AMQP) is used for message 
communication. There are several packages that implement the AMQP architecture. 
However, RabbitMQ is a preferred package for OpenStack.  

For simplicity we have configured all the cloud services to use RabbitMQ with 
default credentials. However for security reasons we suggest creating new user with 
proper privileges. 
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Fig. 5. Database layout 

Keystone: OpenStack Keystone provides a central repository of users who are 
registered to the OpenStack. It is a centralized authentication system across the cloud. 
It mainly supports two forms of authentication, tokenbased and credentials based 
(username and password). Additionally, the keystone directory provides a list of all of 
the deployed services in an OpenStack cloud. 

We have installed and configured Keystone on the Controller node. Initial 
configuration of tenants, users, roles and endpoints makes OpenStack deployment 
difficult for novice users. To make it easier, we have provided a script. 

Glance: OpenStack Image Service (Glance) provides finding, and delivery services 
for VM images. Stored images can be used as a template. The Image Service can store 
VM images in a variety of storage back-ends like OpenStack Object Storage and 
block storage. The Image Service API offers Representational state 
transfer (REST) interface for inquiring information about disk images [1,6]. 

We have installed the Glance package and configured it as per our requirement. 
We have also uploaded image of Ubuntu 10 and CirrOS [4] operating system for 
testing purpose. The provided script performs this task. We have uploaded several 
images through OpenStack dashboard and used those images for creating instances. 

Cinder: OpenStack Block Storage (Cinder) provides persistent block-level storage 
devices for use with OpenStackVM instances. The cinder service manages the 
launching, attaching and detaching of the block devices to the VM instances. Block 
storage volumes are unified into OpenStackto allow cloud users to accomplish their 
own storage requirements [1,6]. 

Quantum:As cloudentrepreneurs began to provide their cloud services upon resource 
virtualization, they found that the complexity of networks required more automation. 
They came up with the first functioning software-defined networking (SDN) which is 
called as Quantum. 

Nova (without Nova-Compute): Another crucial part of the OpenStack cloud 
deployment is Nova. This is because, using of the computing power of all machines is 
done using the Nova service. There are different packages of Nova service for 
Controller and Compute nodes. All the packages (e.g. NOVA-API, NOVA-Scheduler, 
etc.)required for handling the distributed Compute nodes are installed in the 
Controller node. 
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Horizon: OpenStack Dash
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We have observed that the CPU utilization of a compute node increased when VM 
instances were assigned to it and accessed by users, as shown in Fig. 8. Here average 
CPU utilization is above 65%. 

 

 

Fig. 8. CPU utilization at compute-node when VM instances have been assigned to it 

6 Conclusion 

In this work, we have discussed various steps in OpenStack installation on commodity 
hardware. We started with installing Ubuntu 12.04 LTS on all nodes and progressed 
to installation of various packages on Controller and Compute nodes. We have also 
described the required database structure for OpenStack installation. We have 
provided scripts automating this process. The cloud has been deployed on readily 
available heterogeneous commodity hardware, hence, incurring no additional cost. 
We have successfully deployed the cloud in two scenarios. First, we have deployed 
cloud over machines connected by a closed network of few machines. Then we have 
used the existing network infrastructure, which allows us to potentially use 
geographically separated nodes. 

Since OpenStack is highly scalable, we hope to utilize the existing infrastructure to 
its fullest potential. Research projects where the demand for resources is very high 
will be able to meet their demand without requiring additional specialized hardware. 
Users can put forwardtheir demands for the cloud resources and the cloud identifies 
idle resources and fulfills those demands. We believe that this work will be helpful for 
coming up with a fully functional multi-node OpenStack installation using 
commodity hardware. 
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Abstract. Resource management in cloud environment poses unique
challenges. Resources, in the form of virtual machines (VM) are to be
provisioned on the fly while using the underlying infrastructure efficiently
and still meeting the performance parameters. This involves collecting
system resource statistics for decision making by other components of
cloud environment. In this paper, the process of resource (VM) man-
agement in the cloud is mapped to demand based system wherein the
VMs that require additional resources or need to relinquish their re-
sources send requests to a centralized controller. Further, since resources
are limited, dynamic resource allocation forms a classical optimization
problem. This paper proposes a one-dimensional knapsack optimization
solved using dynamic programming, to achieve efficient resource alloca-
tion. The performance of the proposed algorithm has been compared
with brute force algorithm.

Keywords: Cloud computing, Operations research, Dynamic program-
ming, Just in time, Demand based model.

1 Introduction

The advent of cloud computing has led to a paradigm shift in the way computing
facilities are managed. There has been an accelerated growth in the demand for
more and more flexible computing resources. In response to this, cloud computing
has emerged as a boon for the industry over the past few years. IaaS services
over cloud [1] have enabled convenient and on-demand network accessed shared
pool of configurable computing resources like servers, storage, applications, and
services that can be rapidly purveyed and released with minimal management
effort or service-provider interaction. The accompanying flexibility gives rise to
a vast array of resource management decisions [2]. From a cost perspective, it is
important to optimize cloud computing and ensure maximum utilization of the
available resources. Hence it can be argued that the cloud stakeholders could
benefit from an operations research (OR) perspective due to similar nature of
the problems faced.
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Demand based approach is a classical model for producer-consumer interac-
tion where-in inflow of infrastructure (resources) is signaled by the consumer
(VM) of the service in a continuous flow mode. Whenever, a trigger is raised
by the consumer (VM), resource allocation process is triggered. This approach
ensures that unnecessary network load is not generated and the consumers cor-
rectly predict their resource needs as compared to the supplier. This approach
also eliminates the need for regular monitoring of resource status.

There are a number of works for analyzing resource allocation in grid platforms
based on various OR models [3], [4], [5], [6].

The rest of the paper is organized as follows. Section 2 describes the proposed
resource allocation model for cloud. In this section, the resource allocation model
and details of allocation and de-allocation algorithm are presented. Section 3 and
Section 4 show the implementation and experimental results of the proposed
allocation model respectively.

2 Demand Based Model for Resource Allocation in IaaS
Cloud

Drawing parallels between the process of resource management in cloud and Just
In Time(JIT) system one can see that resource users in cloud are the applications
running on virtual machines. Supplier of resources is the cloud infrastructure
(resource manager) and the resources are allocated to the requesting process in
the form of VMs. The proposed resource management model can be divided into
three sub-processes: Demand Generation Process, Demand Collection Process,
Demand Service Process.

Demand Generation Process: The primary objective of this module is to
monitor the resource utilization status of every VM. It runs on every VM and
periodically checks the performance of the VM. If there is a degradation in
performance of the running service then this process issues a demand card to
the Demand Collection Process requesting allocation of additional resources. On
the other hand, if an under-utilization of resources is observed, then this process
issues a demand card to the Demand Collection Process to de-allocate surplus
resources.

Demand Collection Process: This process runs on the cloud controller. The
primary objective of this module is to collect all the demand cards sent by the
Demand Generation processes and en-queue them.

Demand Service Process: It runs on the cloud controller and services
the resource allocation/de-allocation requests based on the dynamic resource
allocation/de-allocation algorithms discussed in the subsequent sections. It
checks the resource availability in the cloud to assign new VMs and stores infor-
mation about running instances of applications.
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The demand card comprises of the following information:

– ID of the application running on requesting VM (appID)
– The instance ID of the requesting VM (instanceID)
– Type of the VM being requested by the demand card (vM)
– Request Type [allocation(1),de-allocation(0)] (dT)
– Priority of the request (ρ)
– Time-stamp of the instant when the request is received by the Demand

Collection Process (t0)
– The performance metrics that triggered the generation of the demand card
– Service class of the application running on the VM [Premium(5),

Economy(3), General(1)] (sC)

The proposed model is based on the following assumptions:

– At least one suitable VM type (in terms of resource supply) exists for each
request. In the worst case, one specific VM type is the sole suitable type for
all requests.

– Each resource request is fulfilled by one VM instance.
– Only one application can run on a VM.
– Resources can only be allocated in the form of VM and not independently

At each instant a certain number of resource demands enter into the system
in the form of demand cards. All the demands present in the system at any
time instant may or may not be served completely. The objective is to decide
which demands to service first and which type of resource (i.e. VM) to allocate,
or to degrade. Serving a resource allocation request will generate a contribution
factor and will change the state of the allocated resources (available, pending,
running, terminated). The objective is to find an optimal solution in terms of
total contribution in reasonable time.

The following notations are used in the proposed model:
λ = set of time instants at which the Demand Service Process is run

= { nT | n ∈ N and T is the periodicity of execution of the Demand Service
Process }

ν = set of possible states of the VMs
μ = set of resource Types 1

Wt = Set of all resource demands present in the system at time t where t ∈ λ
W

′
t ⊆ Wt such that W

′
t is the set of all resource demands serviced at time t such

that servicing W
′
t generates highest total contribution

E = Set of SLA based Service Classes of the applications running on the VMs
ρkt = Priority of the request k ∈ Wt at time t ∈ λ

ρkt =

{
sCk if t - t0 ≤ T

ρk(t−T ) + χkt otherwise
(1)

1 The value associated with each instance type has been decided based on the number
of cores associated with the instance type in a typical Eucalyptus [7] cloud setup
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χkt = Penalty factor in resource demand k ∈ Wt at time t ∈ λ.

χkt = ρkt ∗ (t− t0)/T � ∗
(
1− |{j ∈ W

′
t | sCj = sCk}|

|{l ∈ Wt | sCl = sCk}|

)
(2)

where t0 is the instant at which the Demand Collection Process received the
request k
Ck = Contribution obtained by servicing a resource demand k

Ck = ρk ∗ vMk (3)

Rv
it = number of resources of type v ∈ μ in the state i ∈ ν at time t ∈ λ

Rt = [Rv
it]v∈μ,i=Available (4)

Given Rt and Wt, the feasible solution space consisting of all the possible
combinations is defined by

Xt(Rt,Wt) (5)

where Xt is defined as the set of all the possible solutions. Each possible
solution x ∈ Xt has a value Cx (Cx is the sum of the contributions Ck obtained
by servicing demands request k ∈ x). So the optimal solution at time t ∈ λ can
be found by solving the following optimality Eq-7.

Cx =
∑
∀k∈x

Ck (6)

Ct = Contribution of the system obtained by servicing the optimal solution set
at time t, t ∈ λ

Ct = (max[Cx : x ∈ Xt]) (7)

3 Implementation of Demand Based Resource
Provisioning Using Dynamic Programming

To resolve the problem of resource allocation in a cloud we implement the pro-
posed demand based resource allocation framework using Dynamic Programming
approach.

3.1 Resource Allocation Algorithm

Let Ct be the highest contribution that can be obtained by servicing a subset of
demands W

′
t ⊆ Wt. Let Rt (refer equation 4) be the number of resources of type

v = m1.small in the state i = available at time t ∈ T . Let Si,b denote a subset
of resource requests in the form of demand cards {k1, k2, · · · , ki} that if serviced
generates maximum contribution, given the available resources are b, and 1 ≤
i ≤ |Wt|. Let A(i, b) denote the contribution that can be obtained by servicing
the set Si,b. For A(i,b) with b == 0.
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Input: kCard[1, · · · , W]: array of resource requests in the form of

demand cards

R: number of available resources in cloud

Parameters:
C: contribution obtained after servicing the requests

A[W+1][B+1]: A[i][j] stores Aij
soln[W+1][B+1]: 2D boolean array

T: size of serviceList

if verify(B) is true then
service all requests from kCard

end
else

for each kc in kCard do
if t - kc.t0 > T then

updatePriority(kc)

end

end
for n = 1 → W do

for w = 1 → B do
leave ← A[n-1][w]

service ← 0

if kCard[n].vM ≤ w then
service ← kCard[n].priority + A[n-1][w-kCard[n].vM]

A[n][w] ← max(leave,service)

soln[n][w] ← (service > leave)
end

end

end
initialize w ← B

for n = W → 0 do
if soln[n][w] then

add kCard[n] to serviceList

w ← w-kCard[n].vM
end

end
for each kc in serviceList do

C ← ∑
(kc.sC*kc.vM)

end
service all requests in serviceList

end

Algorithm 1. Resource Allocation Policy (Dynamic Programming)
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The base case A(i, 0)=0 ∀ 1 ≤ i ≤ n, denotes no contribution when resources
are zero. The following equation can be used to calculate all the values of A(i+
1, b).

A(i+ 1, b) =

⎧⎨
⎩
max{A(i, b), Cki+1 +A(i, b− vMki+1)}

if vMki+1 ≤ b
A(i, b) otherwise

(8)

The optimal solution then corresponds to the set S|Wt|,Bt
for which the ben-

efit is maximized. Algorithm 1 presents the dynamic programming solution of
resource allocation problem.

3.2 De-allocation Algorithm

Algorithm 2 shows the de-allocation policies of proposed architecture.
De-allocation algorithm services the de-allocation and degradation demand from
the requesting instances.

Input: kCard (emi, instanceID, dT, priority, previous, metrics, sC):

list of resource requests

Output: degradeList: list of resource requests for degradation

Parameters:
listTotal: list of running instances (i.e VMs) of applications

running in cloud

removeList: list containing false requests

currentVM: resource type of running instance

serviceVM: service type of running instance

state: current state of instance [ pending, running, terminated ]

for each kc in kCard do
if state == running and canDegrade ==1 then

degradeVM

end
else if currentVM == m1.small then

if listTotal.appID==1 then
add kc to removeList

end
else

shut-down the Running instance

end

end

end
remove all requests from removeList

service all requests from degradeVM

Algorithm 2. Resource De-allocation/Degradation Policy
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4 Experiments and Simulation

A third party API typica [8] was used to communicate with Eucalyptus cloud [7].
To compare the performance of brute force algorithm and the proposed ap-

proach two experiments were carried out. Request arising as well as resource
relinquishing both have been modeled based on in-homogeneous Poisson distri-
bution [9] with their intensity following a Gaussian distribution.

Comparison of execution times: The response times of the two algorithms
(i.e. brute force algorithm and the proposed algorithm) were compared. The
nature of the execution time of the brute force algorithm was exponential with
respect to the number of requests while that of the proposed algorithm was a
linear one.

Comparison of service percentage: This experiment aims at the evalua-
tion and comparison the service percentages of the service classes for the two
algorithms (for Brute Force Algorithm as shown in Fig. 1 and for Dynamic Pro-
gramming Algorithm as shown in Fig. 2).

Fig. 1. Service percentage of
service class(E) for Brute Force
algorithm

Fig. 2. Service percentage of
service class(E) for Dynamic Pro-
gramming algorithm

Both the approaches show similar service percentages for every service class.
As is evident from the graphs, the satisfaction rate of the various service classes
is comparable between the two approaches.

From the experimentation, it can be inferred that the overall request response
time (in case of both allocation and deallocation) will be enhanced significantly.

5 Conclusion

Cloud computing promises a computing environment that provides simple, intu-
itive, on-demand provisioning of resources to meet their application needs. The
demand based resource manager addresses the scalable collection and analysis
of resource metrics from resource utilization perspectives. Allocation algorithm
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in demand based resource manager has been formulated on a basic optimiza-
tion model that provides dynamic scaling of resources. The experimental results
show that, compared with the brute force algorithm, the proposed allocation
algorithm effectively reduces the execution time and at the same time provides
almost the same satisfaction rate to the requests.
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Abstract. This article aims to propose a large-scale cloud architecture
to serve for biometric system that enrols large population. In identifi-
cation mode of biometric system, a query template is matched with all
stored templates in the database and a match is said to occur with the
one with which match-value becomes highest. Hence the identification
time = n × t where n = database size and t = 1:1 matching time. As
the database size n becomes sufficiently large, the identification time
increases significantly. This leads to long response time of the system.
However, achieving the n matching processes in parallel can bring down
the total identification system from nt to t . This speeds up the proposed
system n times than its sequential counterpart with the trade-off of the
cost of resources for cloud and extra communication. The proposed archi-
tecture also takes care of threat to compromise secured data as they are
passed to different nodes. This architecture passes inputs to cloud nodes
hiding the identity-holders information so that stealing the identity data
of an individual will not compromise the security of the system.

Keywords: Cloud architecture, biometric authentication, large database.

1 Introduction

Biometric security is the science of authenticating a person through his be-
havioral or physical trait which he bears. The biological traits considered for
authentication are unique and cannot be easily spoofed. A typical biometric sys-
tem consists of three modules: sensor and preprocessing module that senses and
extracts the region of interest of a trait of a subject while a subject enrols for
the first time or when a returning subject attempts to authenticate him. Local
feature extraction module extracts features from the live query and previously
stored data fetched from the database. The matching module generates a score
indicating the degree of match between two sets of features and a decision, based
on the score, is taken whether the live query matches the template fetched from
database or not. Fig. 1 shows a typical block diagram of a biometric system. The
system consists of three primary modules:

– Sensor and preprocessing module, which senses the trait from a subject and
selects the region of interest from the sensed data.
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– Local feature extraction module, which extracts local features from the pre-
processed template. The features are responsible for matching between live
query and stored templates.

– Matching module, that takes input from the stored database and the live
query, computes a match score between the two, and depending upon a
threshold, concludes the live query to be either imposter or genuine.

Fig. 1. Working model of biometric authentication

The challenge arises when biometric authentication has to be done in real
time for a large database. There are few factors for a biometric security that
require to be modelled in cloud architecture:

– To attain a high accuracy from biometric system, it is necessary that a bio-
metric template is sufficiently large. Compared to simple features, multiscale
features of the templates tend to reveal high accuracy. However large bio-
metric template and multiscale feature analysis requires more matching time
and computation.

– Practical biometric systems require real time response to clients. Further-
more there can be concurrent queries to the biometric server from different
clients.

– In practical cases the biometric database is very large, may be as large as
the number of citizens of a nation. Further, multimodal biometric systems
increase the database size in several folds by storing more than one trait.
Accessing the database and reconstructing the database with new enrolments
(for indexed databases) needs high response time if the whole data is stored
in a single central database.
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– For identification biometric systems, a live query is matched to every stored
data in the database and a match is said to be found when the live query
yields highest matching score with an individual.

This article proposes a secure cloud architecture for biometric identification
to resolve the aforementioned issues.

2 Related Works

A computation between all existing pairs present in a set has been marked as time
consuming as it needs

(
n
2

)
= O(n2) computations. As a trade-off to save compu-

tation time, parallelism is exploited employing multiple processors in execution.
Sometimes there is a need to abstract these processing operations from user and
to deliver only the end result. Moretti et al. [3] illustrates all-pair computation
abstraction in cloud. Cloud is marked as a biomedical information sharing and
processing infrastructure due to its speed-up and abstraction as indicated in [6].
Following the initial experiments on cloud, there have been researches indicat-
ing the deployment of biometric system on cloud to achieve parallelism and thus
real-time response. Be it traditional physical trait like fingerprint or challenging
behavioral trait like gait, cloud-computation has been adopted by a wide span of
biometric systems. Yang et al. [9] describes a new fingerprint recognition scheme
based on a set of assembled geometric moment and Zernike moment features
in cloud computing communications tested on SIFT-enhanced images obtained
from four datasets of FVC2002 and claims to achieve satisfactory Equal Error
Rate (EER). Panchumarthy et al. [5] records cloud computation for gait bio-
metric recognition performed on Amazon EC2 instances using up to 26 CPU
cores, which marks significant decrease in execution time compared to recogni-
tion in local machine. Shelly and Raghava[7] describes iris recognition system on
Hadoop, which is an open source cloud computing environment. To process large
amount of data, Hadoop uses Map/Reduce framework in Java. The biometric
system thus implemented uses 512 byte biometric templates and 8 processing
nodes on private network to perform the feature matching. As biometric dataset
size deployed on this system is varied from 1.1 GB to 13.2 GB, speed-up varies
from 1.36 to 6.645. A large dataset requires long time for sequential approach
while cloud computing reduces the time significantly. Kohlwey et al. [2] presents a
prototype system for generalized searching of cloud-scale biometric data. Instead
achieving high speed-up, there have been scope to improve over this work by us-
ing more nodes connected to cloud and exploiting more parallelism. However
this could not be done without proving secure computation since computation
on cloud-nodes connected to internet may lead to data excavation and other
threats. In [1], the authors have addressed the problem of secure outsourcing of
large-scale biometric experiments to a cloud, where privacy of the data has been
preserved and the client can verify with very high probability that the task had
been computed correctly. Considering the plausibility of secured verification, the
computation load can be deployed on cloud-nodes connected through internet
with high confidence.
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For practically utilizing cloud-based biometric recognition has faced challenges
like mobile connectivity, and load balancing of big-biometric databases. Omri et
al. [4] and Stojmenovic [8] have approached to attain biometric recognition from
mobile devices. The mobile device acts as the client to fetch the live query tem-
plate to the cloud. The mobile device hence does not need any computation for
recognition. The only limiting factors in this direction have been found to be the
battery power of the device and throughput of the communication channel, which
have been resolved through use of sophisticated devices and high-bandwidth
wireless communication techniques like 3.5G.

3 Large Scale Cloud for Biometric Authentication

In contrast to centralized biometric systems running on a single processor, the
article proposes a cloud infrastructure tailored for large biometric authentication
system. The proposed architecture which composes of a client and the database
and application server modules together with a computer network to support the
computation requested by database module and control node. The control node,
database, application servers and networked computers are secured from client
side and belong to the cloud which the client can access only through a live query.
Hence the cloud remains secured from attacks from the client side. Furthermore,
any node in the computer network does not receive the owner information of the
template it is fetched to process. Hence any compromised node cannot extract
any useful information from the template fetched to it.

Fig. 2. Working model of biometric authentication through secured cloud

4 Schematic Representation of the Biometric Cloud

A schematic block diagram of the proposed biometric cloud is shown in Fig. 2 It
has a thin client that only triggers the query and accepts the response. Within
the cloud, there are three modules: database, application server, and computer
network. A control node comes into play to synchronize these modules. When
the query is fired by the client, the control node activates the database and
the application servers. For concurrent queries, each query is processed by a
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Fig. 3. Working model of every node in the computer network

Fig. 4. Working model of database updating and indexing when a new enrolment takes
place

single node in computer network. Hence the maximum number of nodes in the
computer network required for real-time response should essentially be more than
or equal to the number of concurrent queries. If highest number of concurrent
queries is p, then the architecture needs only p nodes in the network to process
the queries in real-time without waiting delay.

Every node receives a stored template from database and the query. Employ-
ing the application servers for feature extractor, the features from the stored
template and the query are extracted in the form of vectors. Subsequently, both
the feature vectors are subjected to feature matching through application servers
dedicated for feature matching. Finally a score is generated which is returned
to the control node by every node in the computer network. Based on all scores
received from the nodes of the network, the control node responds to the client
generating a single response pointing to the individual stored in the database
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with which the query has a maximum match. Application servers being separate
from the databases, any modification of the software for feature extraction and
matching can be effortlessly without interrupting client service.

Fig. 3 illustrates working model of every node in computer network that pro-
cesses a single query at a time. It received a stored template and the live query
and extracts feature of both. These two feature extraction process proceeds in
parallel. Application servers dedicated for feature extraction fetches the appli-
cation for feature extraction. Subsequent to feature extraction step, application
server fetches feature matching application to the node that matches the two
feature sets.

Considering the prospect of real-time response, the database module indexes
itself whenever a new enrolment process takes place. The process is handled by an
application server dedicated for database indexing. When distributed database
is used, the indexing process is challenging and the application server performing
this job should handle distributed environment. Fig. 4 illustrates the activity of
a database module in biometric cloud.

5 Conclusions

Proposed biometric system deployed in cloud find its application for large scale
population where there is a need for real-time authentication of concurrent
queries made from geographically distributed clients. Such deployment will also
be economically sensible for limited computing and storage at client side. The
database module takes care of the load balancing through indexing, and the
nodes take care of processing the feature extraction and matching as instructed
by application servers. The architecture reflects low coupling of inter-module
functionalities and high cohesion of intra-module functionalities, which makes
the architecture easily upgradable, and hence scalable.
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Abstract. Due to advancement in mobile device technology, mobile devices are 
becoming an inevitable part of human lives. In context of running massive ap-
plications on mobile devices, users can’t utilize the potential of mobile devices 
in an efficient manner since mobile devices are constrained by processing  
power, memory requirements and battery capacity. To alleviate this resource 
scarcity problem of the mobile devices, mobile cloud computing is the most 
promising solution which combines the technologies from both the mobile 
computing and the cloud computing. The execution of heavy application on 
mobile devices is augmented by powerful and resource-abundant cloud servers. 
This is achieved by partitioning an application into tasks such that the computa-
tional intensive tasks are offloaded to cloud and after executing task on cloud, 
results are sent back to mobile device, referred to as computation offloading. In 
this paper, we have put forth a scalable, fault-tolerant framework for dynamical-
ly and optimally partition the application using our proposed genetic algorithm. 

Keywords: Augmented Execution, Computation Offloading, Mobile Cloud 
Computing, Partitioning. 

1 Introduction 

The mobile devices like smartphones are playing significant roles in human lives  
due to seamless features and productivity. The ease of user friendly interface, high 
definition graphics, customized application installment, compact size, portability, 
multi-card Subscriber Identity Modulefacility, multi-mode service operation, multi-
band connectivity, high responsiveness, multimedia application support, etc features 
of mobile devices have attracted attentions of users worldwide. The demand of mo-
bile phones is increasing in a tremendous way. A survey states that, in 2014more 
than1.1 billion phones will be shipped worldwide and is expected to rise over 1.5 
billion in 2017 as predicted by International Data Corporation Market Research 
Company [1]. 
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In-spite of advancement in computer and communication technology, mobile de-
vices can’t reach full potential for the execution of high-end applications. These in-
clude computer vision applications, augmented reality applications, face and object 
recognition applications, natural language processing applications, file indexing in 
mobile system applications, virus scanning applications, optical character recognition 
applications, image and video processing applications, health monitoring applications, 
3D gaming applications, etc. These applications require high processing speed, large 
memory and battery backup to execute efficiently and accurately. However, these 
application requirements are not fulfilled by mobile devices. Therefore, to ameliorate 
resource scarcity of mobile phones, computation offloading provides the best solution 
in mobile cloud computing. According to Wikipedia [2], mobile cloud computing is 
defined as “The state-of-the-art mobile distributed computing paradigm comprising 
of three heterogeneous domains of mobile computing, cloud computing, and wireless 
networks that aims to enhance computational capabilities of resource-constrained 
mobile devices towards rich user experience.” 

The computation offloading is the method of migrating entire or partial application 
tasks from mobile device to the resource-abundant and powerful cloud servers for 
execution bringing optimization in objective function.  

From contribution point of view, we have proposed concurrent, scalable, fault-
tolerant, distributed application processing framework supporting the dynamic parti-
tioning approach for partitioning of massive application applied in mobile cloud  
computing paradigm. A genetic algorithm is devised to optimally partition the appli-
cation providing run-time support. 

The contents of the paper are portrayed as follows: The Section 2 deals with the li-
terature survey of partitioning techniques. The system architecture and implementa-
tion details of the proposed method are discussed in Section 3. The design of optimal 
partitioning genetic algorithm is elaborated in Section 4. The paper is concluded in 
Section 5. 

2 Related Work 

This section deals with the types of partitioning methods adopted in various offload-
ing environments. How the partitioning can be achieved is discussed along with pros 
and cons of each partitioning approach in our survey paper augmented execution in 
mobile cloud computing [3]. According to us, application partitioning is meant as the 
methodology of splitting the resource-consuming application into computationally 
intensive tasks (parts) with intention of execution on cloudservers having powerful 
resources. Generally, two types of partitioning are considered viz. static partitioning 
and dynamic partitioning. The static partitioning involves separation of computational 
intensive components at compile time statically [4], [5]. It results into fixed number of 
partitions. They are only suitable in conventional Internet computing. They don’t 
consider varying load of CPU (Central Processing Unit), Network parameters and 
can’t utilize elastic property of cloud resources. So, dynamic partitioning seems to be 
the best option for partitioning purpose. 
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Dynamic partitioning is a robust technique which partitions application at run  
time taking into account varying CPU load on mobile device and network parameters 
and utilizes elastic resources of cloud server [6], [7], [8], [9], [10].MAUI (Mobile 
Assistance Using Infrastructure) [6] uses managed code environment feature of .NET 
Common Language Runtime by Microsoft. The code portability feature allows MAUI 
to write the separate application code for both the smartphone and cloud server’s 
CPUs exhibiting different instruction sets. MAUI suffers from scalability problem. 
Also programmer has to write the code for cloud as well as smartphone for running 
the framework, hence, increases the burden on programmer. CloneCloud [7] supports 
the thread level migration. When the massive application is launched, then depending 
upon the current available cloud resources and network conditions, partition file is 
generated which contains migration and integration points for methods. CloneCloud 
does not support on-demand allocation of resources. Agent-based application partition 
is implemented in [8]. The mobile agent encapsulates the application code and gets 
executed on any server platform on behalf of the owner. This approach lacks mobile 
agent authentication and so fake mobile agents can access the cloud service. In [9], 
the data stream application is represented as a dataflow graph representing the com-
ponents. Adaptive execution of partitioning is supported which checks the CPU load, 
bandwidth at run time. Maximizing the throughput of data stream applications is the 
main objective function. ThinkAir [10] provides scalability in virtual machines at 
cloud side and supports parallel execution of tasks by assigning more virtual ma-
chines. But it does not give mechanism for efficient data transfer between mobile 
device and cloud. Like MAUI, it too increases coding overhead on programmer. 

Calling the cloud [11] uses R-OSGi (Remote Services for OSGi-Open Source Ga-
teway initiative) for module management and Alfred-O model [12] as a deployment 
tool. Bundles (Software modules) are offloaded to cloud for execution. Due to coarse 
level of migration granularity, bundle can expose to unauthorized access and security 
of data might get hampered. Dynamic partitioning best suits in offloading context 
which exploits the elastic resources of cloud and execute applications adaptive to 
changing mobile’s and network parameters. 

3 System Model 

This section deals with the system architecture of the proposed approach and detailed 
discussion of implementation of the system. 

a. System Architecture 

The computation offloading scenario is depicted in Fig.1. Broadly speaking, the of-
floading scenario consists of 3 crucial components viz. mobile device, Internet wire-
less network and cloud server. The mobile device is connected to cloud using wireless 
technology like 3G, LTE (Long Term Evolution), or Wi-Fi (Wireless Fidelity) for 
accessing services from cloud. Due to mobility requirements of mobile device, mobile 
device runs location based services that consumes a lot of resources on it.  
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Fig. 1. Proposed System Architecture 

The Internet bandwidth goes on fluctuating continuously. Therefore, mobile device 
is said to be resource-constrained by processor speed, memory, battery backup and 
bandwidth. On the contrary, cloud server has ample of processing speed, storage and 
power. So it is resource-abundant in nature.  

When any massive application gets launched on mobile device, its execution speed 
can be accelerated by offloading the heavy components onto cloud. Due to this, the 
computation time is saved as the application’s components are executed by powerful 
processors on cloud and hence performance of mobile device gets enhanced. But, the 
question arises which components should be offloaded to cloud so that the execution 
time of the application can be enhanced. This decision is taken by the offloading deci-
sion module deployed on cloud which runs the genetic algorithm put forth by us. This 
decision is taken on-the-fly considering continuously changing parameters like  
bandwidth and response time of executing the components under varying CPU load 
conditions.In this way, the proposed approach works on dynamic partitioning with the 
objective function of enhancing the throughput of application considering response 
time of component to execute the task. 

The two costs are considered for partitioning viz. computation cost and communi-
cation cost. The computation cost constitutes the time required by processing the 
components on both the mobile device and the cloud servers. The communication cost 
is the cost required for transferring the data and control information between the mo-
bile device and the cloud. The data required for executing the application is sent to the 
cloud. The data in the form of results is sent back to mobile device from cloud.  
 



 AFMEACI: A Framework for Mobile Execution Augmentation 445 

The control information constitutes the mobile phone number, name of component, 
etc is sent to cloud. This is explained in more detailed manner in section 3.2. 

b. Implementation Details 

The Fig.2. shows the application framework for augmented execution in mobile cloud 
computing paradigm. The mobile client side monitors the response time of the execu-
tion of components under varying CPU load and bandwidth.  

When an application is launched on mobile device, then request from mobile device 
is sent to the cloud controller in cloud. The cloud controller assigns node for the  
mobile device and allocates the resources for node. The node controller acts as an 
interface for accessing the services offered by nodeand maintains the status of node. 
Initially, node asks the device characteristics (Response time) from mobile client.  

Taking this information as an input, node generates partitioning result using our 
proposed genetic algorithm. Partitioning result states which components should be 
executed on cloud so that processing of application execution can be enhanced.  

To achieve concurrent, fault tolerant, distributed and scalable framework, we have 
implemented the actor-based programming model provided by akka toolkit (version 
2.2.3) [11] which works on the message-passing paradigm. Whenever message is sent 
to the actor-based model, the message is first accepted by actor’s reference. All mes-
sages are queued up in the actor’s mailbox. Dispatcher sends these messages to Actor 
for execution when mailbox dequeue message. After execution, Actor sends task ex-
ecution notification to dispatcher to dequeue next message from mailbox for execu-
tion. After completing the whole procedure of execution, actor sends the task execu-
tion status to cloud controller. Akka toolkit frees the programmer from issues of re-
source management and managing scalability.  

The communication between all components deployed on both the mobile and 
cloud is governed by HTTP (Hypertext Transfer Protocol). The node is responsible 
for managing the data and control flow from the mobile client. To uniquely identify 
which mobile is requesting for execution, profiler on the mobile device maintains and 
communicates following details to the profiler on node of cloud using a reliable Redis 
message queue [12]. 

─ Mobile phone number to uniquely identify the mobile device onto cloud server 
─ Time required by component to execute task on the mobile device i.e. response 

time of component and Component name 
─ Name of application currently being executed by mobile device or cloud  
─ Current status of executing location of component i.e. where the component cur-

rently get executed (either mobile device or cloud) 

When the mobile device connects with server, above information along with the 
task list is pushed in message queue. The controller on mobile device is responsible 
for maintaining the thresholds on performance measuring parameters mentioned.  

 



446 K. Pawar et al. 

Mobile Device

Cloud Controller

Node 
Controller

Node

Node Controller

Mailbox 
Queue

DispatcherActor

Node Controller

Mailbox 
Queue

DispatcherActor

Node 
Controller

NodeMobile Device

Mobile Client Request

Data and Control Communication

Node Status

Task Execution Reuest (TaskList)

Deque the task

Task Completion Notification

Process the task

Task Execution Status  

Fig. 2. Application Framework Overview 

We have considered threshold as “When 80% resources of performance measuring 
parameters are consumed then the request for modifying the partitioning result is sent 
to the solver present on node of cloud”. The solver then runs genetic algorithm in an 
iterative manner to get updated partitioning so that the processing speed of an applica-
tion can be maximized. The genetic algorithm takes response time of the components 
as an input parameter for calculating the throughput. The algorithm chooses the parti-
tions giving maximized throughput. It is a robust algorithm and gives the best results 
from huge solution search space even though the input parameters are changing  
continuously.  

We have deployed whole program (code) of the framework on cloud. So, for heavy 
components to execute on cloud, data required for running those components is  
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offloaded to executer on cloud from mobile device. We have developed a framework 
using java. For achieving the partitioning, there should be loose coupling between the 
Java components/classes. To achieve the class level granularity, we have used Depen-
dency Injection feature of spring framework (version 3.2.5) [13-15]. 

4 Design of Genetic Algorithm for Partitioning 

For optimally partitioning the application we have designed genetic algorithm shown 
in Algorithm 1.The parameters used are denoted as: 

─ Components running on mobile device = C1, C2,.,Cn 
─ Total number of components running on mobile = n 
─ Virtual Machines available on cloud = V1, V2,.,Vm 
─ Virtual Machines consumed by cloud = V1’, V2’,.,Vp’ 
─ Total number of virtual machines available on cloud = m 
─ Total number of virtual machines consumed  by cloud= p 
─ The condition p • m m must be followed 
─ Total mobile CPU usage = UsageCPU 
─ Total mobile memory usage = UsageMEM 
─ Threshold CPU = ThCPU 
─ Threshold memory = ThMEM 
─ Time at which input data is given to component ifor processing  = INCi 
─ Time at which component i gives the output after processing data = OUTCi 
─ Time in milliseconds required by component i to execute on mobile device = RETi 

The optimization problem is given as “Select the massive components of a parti-
tioned application such that their response time is maximum and offload them to 
cloud”. The Performance in terms of maximum Response time is calculated as eq. 1. 

 .     = =        for  = 1,2, . . ,    (1) 

 

We consider the partitions of an application as the population of individuals. The 
individuals which higher response time will be selected by the fitness function and 
offloaded to cloud for execution. Let us say, application is defined by the total set of 
components running as {C1, C2, C3,.., Cn}.  

From Genetic Algorithm point of view using binary encoding, we will denote these 
components as the bits 0 and 1. 0 is used for denoting the components executing on 
cloud and 1 is used for the components executing on mobile device. For example, if 
an application has 5 components. If the components C1, C2, C3 executes on cloud 
while C4 and C5executes on mobile device, then the partition is represented as 
{0,0,0,1,1} according to binary encoding. 

Initially, we generate random population from the input population size PS (Step 
1). We have applied elitism in our algorithm which facilitates to keep the individual 
with the best fitness in the population without undergoing mutation. elitism – boolean 
variable is used for checking the elitism. If elitism is to be applied (Step 3), then the 
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best individual is obtained from the population (Step 4) and saved (Step 5). The flag 
elitismOffset is set to 1 to specify that the selected Best individual won’t undergo 
mutation (Step 6); otherwise it is set to 0 (Step 9).  
 
    Algorithm: Optimally Partitioning Genetic Algorithm 
    Input: PS, TS, CR, MR 

PS: Population Size 
TS: Tournament Size 
CR: Crossover Rate 
MR: Mutation Rate 

    Output: Optimal partitioning result 

1. newPopulation• GenerateRandomPopulation( GenerateRandomPopulation(PS) 
2. while (Request_To_Stop ! = true) do 
3. if (elitism) 
4.  Best_Individual•GetGetMaxFitness(newPopulation) 
5.  newPopulation • SaveIndividual( SaveIndividual(Best_Individual) 
6.  elitismOffset•1 
7.     if end 
8. else 
9.  elitismOffset•  0 
10. else end 
11. fori •elitismOffsettoi<PSdo 
12.  indiv1  • TournamentSelection( TournamentSelection(newPopulation, TS); 
13.  indiv2 • TournamentSelection( TournamentSelection(newPopulation, TS); 
14.  newIndiv• UniformCrossover(indiv1, indiv2, CR); 
15.  newPopulation • SaveIndividual( SaveIndividual(newIndiv); 
16. end for 
17. for i •elitismOffsettoi< Size(newPopulation) do 
18.  newIndiv •Mutate(Mutate(getIndividual[i], MR); 
19. end for 
20. Request_To_Stop •  CheckRequestStatus();  CheckRequestStatus(); 
21. end while  
22. RET• GetFitness( GetFitness(newIndiv) 
23. k • GetMaxFitnessIndex( GetMaxFitnessIndex(RET)  
24. return newIndiv[k] 

 
Algorithm 1. Genetic Algorithm for optimal partitioning 

 
We have used Tournament Selection method for selecting the individuals from a 

population. It selects the best individual from the given population for crossover. For 
adjusting the selection pressure, the variable Tournament Size (TS) is chosen. The two 
individuals as indiv1 and indiv2 are selected (Step 12 and 13).  

The Uniform crossover is applied on these individuals to get the newIndiv. We uni-
form Crossover rate CR is set as 0.5 which states that half of the genes in the new 
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offspring come from the first individual indiv1 and the remaining half genes from the 
second individual indiv2. The population is updated by adding the newly created indi-
vidual newIndiv.  

The mutation is applied on the individuals for maintaining the genetic diversity 
(Step 18). The individuals are again inserted into population for next iteration. The 
user request for running the Genetic Algorithm is checked (Step 20). As soon as  
the user experiences the fine tuned execution of application, the user stops sending the 
request for iterating the algorithm. The (partition) Individual having the maximum 
fitness is retuned as the optimal partitioning result. 

5 Conclusion 

The augmented execution in mobile cloud computing paradigm is a nascent 
technology to augment the capabilities of weaker mobile devices by utilizing the 
services of resource-rich and powerful cloud servers. A concurrent, scalable, fault-
tolerant, distributed application processing framework supporting the dynamic 
partitioning approach for partitioning of massive application applied in mobile cloud 
computing paradigm is put forth in this paper. A genetic algorithm is proposed to 
partition the application in an optimal manner considering the response time as the 
performance metric. 

The emphasis can be given on framework in which offloading decision will be 
taken by the operating system of mobile device will take offloading decision. 
Research is required to establish a single access platform for mobile cloud computing 
on the top of various operating systems platforms. 
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Abstract. VLSI technology has made possible the integration of massive 
number of components into a single chip with the minimum power dissipation. 
But concerned by the wall that Moore’s law is expected to hit in the next 
decade, the integrated circuit community is turning to emerging nano-
technologies for continued device improvements. Quantum dot cellular 
automata(QCA) is a technology which has the potential of faster speed, smaller 
size and minimum power consumption compared to transistor –based 
technology. In quantum dot cellular automata, the basic elements are simple 
cells. Each quantum cell contains two electrons which interact via Coulomb 
forces with neighboring cells. The charge distribution in each cell tends to align 
along one of two perpendicular axes, which allows the encoding of binary 
information using the state of the cell. These cells are used as building blocks to 
construct gates and wires. This paper utilizes these unique features of QCA to 
simulate symmetric functions. A general equation for the minimum number of 
gates required to an arbitrary number of input variables causing synthesis  
of symmetric function is achieved. Finally a general expression for the number 
of gates in benchmark circuits is also deduced. It provides significant reduction 
in hardware cost and switching delay compared to other existing techniques. 

Keywords: Quantum dot cellular automata, symmetric functions, Coulomb 
force. 

1 Introduction 

Silicon technology has experienced an exponential improvement in virtually any 
figure of merit, following Gordon Moore’s famous dictum remarkably closely for 
more than three decades. However, there are indications now that these progresses 
may slowdown in future. Among the chief technological limitations responsible for 
this expected slowdown of silicon technology are the interconnect problem and power 
dissipation. This slow-down of silicon ULSI technology is providing an opportunity 
for alternative device technologies. QCA [2, 4-6, 10-12, 14-17, 19, 22-24] can be an 
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interesting alternative. Since QCAs were introduced in 1993, several experimental 
devices have been developed. Although they may not be ready for commercial uses, 
recent papers show that QCAs may eventually achieve high density, fast switching 
speed and room temperature operation. 

Synthesis of Boolean functions by using QCA has drawn attention of several 
researchers. This paper proposes a design to synthesize the symmetric Boolean 
functions using QCA. Many computing, control and communication circuits are 
described by symmetric functions. Symmetric functions have huge applications in 
cryptography, VLSI and nanotechnology designs. Symmetric functions have been 
studied extensively in digital logic. Realization of symmetric functions by quantum 
reversible gates was described in [1, 3, 7-9, 13, 16, 18, 20-21, 25]. Although the 
realization of symmetric functions using other approaches have already been 
described in many works, the domain of synthesizing symmetric functions using QCA 
gates have been explored only in few instances [16,24].In these cases, the synthesis of 
symmetric function is done by digital logic gates (AND, OR, NAND etc) and these 
gates are implemented by QCA. It is generally a common approach in synthesizing 
Boolean functions by QCA gates to represent the function by basic digital logic gates 
while these gates are realized by QCA gates. We believe that these approaches fail to 
take the inherent advantages of the basic building block of QCA majority gate. In this 
paper, our synthesis approach starts with the building blocks of QCA majority gate. 
We first produce a design for unate symmetric functions. Then this design is extended 
to produce the designs for all symmetric functions using basic QCA majority gates. 

This paper is organized as follows. In Section 2, the background of QCA 
technology is presented. Section 3 gives a brief overview of symmetric functions and 
the design and realization of symmetric function. Simulation results are shown in 
section 4 followed by conclusion in Section 5. 

2 QCA Design Schemes 

The quantum dot cellular automata [2,4-6,10-12,14-19,22-24] involves using a binary 
representation of information, by replacing the current switch with a cell having a 
bistable charge configuration. One configuration of charge represents a binary “1", the 
other a "0," but no current flows into or out of the cell. The field from the charge 
configuration of one cell alters the charge configuration of the next cell. Remarkably, 
this basic device-device interaction is sufficient to support general purpose computing 
with very low power dissipation. 

2.1 QCA Cell  

The essential feature of a QCA cell is that it possesses an electric quadrupole which 
has two stable orientations as seen in Fig. 1. These two orientations are used to 
represent the two binary digits, "1" and "0." The simplest implementation of this is a 
4-dot cell composed of dots at the corners of a square, with two mobile charges. The 
two quadrupole states then correspond simply to the two ways of occupying antipodal 
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dots. The bit information is contained in the sign of the in-plane quadrupole moment. 
The polarization P of the cell is the normalized quadrupole moment. If there are no 
other fields, either from the environment or from the neighboring cells, then the two 
orientations of the quadrupole moment have the same electrostatic energy. The 
presence of nearby cells causes one arrangement to be the favored low-energy 
configuration. 

 
 

P=+1 P=-1

Binary 1 Binary 0 

Fig. 1. Basic QCA cell and Two Possible Polarizations 

2.2 QCA Wires 

A series of QCA cells acts like a wire as shown in Fig. 2. During each clock cycle, 
half of the wire is active for signal propagation, while the other half is unpolarized. 
During the next clock cycle, half of the previous active clock zone is deactivated and 
the remaining active zone cells trigger the newly activated cells to be polarized. Thus, 
signals propagate from one clock zone to the next. 

The circuit area is divided into four sections and they are driven by four phase 
clock signals. In each zone, the clock signal has four states: high-to-low, low, low-to-
high, and high. The cell begins computing during the high-to-low state and holds the 
value during the low state. The cell is released when the clock is in the low-to-high 
state and inactive during the high state. 

 
 

Fig. 2. QCA wires 

2.3 QCA Gates  

Logic gates are required to implement arithmetic and digital circuits. In QCA, inverter 
and Majority voter gates act as the basic gates. Fig. 3 and Fig. 4 show the gate 
symbols and their layouts. The governing equation of the Majority voter gate is 

M(A,B,C,D,E)=ABC+ABD+ABE+ACD+ACE+ADE+BCD+BCE+BDE+CDE. 

Three input AND and OR gates can be implemented using three input majority 
voter gate by making one input constant. 

M (A, B, C, 0, 0) =ABC 
M (A, B, C, 1, 1) =A+B+C 
 

 
   A    A’ 

 

Fig. 3. Implementation of NOT Gate with QCA gates 
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Fig. 4. QCA Majority voter gate 

In this paper we show that every symmetric function can be expressed as a logical 
composition (e.g., AND, OR, NOT) of unate symmetric functions. 

3 Symmetric Functions 

3.1 Preliminaries 

Let f(x1,x2,…,xn) denote a switching function of n Boolean variables. A vertex 
(minterm) is a product of variables in which every variable appear once. The weight w 
of a vertex v is the number of uncomplemented variables that appear in v. A Boolean 
function is called negative (positive) unate, if each variables appear in complemented 
(uncomplemented) form (but not both) in its minimum sum-of-products(s-o-p) 
expressions. 

A switching function f(x1 ,x2,….,xn)[13] is called totally symmetric with respect to 

the variables (x1,x2,…xn), if it is invariant under any permutation of the variables. 
Henceforth, by a symmetric function, we would mean a function with total symmetry. 
An n-variable symmetric function is denoted as Sn

(ai,….,aj,…ak).. 
A symmetric function is called consecutive, if the set A consists of only 

consecutive integers (al, al+1,…ar).such a consecutive symmetric function is 

expressed by Sn
(al− ar ) where l<r. For n variables, we can construct 2n+1-2 different 

symmetric functions (excluding constant functions 0 and 1).A totally symmetric 
function S

n
(A) can be expressed uniquely as a union of maximal consecutive 

symmetric functions such that S
n
(A)=S

n
(A1)+S

n
(A2)+…+S

n
(Am), such that m is 

minimum and i,j,1≤i,j≤m, Ai ∩ Aj=0 whenever i ≠ j. 
A function is called unate symmetric [18] if it is both unate and symmetric.  

A unate symmetric function is always consecutive and can be expressed as Sn
(al− ar ) 

where either al=0 or ar=n. 

3.2 Design Approach for Unate Symmetric Functions  

Unate symmetric functions are synthesized by a multi-input and multi-output logic 
array consisting of an iterative arrangement of majority voter gates. There are n input  
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lines x1,x2,…xi,1≤i≤n and n output lines u1,u2,…uj ,i ≤j ≤ n. The network is so 

designed that the output lines uj assumes value 1 if there are 1s in at least j inputs. The 
output functions are as follows. 
 

u1(n)=S
n

(1,2,3,…,n)=∑xi for i =1 to n;
u2 (n) = S

n
(2,3,…,n)= ∑xixj for i, j  =1 to n;

…………………………………………………… 
un (n)= xixjxk….xn  

For example if n=5, there will be 5 output functions i.e. u1(5),u2(5),u3(5),u4(5) and 

u5(5).According to our design it is seen that n majority voter gates are required to get 
these n outputs. 

Example 1  
If n=5 then a 9 input lined majority gate with 4 input lines equal to 0 will give u5(5) 

and 4 input lines equal to 1 will give u1(5). Hence to get u1(5) and u5(5) we need two 
9 input lined majority gates. A 7 input lined majority gate with 2 input lines equal to 0 
will give u4(5) and 2 input lines equal to 1 will give u2(5). Hence to get u2(5) and 

u4(5) ,we need two 7 input lined majority gates. u3(5) can be derived by one 5 input 
lined majority gate. 

Example 2  
If n=6 then a 11 input lined majority gate with 5 input lines equal to 0 will give u6 (6) 

and 5 input lines equal to 1 will give u1(6) . Hence to get u1(6) and u6 (6) we need 
two 11 input lined majority gates. A 9 input lined majority gate with 3 input lines 
equal to 0 will give u5(6) and 3 input lines equal to 1 will give u2(6). Hence to get 

u2(6) and u5(6) ,we need two 9 input lined majority gates. A 7 input lined majority 

gate with 1 input line equal to 0 will give u4(6) and 1 input line equal to 1 will give 

u3(6).Hence to get u3(6) and u4(6) ,we need two 7 input lined majority gates. 
 
Lemma1. If there are n input lines x1,x2,…xn ,realization of the output functions 
u1,u2,…un need n number of majority gates which are arranged in the following 
manner. 

If n is odd then one is n input lined majority gate, two are (2n-1) input lined 
majority gates, two are (2n-3) input lined majority gates, two are (2n-5) input lined 
majority gates up to (n-1) number of gates. 

If n is even then two are (2n-1) input lined majority gates, two are (2n-3) input 
lined majority gates, two are (2n-5) input lined majority gates up to (n+1) input lined 
majority gates. 

Fig. 5(a) and Fig. 5 (b) shows the schematic and layout diagram of the circuit to 
synthesize unate symmetric functions for 5 inputs. 
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(a)Schematic 

 
      x5    x4   x3    x2    x1 

 
 
  
 
 
 
 

u5                            u4                    u3            u2             u1 
 

(b)Layout 

Fig. 5. Synthesis of Unate Symmetric Functions for 5 Inputs Using Majority Voter Gates:  
(a) Schematic (b)Layout 

3.3 Design Approach for General Symmetric Functions 

Consecutive Symmetric Functions 
A consecutive symmetric function consists of only consecutive integers (al , al+1,.. . , 

ar ). Such a consecutive symmetric function is expressed by S
n(al − ar) where l < r.  

A consecutive symmetric function S
n
(al− ar ), al ≠ ar , l < r, can be expressed  

as a composition of two unate symmetric functions. For example S5
(2,3) is realized as 

S
5

(2-5). S(
5

4−5) =u2 (5). u4 (5).Fig. 6 shows the schematic of the circuit to synthesize 
consecutive symmetric functions for 5 inputs. To synthesize a consecutive symmetric 
function that is not unate, we use the result in the previous module. 

 
Nonconsecutive Symmetric Functions 
To synthesize a non consecutive symmetric function, it is first expressed as a union of 
several maximal consecutive symmetric functions, and then each of the constituent 
consecutive symmetric functions is realized by combining the appropriate outputs  
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of unate decomposition. Finally they are OR-ed together. For example S
5

(1,3,5) is 
realized as  

S
5

(1)+ S(
5

3) + S(
5
5) =u1(5). u2 (5) +  u3 (5). u4 (5) + u5 (5) as shown in Fig. 7. 

 
 

 
 
 
 
 

 
 

 
 

Fig. 6. Synthesis of Consecutive Symmetric functions 
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X4  
X5  

 

Fig. 7. Synthesis of Non-Consecutive Symmetric functions 
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Fig. 8. Synthesis of Benchmark Circuit rd53 
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4 Results 

Simulation Result 
The layout of an rd53 circuit is demonstrated in Fig. 8.Simulation is performed using 
QCADesigner. The simulation result of rd53 is shown in Fig. 9. The circuit requires 
an area of 0.448 µm x 0.602 µm and the delay is 2/5 clocks. Table 1 shows the 
numbers of basic QCA gates used in our designs to realize all positive unate 
symmetric functions. As mentioned earlier, in order to realize a circuit with n number 
of inputs, we need n number of basic QCA gates. The complexity, size and delay of 
various benchmark circuits are shown in Table 2. 

Table 1. Comparative study of the no. of gates required for synthesis of symmetric functions 

Table 2. Total number of gates required for some benchmark circuits 

Circuits No. of gates 
required 

Complexity 
(No. ofcells) 

Area Delay 

sym9 11 523 0.576 x 0.612 sq µm ¾ clocks 
rd53 11 595 0.448 x 0.602sq µm 2/5 clocks 
rd73 15 1741 0.558 x 1.638 sq µm 1/2 clocks 
rd84 21 2291 0.672 x 1.302 sq µm 1/3 clocks 
 

 
 
 
 
 
 
 

 
 
 
 

 
 
 
 

Fig. 9. Simulation result of rd53 

 

No. of inputs No. of outputs No. of gates for  positive unate symmetric functions 
2 6 2
3 14 3
n 2n+1-2 n
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5 Conclusion 

This paper proposes the implementation of symmetric functions using QCA designs. 
The proposed procedure for implementing symmetric functions exploits the strength 
of the inherent characteristics of QCA majority gates. We first design the all positive 
unate symmetric functions using our technique. To synthesize any non-unate 
symmetric functions, we use the unate decomposition approach. Although QCA 
solves most of the limitations of silicon VLSI technology, the actual speed may be in 
the range of megahertz for solid state QCA instead of in the range of terahertz as 
suggested by many researches. Additionally, solid-state QCA devices cannot operate 
in room temperature. The only alternative to this temperature limitation is the recently 
proposed “Molecular QCA”. Molecular QCA is also considered to be the only 
feasible implementation method for mass production of QCA devices. 
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Abstract. The audio/video stream retrieves from the storage server depends 
upon the   cache refreshment   polices. The replacement policy depends upon 
the efficiency of handle the cache hit ratio and cache miss ratio at real time. The 
cache size is limited with compare to the auxiliary memory size,   and it is only 
the fraction of the auxiliary memory. The cache memory maintains two blocks 
one for the Least Recently Used (LRU) and other for the Least Frequency Used 
(LFU). The Least Recently Frequency used (LRFU) pages store into the cache 
memory. Since the size of the cache is limited by using the exponential 
smoothing parameter, dynamically the cache replaces the page with the smallest 
hit count from the LRU. The request page from the submitted request stream 
increment the hit counts for the already listed pages. In this paper, we present 
the LRFU polices and the impact of that polices for the limited cache size with 
a huge submitted stream of requests in a very small interval of time.    

Keywords: Cache Memory, LRFU, LRU, LFU, Replacement policies. 

1 Introduction 

The rapid modification in the area of computer hardware brings new demand for 
adaptive polices to handling massive request stream (Audio/video) in a very short 
interval of time. The huge amount of submitted requests to the (Audio/Video) server 
is approximated by Zipf like distribution [7], [11] in a better way. The performance of 
the system highly depends upon the response from the server [10], [8]. The 
enhancement of the storage portal depends on the handling of the cache memory [1], 
[4], [5], which itself is a fraction of the main storage capacity of the portal. The 
researcher world gave various types of concepts over the last decreed to handle the 
cache memory for distributed multi-tier computing. Due to the growth of the Internet, 
smart mobile phone, on demand audio/ video user grows exponentially. It has been 
observed that the Major traffic load experience at the 'audio/video' portal for a 
particular session. Multi queues’ replacement polices at second level buffer cache [4] 
handle the stream of requests. Due to proper handling polices, server cache 
experiences poor hit ratio [2-3]. Recent trend to indexing the cache pages in the real 
time. The improvement over the cache performance focuses on changing afresh a 
reference pattern [6-7]. The page conflicts arise in the mapping, but the main problem 
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on the static mapping to calculate the average page conflicts by binomial distribution 
of the 'a' of 'A' pages fall in one of the B bins for the N size cache memory . B=N/A 
where A is the associative. Multiprocessor memory hierarchy used to optimize the 
page replacement in real time [7]. The paper is organized in this way. Section 1 
describes the introduction and paper survey. Section 2 is the explanation about the 
problem. Section 3 presents the algorithm. Section 4 is an explanation for the 
simulation results and discussion. Section 5 discusses about the improvement and 
reference.    

2 Problem Description  

In this work, we study the real time page replacement by LRFU (Least Recently 
Frequency Used). It initially used the statistical decay with the count of page 
hits. Here we maintain LRU and LFU. The Least Recently Used (LRU) concepts have 
been widely employed for buffer cache management [9], [6]. LRU concepts used to 
replace the unused block for longer time. The longer time is depended upon the 
system hardware. 

  The identified blocks which have been referenced in the recent past will likely be 
referenced again soon. However, for the multilevel buffer caches, this observation is 
no longer present, or it existence is too less. Due to that reason, only LRU does not 
perform well for file server caches. These are also true or other workloads such as 
database back-end storage servers. The time complexity of this procedure is constant. 
The Least Frequently Used (LFU) concept is the replacement policy. It replaces the 
block that is least frequently used. This concepts present that some blocks are 
accessed more frequently compare to other blocks, so that the frequency of reference 
can be used as an estimate of the probability of a block being referenced within a time 
span. The LFU usually performs better than the original LRU because the former 
gives different weight to the recent references and very old references. The time 
complexity of this procedure is O (log(n)).The Least Frequently Recently Used 
(LFRU) concept was proposed by Lee et al. in 1999-2000 to Cover a spectrum of 
replacement algorithms that include LRU at one end and LFU at the other [8]. It 
enforced to replace those particular blocks that are the least frequently referred and 
not recently referred within a specified time span. It associates a combined value of 
the occurring immediately before the present and frequency of referred of that 
memory block. 

The goal is to replace the block with the minimum value. Each reference to a block 
contributes to its value. A reference’s contribution is determined by a weighting 
function within a particular the time span from the reference to the current time. By 
changing the parameters for the weighting function, LFRU can implement either LRU 
or LFU. The time complexity of this algorithm is between O(1) and O(log (n)). LRFU 
policy combines an effect of LRU and LFU.  Initially, LRFU policy assigns a value 
Hit_count(x) = 0 to every page x and that value be updated every instance of time. 
The analytic form is  
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Hit_count (x) = 1+ 2-λ×(Hit_count)   if page (x) is referenced at time Δt         

                  = 2-λ× (Hit_count)   else   (x) is not referenced at time Δt 

λ is an   integer variable that controls the behavior of the process flow. 
LRFU policy replaces the page with the smallest Hit_count.  If λ→0 then the  

Hit-count simply incremented with 1 i.e. the result is the frequency of appearance of 
that page during a specified interval of time. Then clearly LRFU converges to LFU. 
Otherwise, for λ→1, here λ works as an exponential decay. Hit_count occurs at a 
time immediately before the present. LRFU works as LRU. The performance of page 
replacement depends upon the value of λ∈ (0,1).   

3 Algorithm Development  

3.1 Initial Assumption  

The processing of jobs depends on the system hardware configuration. 

Buffer 1  : Listed up of all the Video /Audio file names that currently exists in the 
cache memory. 

Buffer 2   : Start at t, storing incoming submitted request. At t +Δt buffer is flash out. 
Hit Count: Store the frequency of referenced ‘Audio/Video pages’ with respect to the 

absolute index position in the buffer1. 
L1:  store the least recently used pages “with reference high hit count” LRU  
L2:  store the least frequency used pages LFU 
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Procedure: Eliminate repeated pages in the availability 
list   

Initialize the name of the Audio/Video file to the 
Biffer1 (manually insert)   
// check the listed file name are without repetition 
  for i, j∈ I≥0 
  if (i≠j) 
          Buff1 [i]≠ Buff1[j]   
End  
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Procedure: Store all submitted requests to the proxy 
server. 

 
Start at time t 
// C is the size of the Cache  
// request signal for submitted request string  
// Buffer2 is the Intermediate Storage 
Var  
Buffer2:  array [1, 2, 3,…, n] of string 
// Buffer2[1][i] ← String, Buffer2[2][i]← Boolean                           
// size of buffer2 is A  C 
Int: counter, trial, Hit_count 
Request: Boolean   
While (request == true) do 
      If (counter!= A) 
 { 
         Buffer2 [1][counter] <- load the request 
         Buffer2 [2][counter] =  False  
         Counter ++ 
      } 

Else 
      // No more request be accepted, request discarded    
End    

 
Procedure:  Hit count  

Var  
trial, index, counter : integer  
hit_count  :  array[1,….,C]  of integer  
Buffer2 : array [1,2,1,…n] of string  
// Buffer2[1][i]←String, Buffer2[2][i]←Boolean 
   Index = 0 
   While(index<= A)  
    for     trial  = 1 to C do 
     counter = 0;  
     if (Buff1[trial==Buffer2[1][index])   
     { 
      counter++ 
      Buffer2 [2][index] = True     
      Hit_count[trial]=counter+2-λ× Hit_count[trial]  
      L1← L1 {Buff1[trial]}  

     } 
     //λ→0 implies LRFU→LFU and λ→1 implies LRFU→ LRU 
     else 
     { 
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      Hit_count [trial] = 2-λ× Hit_count [trial] 

      L2← L2 {Buff1[trial]} 

      } 
    End for 
   End   while 
At   time   t +Δt   flush the buffer2  
// Ready for the next session to accept the submitted 
request 
End  
 

 
Procedure:   New page request to be loaded to L2 by 
replacing the existing page from LFU (Least Frequency 
Used) 

 At time t +2Δt 
 Index=0; 
 While (index <= A)  
  if (Buffer2 [2][index] == True ) then                            
  { 
   for i = 1  to A  do  // check the repetition    
   if (hash(Buffer2[2][index]==hash(Buffer2[2][index+ i])     
    Buffer2[2][index] = False 
   End for 
  } 
  else continue 
 End While  
 While (index <= A)   
  if  (Buffer2 [2][index] == True )  
   Minimum {Hit_count (L2)} ← Buffer2[2][index] 
   Hit_count (of the page in L2)++ 
 End While 
End  

4 Result and Discussion  

The simulation environment is built up with the limited cache memory size 20 Mb 
The L1 and L2 portion block size varies within the limit  zero Mb to 20 Mb, but the 
total value  is 20 Mb.  

The value of λ varies within the limit (0, 1). We consider the size of the 'stream of 
heterogeneous request pattern’ varies in the range [10 to 1000]. We run the simulation 
by considering the   variable of size of the requested sample.  
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Fig. 1. Hit count vs cache size 10 

In Fig. 1 we present the simulation for submitted request size of 10. The cache 
processes that stream within one millisecond. Initially, Number of request size is less 
than the size of the cache. Fig. 2 Cache sizes 20; number of the submitted requests is 
15 in one millisecond. 
 

 

Fig. 2. Hit count vs cache size 20 

Fig. 3 presents the graphical view of the Cache of fixed size 20, the number of the 
submitted requests is 20. The algorithm runs in 1 millisecond. Fig. 1, Fig. 2, Fig. 3 
show the listed page hit in a millisecond. Starting from location Zero Mb to five Mb 
used for L1 (Logical Block) and (five Mb to 20Mb for L2) for the other logical block 
when the system has very low traffic loads.   

The simulation result shows that when the number of request in the system is less 
than the total available cache size including L1 and L2 both, no request loss. As the 
sum of the Hit count to the memory block is all most equal to 20. 
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Fig. 3. Cache size 20, number of the submitted requests is 20 in one millisecond 

 

Fig. 4. Cache size 20, numbers of submitted requests is 200 in one millisecond 

 

Fig. 5. Cache size 20, number of the submitted requests is 1000 in one millisecond 
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The Simulation results for the huge traffic rate are plotted in the Fig. 4, Fig. 5,  
Fig. 6 and Fig. 7. The simulation result indicates at the initial stage when the 
submitted traffic loads within 20 to 2x103. The L1 holds the cache memory block of 
size 0 to 10 as L1 store the least recently used pages “with reference high hit count for 
the Fig. 4 and 5. In this stage λ maintains somewhere near 0.5. 

 

 

Fig. 6. Cache size 20, number of the submitted requests is 2000 in one millisecond 

When the number request size increasing the algorithms try to expand the L1 
portion dynamically in that situation the value of λ generally lies likeλ→(0.5, 1). 

Fig. 5, Fig. 6 and Fig. 7 show that the hit miss increases as the size of the hetero-
geneous request stream increase. The tail side of the curve indicates the Hit miss.  The 
simulation result shows for the huge traffic load L1 portion of the cache memory 
block stores the reference of least recently used.  

 

Fig. 7. Cache size 20, numbers of submitted request is 10000 in 1 millisecond 
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5 Remark and Conclusion  

In this work, we present the Least Recently Frequency Used (LRFU) policy to the 
cache memory for handling the stream of heterogeneous requests. For the burst 
request, the LRFU is one of the optimize policy to minimize the request loss. Cache 
memory only stores the link to the video file that link to the distributed data bases.  In 
the Video on the demand system, the total system performance depends on the cost of 
the database query execution and the load balancing for burst requests.  
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Abstract. This paper represents a method of analysis of simple networks with 
the help of MATLAB-SIMULINK models and microcontroller based hardware. 
The mathematical foundation of this method is an algorithm based on orthogon-
al Hybrid Function. 

Keywords: Hybrid function, microcontroller, MATLAB, analysis. 

1 Introduction 

Marriage of sample-and-hold functions (SHF) [1] and triangular functions (TF) [1] 
has given birth to a set of orthogonal hybrid functions (HF) [2-3]. Among various 
utilities and applications of HF, this paper is focused on System Analysis. 

2 Hybrid Function – A Combination of Shf and Tf 

We can use a set of sample-and-hold functions and the set of triangular functions to 
form a function set, which we call a ‘Hybrid Function’ set. To define this set, we ex-
press the (i+1)-th member Hi(t)of the m-set hybrid function Hm(t)

 

Hi(t)= aiSi(t)+ biT2i(t)in 0 ≤ t < T,                                         (1) 

where, i = 0, 1, 2, …, (m-1), ai and bi are scaling constants.  
We can approximate a square integrable function f(t) of Lebesgue measure by Hy-

brid Function set. Fig. 1 illustrates this idea. f(t) is sampled at three equidistant points 
A,C,E. c0, c1, c2are the magnitude of these samples. Linearly joining A, C& C,E we 

get a SHF set composed of □ABFO &□CDGF and TF set constituted with ∆ACB & 
∆CED. Hence, piecewise linear wave which we get in this manner, is nothing but 
HFapproximation of f(t). 
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That is, 
 f(t)=H0(t)+H1(t) 
                                                   ={c0S0(t)+  c1 S1(t)} +{(c1-c0)T0(t) +(c2-c1)T1(t)} 

                                                     CT S(2)(t) + DT T(2)(t)                                            (2) 
                                          
                                                                 
where, [c0  c1]= CT and  [(c1-c0)    (c2-c1)]=DT and […]T denotes transpose. 

Equation (2) represents f(t) in hybrid function domain. 

 

Fig. 1. A function f(t) represented via hybrid functions  

3 Methodology 

The continuous time input signal is sampled at a constant rate. From these samples the 
output samples are obtained in the following two ways- 

1. Plant (1st or 2nd order simple Network) is physically excited by piecewise linear (HF 
approximation) waveform obtained from continuousi/p signal. 

2. The output samples are directly computed from the input samples using the HF 
based algorithm [4]. 

Finally, the accuracy of the HF based algorithm as a tool of system analysis is 
checked by comparing the plots of the output samples obtained mathematically and 
physically as described above. 

We have taken1 Hz sine wave as input signal. 
Since the input is of a known (sinusoidal) nature, instead of actually sampling the 

wave, at the initial stage, the samples are pre-calculated for a 1Hz sine wave and di-
rectly used to construct the SHF (Sample and Hold Function) or ZOH (Zero order 
wave) as explained later. 

System or Plant is initially taken as 1st order RC circuit for the sake of simplicity 
and this method of analysis is further extended to 2nd order RC circuit. 
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4 Schematic Diagram of the Overall System 

A simplified schematic diagram of the overall system is shown in Fig. 2. 

 

Fig. 2. Simplified Block diagrammatic representation of the overall system 

Now the question arises how to physically approximate a continuous time signal 
into HF domain. To describe this, detailed schematic diagram is introduced in Fig. 3. 

 

Fig. 3. Detailed Block diagrammatic representation of the overall system 

It is mentioned earlier that a HF set is composed of a SHF set and a TF set. SHF 
approximation is realized by Sampler (ADC), Controller (µC)& DAC C)& DAC whereas TF 
approximation is realized by Linear Joiner. 

The continuous input waveform is sampled by an ADC present inside the micro-
controller [5]. Microcontroller controls the sampling rate of ADC and stores the sam-
ples in memory. It processes the signal and gives digital o/p which is converted into 
analog o/p with the help of a DAC (we have used 8 bit R-2R ladder). This o/pis noth-
ing but the SHF waveform of the i/p signal. In the next step, ‘Linear joiner’ is used to 
accomplish TF realization of the i/p signal. It actually integrates step voltages by dif-
ferencing two consecutive sample values of i/p signal. Hence, the o/p of the ‘Linear 
Joiner’ is a piecewise linear wave (HF approximation of i/p signal). 

The piecewise linearly joined wave is fed to simple network (1st order and 2nd or-
der RC circuits) and the response is viewed in a DSO screen. 

It is important to mention that ADC present in the microcontroller can only meas-
ure voltages between 0 – 5 V. Thus, the input signal has to be attenuated to restrict its 
peak to peak value within 5 V. Some amount of positive voltage is injected into the 
signal to make its amplitude entirely positive as shown in Fig.4. Similar steps are 
followed while sampling the response of the simple networks as shown in Fig. 5. 
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Fig. 4. Input signal is attenuated & level shifted before being sampled. 

 

Fig. 5. Response is attenuated & level shifted before sampled 

5 SIMULINK Model for 1st Order System 

Plant shown in Fig. 6 is the 1st order RC series circuit (R=10K, C=10µF). It is to be 
excited by HF approximated version of the actual continuous input wave (taken as 
sine wave). This HF approximation is shown in the block diagram by integrating the 
difference of the two ZOH sine waves. The block entitled ‘Linear Interpolator’ per-
forms this integration operation. Since the sampling rate is taken 10Hz time constant 
of the integrator is taken as 1/100 = 0.1.   

The peak to peak voltage output from the microcontroller can be maximum 5 volt 
and it can’t be negative. Hence, at the final stage, the signal ground is shifted by -2.5 
V to ensure the both +ve and –ve voltage swing is around the ground line. 

 

Fig. 6. SIMULINK model for 1st order plant 
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6 SIMULINK Model for 2nd Order System 

The 2nd order system shown in Fig.7 is chosen to be an under damped system with 
damping ratio (zeta) = 0.44.  

 

Fig. 7. SIMULINK model for 2nd order plant 

7 Response of 1st Order Plant 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Response of 1st order SIMULINK model 

Fig. 9. Response of 1st order hardware model 
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8 Response of 2ndOrder Plant 

Fig. 8 and Fig. 9 show responses of the SIMULINK model and respective hardware 
model for 1st order system where as Fig. 10 and Fig. 11show responses of the 
SIMULINK model and respective hardware model for 2nd order system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

9 Result Analysis 

The plots shown in the Fig. 12 and Fig. 13illustrate the comparative study between 
SIMULINK response and response obtained by HF based algorithm for 1st and 2nd 
order system respectively. Two different coloured (red and blue) plots are almost 
indistinguishable except at some regions which give a qualitative idea about the error. 

This can also be reduced to a greater extent by enhancing the sampling rate. 
 

 

Fig. 11. Response of 2nd order hardware model 

 

Fig. 10. Response of 2nd order SIMULINK model 
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Fig. 12. Response plot of 1st order plant using samples of SIMULINK model and samples 
computed by HF algorithm 

 

Fig. 13. Response plot of 2nd order plant using samples of SIMULINK model and samples 
computed by HF algorithm 

10 Percentage Error  

Quantitatively percentage error is computed and tabulated in Table 1 (for 1st order 
plant) and Table 2 (for 2nd order plant). This error analysis shows that the absolute 
error is within 10%. 
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Table 1. Error table of 1st order plant for sampling at 0.1s 

 

 

 
 

 
 
 
 
 
 
 
 
 

Table 2.  Error table of 2nd order plant for sampling at 0.1s. 

Sampling 
instants 
(s) 

Direct Samples 
of o/p  y(t) 
 

Samples 
of o/p y(t) 
via HF 

Percentage 
error 

0.0 0.000000 0.000000 ------------
0.1 0.005825 0.005319 8.673346
0.2 0.041968 0.039642 5.541809
0.3 0.122168 0.116489 4.648369
0.4 0.237913 0.227906 4.206037
0.5 0.361861 0.347673 3.920711
0.6 0.458571 0.441581 3.705013
0.7 0.498419 0.480860 3.523008
0.8 0.469358 0.453612 3.354649
0.9 0.382011 0.369830 3.188681
1.0 0.266138 0.258073 3.030310

11 Comparison between the Performance of the Hardware 
Model and the Hf Algorithm Based Computation Method 

Fig. 14 shows two response plots of 1st order system. Solid one is plotted by linearly 
joining the samples of the hardware response tabulated in Table 3 and dotted one is 
plotted by linearly joining the samples computed directly using HF based algorithm. 
 

Sampling 
instants 
(s) 

Direct Samples 
of o/p  y(t) 

Samples of 
o/p y(t) via 
HF 

Percentage 
error 

0.0 0.000000 0.000000 ----------
0.1 -1.382500 -1.520419 -9.976054
0.2 -1.408437 -1.49822 -6.375129
0.3 -0.548372 -0.595966 -8.679117
0.4 0.603735 0.646812 -7.134959
0.5 1.624526 1.705697 -4.996622
0.6 2.051280 2.094293 -2.096853
0.7 1.522355 1.595167 -4.782816
0.8 0.403800 0.428194 -6.041072
0.9 -0.905658 -0.959006 -5.890467
1.0 -1.979414 -2.085004 -5.334416
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Fig. 14. Response plots of 1st order plant using output samples of HARDWARE model and 
samples computed by HF algorithm 

Table 3. Samples of the response collected using ADC 

ADC reading ADC (V) Offset(V) Actual(V) 
145 0.71 2.40 -1.70 
133 0.65 2.40 -1.75 
232 1.13 2.40 -1.27 
417 2.04 2.40 -0.37 
616 3.01 2.40 0.61 
748 3.66 2.40 1.25 
759 3.71 2.40 1.30 
642 3.14 2.40 0.73 
437 2.14 2.40 -0.27 
218 1.07 2.40 -1.34 
90 0.44 2.40 -1.96 
92 0.45 2.40 -1.96 

201 0.98 2.40 -1.42 
393 1.92 2.40 -0.48 
597 2.92 2.40 0.51 
728 3.56 2.40 1.15

12 Problems Encountered 

Significant deviation between solid and dotted traces in Fig. 14 shows appreciable 
error. Probable cause of the error is improper voltage shift by voltage level shifter 
circuits. 
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13 Conclusion 

We have performed the analysis of 1st order and 2nd order simple networks based on 
HF algorithm via MICROCONTROLLER and MATLAB-SIMULINK. We have 
tabulated percentage error. Apart from the error due to unwanted voltage shift, a ma-
jor limitation of the circuit is- it cannot be used for the signals with only positive part 
(e.g ramp), can only be used for the signals with both positive and negative excur-
sions about ground line (e.g sine wave).  We wish to improve the overall design of the 
hardware model to alleviate above mentioned limitations and errors. We wish to com-
pare the response of hardware model with the HF Algorithm basedresponse for 2nd 
order system and use ramp, parabola and step waveforms. 
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Abstract. The performance and scalability of the virtualized systems
are affected by the size and speed of main memory. The memory dedu-
plication is a prominent approach which increases memory savings by
sharing of duplicate memory pages across virtual machines. Stability of
shared pages is the important factor for page sharing mechanism. If shar-
ing is short lived, it triggers CoW exception handler instantly which sig-
nificantly impact the performance of memory deduplication process. The
proposed approach uses hinting mechanism to evade instability pages
from scanning and merging process, thereby enhancing the effectiveness
and efficiency of memory deduplication process. The main advantage of
proposed approach is that it does not need any guest OS modification and
it is implemented using Kernel Samepage Merging (KSM) - a memory
deduplication daemon in the linux kernel. The evaluation with several
benchmark workloads shows that the proposed approach achieves a sig-
nificant improvement over vanilla KSM memory deduplication process.

Keywords: Memory Deduplication, Virtualization, Server Consolida-
tion, KSM, Page Sharing.

1 Introduction

The virtualization technology is a key technology which facilitates on-demand
and flexible resource provisioning, strong service isolation as well as live mi-
gration of services in cloud computing scenarios [1]. Moreover, this technology
allows packing of several Virtual Machines (VMs) into fewer physical servers
(called server consolidation) to increase the resource utilization and power sav-
ings. However, memory is a bottleneck resource which limits the degree of server
consolidation and performance of virtualized systems. It is evident from existing
literature that VMs contain substantial amount of redundant memory ranging
from 11% to 79% depending upon OS and workloads running on them [2], [3].

Memory deduplication is a promising approach that harnesses these redun-
dancies through sharing of the duplicate memory, i.e., this method shares pages
with same content on page level granularity and remapping them into a single
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Copy-on-Write (CoW) page [4]. Many techniques have been proposed to leverage
the benefits of memory deduplication process which can be either by using para
virtualization based approach or periodical memory scanning based approach.
The para-virtualization based approach [5–7] enhances deduplication efficiency
through guest OS modification which is not viable to closed-source OSs due to
the limitations of source code or copy-right issues.On the other hand, the mem-
ory scanning based deduplication approach [4], [8–11] should maintain a tradeoff
between memory savings and CPU overhead. High page scan rate increases the
memory savings, but leads to more computational overhead.

In addition, memory deduplication process incurs a significant overhead when
shared pages are subject to frequent modification resulting in early breaking of
sharing mechanism. The proposed approach uses hinting mechanism, where hints
can be developed through temporal analysis of page sharing behaviors. With
these hints, the proposed approach evades the instability pages from scanning
and merging process and thereby speed-up the memory deduplication process.

The main advantage of the proposed approach is that it does not need any
guest OS modification. The evaluation with several benchmark workloads shows
that the proposed approach achieves a significant improvement in terms of mem-
ory savings and CPU overhead in comparison to vanilla KSM memory dedupli-
cation process.

The remainder of this paper is organized as follows: Section 2 surveys exist-
ing literature work related to memory deduplication approach. The proposed
approach is presented in Section 4. Section 5 discusses the evaluation of the
proposed approach with various benchmark workloads and finally Section 6 con-
cludes the paper.

2 Related Work

The existing literature can be broadly classified into para-virtualization based
memory deduplication and memory scanning based memory deduplication.

2.1 Para-virtualization Based Deduplication Approaches

Disco [5] system introduced the concept of transparent page sharing among
VMs. The special DMA-based virtual disk interface is developed to explicitly
track each VM’s I/O request. If the requested I/O pages are already in main
memory, the VM obtains the same pages mapped in their address space. Hence,
Disco reduces the memory foot print of VMs and increases the performance
by avoiding further disk access. Satori [6] further extends the concept used by
Disco. In Satori, the identical memory pages that stem from background storage
(multiple VDI images) can be shared via sharing-aware block devices. However,
Satori and Disco exploit sharing opportunities only on the pages that stem from
background storage. The IBMs Collaborative Memory Management (CMM) [7]
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exploits para virtualization approach to exchange the page usage and residency
information between guest OS and hypervisor, thereby hypervisor makes use of
this information to improve paging performance.

It can be observed that all the above proposed techniques adapt guest OS
modification which is not viable to closed-source OSs due to the limitation of
source code or copy-right issues.

2.2 Memory Scanning Based Deduplication Approaches

VMware ESX-Server [4] periodically scans the memory in a random way regard-
less of memory origin. During scanning, the hash value of each page is recorded
in a hash table and a lookup is done to locate the sharing candidates. Upon a suc-
cessful match, these identical pages can be shared using CoW fashion. KSM [8]is
a memory deduplication daemon in the Linux kernel. It uses red-black trees as a
data structure to discover potential sharing candidates where page content itself
is used as a node key. However, these memory deduplication scanners(VMWare,
KSM) are restricted by its two configurable parameters such as page scan rate
and sleep time between scans which in turn used to retain a trade-off between
saved memory and associated CPU overhead.

Difference Engine [9] enhances the sharing efficiency by leveraging sub-page
sharing through page patching, and in-core memory compression techniques.
XLH [10]substantially optimizes the performance of KSM by affording a hinting
mechanism that prioritizes the memory scanners to process hint pages followed
by other pages. Chiang et al. [11] proposed the bootstrapping VM Introspection
(VMI) technique to extract the free memory pool information of guest memory,
which can be offered to the memory scanner as hints to improve the deduplication
efficiency.

Stability is the crucial utility for page sharing mechanism. If sharing is short
lived, it triggers CoW exception handler instantly which in turn increases the
memory scanning overhead. While serveral techniques exist in the existing liter-
ature, none of them have dealt with this issue of instability pages. The proposed
approach excludes the instability pages from deduplication process through the
temporal analysis of page sharing behaviors, without any guest OS modification.

3 The Temporal Based Memory Deduplication

The proposed approach (temporal based memory deduplicaiton) is implemented
using KSM-a memory deduplication daemon in the linux kernel. In KSM, a re-
verse map item (rmap item) is created for every virtual page. This rmap item is
used to store the checksum of the virtual page content and page sharing details.
In the proposed approach, the two fields viz., time-stamp and VMs id fields are
added to the KSM′s existing rmap item to capture the temporal behaviour(life-
time of shared pages)of each shared page.The information about page sharing
duration is profiled in the form of tuples 〈 rmap item, physical page address,
virtual page address, sharing duration 〉 and low sharing duration pages are
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Algorithm 1. Temporal based Memory Scanning

Input: Scan Pages = 100 //Number of pages to scan on every wake up
Mp //Current page under memory deduplication process
P ← {P1, P2, P3, ..., Pm} // Registered pages list with page size(4 KB)
I ← {I1, I2, I3, ..., In} // Instability pages list
R ← {R1, R2, R3, ..., Rm}// Rmap item list

while (Scan Pages−− < 0) do
Rp ← scan get next rmap item(Mp); //gets the rmap item for Mp

if Rp ∈ I then
continue;

//The next condition checks whether Mp is already merged page or not.
//If not, call cmp and merge page() to merge Mp with tree pages.

else {!PageKsm(Mp)||!in stable tree(Rp))}
cmp and merge page(Mp, Rp);

end if
end while

filtered out based on the threshold and stored in instability list (I). By empir-
ically, this threshold value is fixed as 15s based on deduplication performance
against various threshold values.The detailed algorithm is described as follows.

4 Evaluation

In this section, the effectiveness and efficiency of the proposed approach is eval-
uated under different workload scenarios. The different benchmark workloads
are chosen to cover wide range of memory usage pattern (Table 1). The key
performance indicators such as amount of page sharing achieved, and CPU
overhead are chosen to quantify the efficiency and effectiveness of the following
configurations:

1. Baseline: The vanilla KSM configuration .
2. Temporal: The temporal based deduplication is enabled in vanilla KSM.

All experiments were conducted on the Intel Xeon E5507 processor (4 cores)
machines with 8 GB of physical memory. Ubuntu 12.04 Linux distribution and
Linux kernel v3.2.52 can be used in both host and guest. The KVM hypervisor
was used to create virtual machines.

The KSM′s parameters such as Pages to Scan = 100, Sleep Time= 20(ms)
and Page Size = 4(KB) have been used as a default parameters for
evaluation.
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Table 1. Various workloads for evaluation

Workload Description

Linux
Idle

An idle linux installation without hosting any application on VMs. This
workload was primarily used as a baseline for comparison.

Kernel
Compile

The Linux kernel v 3.2.52 is compiled with default configuration.

RUBiS An auction site prototype modeled after eBay.com which consists of web
and database servers. The Apache/PHP implementation of RUBiS v1.4.3
with MySQL database has been used in experiments. The workload is
varied by varying the number of clients in the RUBiS workload generator.

4.1 Memory Deduplication Effectiveness

The sharing effectiveness(amount of page sharing achieved over the period of
time)of various configurations (Baseline, Temporal)under both homogeneous and
heterogeneous workload scenarios are evaluated as follows.

The evaluation begins with an analysis of homogeneous workloads where all
VMs running the same workloads. In this scenario, significant memory savings
are possible due to workload homogeneity. Initially, the idle VMs are instantiated
and measured the sharing potentials. From Fig. 1, it can be observed that both
configurations performed equally well due to the workload stability.
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Fig. 1. Evaluation with idle workload

The same experiment has been repeated with another set of VMs where each
VM hosting RUBiS workload [12]. The client workload generator in each VM
instance simulates 1200 user sessions per run. As part of evaluation, the RU-
BiS workload is configured with mixture of read and writes requests. In this
workload, most of requests are configured as read type which results stablility in
sharing opportunities (Fig. 2). Similarly, the experiments have been conducted
with kernel compile [13] workloads that runs two parallel gcc threads for about
40 minutes. This workload fetches the file from disk, compiles them and writes
the resultant object files back to the disk. In this workload, the working set of
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Fig. 2. Evaluation with RUBiS workload

VMs changes more rapidly results in fluctuation in page sharing opportunities
(Fig. 3). As more number of short-lived pages occur in this workload, the pro-
posed approach eliminates those short-lived pages and outperforms the base-line
approach.
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Fig. 3. Evaluation with KernelCompile workload

For heterogeneous (mixed) wokloads, an experiment has been conducted where
each VM hosts different workload, i.e., VM1 hosts idle workload, VM2 hosts RU-
BiS workload and VM3 hosts Kernel Compile workload. In this mixed workload,
the probability of identical pages is very low resuting in less sharing opportunities
compared to all other workloads and also the kernel compile workload variability
causes the fluctuation in resultant page sharing opportunities(Fig. 4).

The results of above experiments are shown in Fig. 1-4. It can be observed
that, the proposed approach achieves significant sharing effectiveness in all work-
load scenarios. The reason is that there is a significant amount of instability
pages occur in each workload. The proposed approach takes advantage of this
instability memory pages and achieves a notable memroy savings in all workload
scenarios whereas vanilla KSM fails to focus this issue leads to lower memory
savings.
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Fig. 4. Evaluation with mixed workload

4.2 Deduplication Efficiency

The efficiency in memory deduplication means detecting high page sharing po-
tentials without compromising the computational cycles. The experiment has
been conducted towards this perspective for evaluating the overhead involved in
each configuration under different workload scenarios. It can be observed from
the Fig. 5 that the proposed approach consumes less CPU cycles in all scenar-
ios compared to Baseline approach. The reason is that the proposed approach
obviates the instability page′s overhead.
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Fig. 5. CPU overhead of various workloads

4.3 Comparison with Existing Works

The prior work XLH [10] also used the hinting mechanism for enhancing memory
deduplication efficiency. The XLH generates the page cache pages as hints and
offers the hints to KSM scanner to find sharing opportunities more quickly.
The hint pages which are short-lived introduce additional overhead through hint
processing. The proposed approach eliminates all in-stability pages and further
improves the above exising hinting mechanism.
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5 Conclusion

Memory deduplication is a widely used approach to improve memory savings
in virtualized systems. However, this approach incurs a significant overhead be-
cause of the short-lived(instability) shared pages. The proposed approach evades
these instability pages form memroy deduplication process through temporal
analysis of page sharing behaviors. The evaluation using several benchmarks
demonstrates the significant improvement of the proposed approach in terms of
memory savings, memory deduplication speed and minimal CPU overhead over
vanilla KSM memory deduplication process.
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Abstract. In this paper, we propose segregation and dispersal of hot-
zone & cold-zone of a FAT filesystem over a hybrid-storage system for
performance gains. Specifically, we propose hFAT, a high performance
FAT32 filesystem design, that stores the most frequently accessed meta-
data of files on a solid-state storage drive while as actual contents on
the magnetic drive. The idea is to eliminate the head positioning latency
incurred by FAT filesystem operations while accessing metadata & user-
data disk areas. After exercising the hFAT filesystem using Sprite LFS
small-file benchmark, we found that hFAT design can reduce the latency
incurred by FAT32 filesystem operations by a minimum of 25%, 10% and
90% during writing, reading and deleting a large number of small files
respectively, if a solid-state storage device having latency lesser or equal
to 10% of that of magnetic disk is used in addition.

Keywords: FAT filesystem, hybrid storage, performance.

1 Introduction

In a FAT filesystem, the metadata necessary to locate the contents of every file
and directory are placed at the beginning of a volume. As a consequence, the
seek distance between this metadata and actual contents of files and directories
is large. Moreover, no effort is made to place the contents of a file or directory at
rotationally optimal positions. Furthermore, the directory entries are arranged
as an unordered linear list. Therefore, finding a particular file within a direc-
tory requires a linear search with an algorithm complexity of O(n). Worst, the
metadata necessary to locate all the clusters belonging to a file (or directory) is
scattered in a long FAT Table. As a consequence, this table needs to traversed
from head to tail until sufficient entries are read to locate the contents of that
file (or directory). Though being update-in-place filesystem, FAT filesystem does
not achieve logical locality. However, depending upon the state of the filesys-
tem, temporal locality may be possible for userdata but can’t be exploited for
performance.

Since, the inception of FAT filesystem in 1981, this performance problem has
been there in its design. Although, old Unix filesystem (UFS) received many per-
formance patches to address such problems, however no such effort was made for
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FAT filesystem. The concepts of Fast filesystem (FFS) and other related proven
techniques, which enhanced the performance of UFS, can be applied to FAT
filesystem; however this will create a high performance but incompatible version
of FAT filesystem which is not desirable after achieving the spot of highly com-
patible filesystem. Nevertheless, other techniques which do not demand mod-
ification of filesystem design or need little affordable source modification are
feasible.

This paper describes the design, simulation and evaluation of a new FAT
filesystem design, namely hFAT, which stores the most frequently accessed meta-
data of files in a FAT filesystem on a flash drive while as userdata on the mag-
netic drive. Specifically, the idea is to store the contents of directories and small
amount of most frequently accessed FAT Table of FAT filesystems on a solid-
state storage device to eliminate the head positioning latency incurred by FAT
filesystem operations.

2 Related Work

Based on the idea of hybrid storage system many proposals have been made.
Baker et al. [1] proposed using a small amount of battery-backed RAM to act
as a small write buffer to reduce disk accesses. The motive was to prevent losing
recent updates to file caches without having to continuously write data back to
the disks as soon as updates occur. Similarly, Miller et al. [2] designed a sys-
tem called HeRMES which uses a form of non volatile RAM called Magnetic
RAM (MRAM) to act as a persistent cache for a magnetic disk drive. They used
MRAM to cache the filesystem metadata and also buffer writes to the magnetic
disk drive. Furthermore, Wang et al. [3] proposed Conquest which uses a sim-
ple partitioning approach in which they place all small files and metadata (e.g.
directories and file attributes) in NVRAM (Non-Volatile Random Access Mem-
ory) while the remaining large files and their associated metadata are assigned
to the magnetic disk drive. Though these approaches significantly improve the
performance of a filesystem, however these demand some filesystem source mod-
ification in addition to physical overhaul of the machine to support new pieces
of hardware.

Moreover, Microsoft Windows 7 utilises hybrid drives with an option known
as ready boost [4]. The idea is to use flash memory as a persistent buffer or cache
to absorb all read and write requests. This was primarily developed to improve
the power usage of laptop systems by allowing the magnetic disk drive to spin
down during low workload times. Similarly, Soundararajan et al. [5] proposed
a hybrid solid-state device and magnetic disk drive system that accumulates a
log of changes on the magnetic disk drive before writing them in bulk onto the
solid-state device at a later time. Finally, Fisher et al. [6] proposed to optimise
the I/O performance of a system by using a large magnetic disk drive and limited
size solid-state drive in tandem to store data. They proposed a drive assignment
algorithm which determines which device to place data on in order to take ad-
vantage of their desirable characteristics while trying to overcome some of their
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undesirable characteristics. Though these proposals can be added to any filesys-
tem on the fly without any hardware overhaul, however they only use the other
device as an auxiliary log until the updates are committed to the actual device.
Hence, this procedure demands house-keeping to be done at sometime later.

3 hFAT Filesystem Design

As an analogy, FAT32 filesystem keeps FAT Table at the beginning of the volume
like UFS keeps the inode store. Moreover, in both filesystems directory entries
hold filenames. However, inodes only maintain allocation information related to a
particular file or directory while as the allocation/deallocation list is maintained
individually by UFS within Superblock. In contrast, the FAT Table records both
free and allocated clusters within the volume along with the chain-of-clusters
associated with a particular file or directory, while as directory entries (in addi-
tion to filename) contains other information such as attributes, size, first cluster
in chain and so on [7]. So logically, the design of FAT32 filesystem is bit better
than UFS. In-spite of this, FAT32 filesystem suffers from performance problem
mainly because of the large seek distance between FAT Table and clusters. Fur-
thermore, the percentage of storage space occupied by FAT Table is very small
as compared to clusters (32 bits/cluster). As such, as the size of volume in-
creases, the seek distance increases significantly. Furthermore, this seek distance
is covered twice as FAT Table is located at the beginning of the volume. The
Figure 1 shows the impact of the volume size on maximum seek distance between
FAT Table and clusters.

Fig. 1. Impact of volume size on seek distance between FAT Table & Clusters

Also, because directory entries hold actual key for locating the clusters allo-
cated to a file (or directory), by containing the first cluster in the chain, access to
this metadata is mandatory. As clusters allocated to a directory can also be scat-
tered, latency is inevitable. Furthermore, in a workload wherein large number
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of small files, whose size is less than cluster size of FAT32 volume, are accessed,
there are more frequent accesses to directory entries than FAT Table. In fact, all
the requests can be satisfied from directory entries. However, deletion operations
require access to the FAT Table. In contrast, a workload wherein large files are
accessed, there are more frequent requests to FAT Table than directory entries.
Nevertheless, in both cases, the latency incurred during access to FAT Table and
directory entries deteriorate the performance of a FAT32 filesystem.

One possible solution to this would be to modify the FAT32 filesystem the
same way as UFS was modified. In other words, re-engineering FAT32 filesystem
using the concepts of FFS and C-FFS can yield significant performance gains.
However, this is much complex as FAT Table can’t be put near every file and
directory. Furthermore, this will rigorously modify the FAT32 filesystem design
and the modified FAT filesystem will lose its identity. Moreover, FFS overcomes
latency problems by making certain assumptions about magnetic disks which no
more hold true.

Another possible solution to reduce these latencies would be to pre-cache and
delay-write the whole FAT Table. This is beneficial because this FAT Table is
a central metadata store that is needed by every individual file and directory
residing on the volume. However, the size of FAT Table can impose serious
limitations. As an example, for a 2 TB FAT32 volume having 8 KB cluster size,
cache required for FAT Table is 1 GB. Furthermore, FAT32 filesystem is not
reliable and thus, any unanticipated crash can result in data loss and possible
filesystem corruption. Finally, directory clusters can be placed near the contents
of files and directories they list by modifying the source of FAT32 filesystem.
However, the algorithmic complexity involved and assumptions to be made make
it less appealing.

hFAT is a high performance hybrid FAT filesystem design that overcomes
the performance problems faced by plain vanilla FAT32 filesystems. The hFAT
filesystem intends to exploit the advantages of a solid-state storage device’s small
and flat random access time with the large sequential access speed and stor-
age capacity of a magnetic disk drive to improve the performance of a FAT32
filesystem. In other words, hFAT intends to distribute the workload of FAT32
filesystem between a solid-state storage and magnetic storage devices by placing
the small hot zone of the filesystem i.e. FAT Table and directory entries, on the
solid-state storage device while the large cold zone on the magnetic disk drive.
Although there exist proposals to use hybrid storage for performance gains, but
all of these proposals either propose using solid-state storage device as a cache or
an auxiliary log until the changes are committed to actual storage. Furthermore,
they demand design and/or source modification. However, hFAT proposes using
solid-state storage device as a persistent store for the most frequently used FAT
Table and directory entries of a FAT32 filesystem. The motive of this design is
to satisfy all the accesses to FAT Table and directory entries from a small and
low latency solid-state storage device without modifying the design or source. As
such, it totally eliminates the head positioning latencies incurred during access
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Fig. 2. Logical on-disk layout of hFAT design

to FAT Table and directory entries. The Figure 2 shows the logical layout of
hFAT design.

4 hFAT Filesystem Implementation

In order to accomplish this, hFAT has two choices; 1) modify the source of FAT32
filesystem, or 2) modify the block device driver. As a matter of fact, modifying
the source of either FAT32 filesystem or block device driver have well known
limitations and thus is not feasible. However, adding a layer of abstraction just
below the FAT32 filesystem and above the block device driver can be exploited.
The technique called driver stacking enables one driver to be stacked on top of
another driver just like filesystem stacking, in which one filesystem module can
be stacked on top of another filesystem module. filesystem stacking is not feasible
here as the requests made by FAT32 filesystem should be processed rather than
processing the requests made to FAT32 filesystem. The stacked block device
driver acts like fan-out filesystem by overlaying over two block device drivers; one
responsible for doing I/O with solid-state storage drive and another responsible
for doing I/O with magnetic disk drive. The driver so stacked can forward the
request to appropriate block device driver depending upon the request made by
FAT32 filesystem and return the results to upper layers.

The Figure 3 shows the logical design of hFAT with a driver stacked on top
of two block device drivers.
One may argue that this may add performance overhead to the working of FAT32
filesystem. However, because most of the processing is simple, the performance
overhead is expected to be low and will be amortised by faster hardware. Fur-
thermore, it is clear that the space actually meant for FAT Table and directory
clusters on magnetic disk is lost. However, in general scenario, the space lost is
less than 1% of total space of magnetic disk and thus, is affordable. Moreover, it
is mandatory for hFAT that the FAT32 filesystem be created newly.

5 Simulation of hFAT Stackable Device Driver

The behaviour of hFAT stackable device driver can be simulated because of
the minimal functionality embedded in it. hFAT stackable device driver has to
perform only one task; forward the request of upper layer (i.e. FAT32 filesystem)
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Fig. 3. Design of hFAT filesystem using driver stacking

to one of the two below existing device drivers depending upon the type of
request. This behaviour can be simulated if FAT32 filesystem block trace of
some workload or benchmark is fed to the simulator along with the information
necessary to qualify the request as metadata or userdata.

As the motive of this simulation is to identify the number of requests satis-
fied from solid-state storage device and magnetic disk drive, we provide both
block trace and the necessary information. Also, as hFAT makes no changes to
FAT32 filesystem design and works below a level at which FAT32 filesystem op-
erates, the efficiency will be achieved if hFAT sends more requests to solid-state
storage device than magnetic disk drive. Indeed, this information is reported by
our simulator. However, we need to further evaluate the efficiency of hFAT by
assigning each block access to solid-state device and magnetic disk drive some
latency values to identify the reduction in latency of operations.

6 Experiment

In order to illuminate specific operations which are enhanced by hFAT, the
FAT32 filesystem was exercised using Sprite LFS small-file microbenchmark to
get block trace. However, instead of writing, reading and deleting 1 KB files,
the benchmark wrote, read and deleted 4 KB files. This is in accordance to
repeatedly reported observation that filesystem workloads are dominated by
accesses to small files, typically 4 KB or less in size [8]. Furthermore, Sprite
LFS small-file microbenchmark was implemented as a simple shell script us-
ing bash-version 4.1.7(1). Moreover, the caches were flushed after every
phase of Sprite LFS small-file benchmark. The block trace was captured via
/proc/sys/vm/block dump interface of Linux kernel to log only those blocks
whose request was not satisfied by the buffer cache. Furthermore, because of the



Performance augmentation of a FAT Filesystem 495

simplicity of the simulation, the simulator was implemented in-house as a shell
script using bash-version 4.1.7(1).

The experiment was conducted on an Intel based PC with Intel Core i3

CPU 550 @ 3.20 GHz processor with total 4 MB cache and 2 GB DDR3 1333

MHz SDRAM. The hard drive used is a 320 GB SATA drive with on board cache
of 8 MB and 15.3 ms of reported average access time. The drive is partitioned
into 20 GB primary partition to hose the Fedora Core 14 operating system kernel
version 2.6.35.14-95.fc.14.i686 and another 5 GB partition to mount FAT32
filesystem. The partition is large enough to hold all the files and small enough
to fit in one zone of the disk. Moreover, the experiment was run on a newly
created filesystem. Furthermore, during the execution of Sprite LFS small-file
microbenchmark, the Linux was set to run at run-level 1 to reduce the ran-
dom effect of other applications and demons. Also, the experiment was repeated
5 times and all the results were averaged; the standard deviation was less than
3 % of the average in all cases.

7 Results and Discussion

The result of the simulation is shown in Table 1 and 2. Table 1 shows the number
of block reads satisfied by both non-HDD device and by HDD device against
each operation of the Sprite LFS small-file microbenchmark. Similarly, Table 2
reports the same statistics but for blocks written. Moreover, in each category, the
percentage of block accesses satisfied by non-HDD device is calculated. There
are many things worth noticing here.

Table 1. Simulation report showing distribution of blocks read

Operation Blocks Read
(non-HDD)

Blocks Read
(HDD)

Access %age of
non-HDD

Create 10,000 4 KB Files 1380 0 100 %

Read 10,000 4 KB Files 643 10,000 6.04 %

Delete 10,000 4 KB Files 721 0 100 %

First, in case of blocks being read, in two phases 100 % of block reads are
satisfied from non-HDD device while in one phase the percentage is as low as
6.04 %. This means that 66 % of the operations of this workload can effectively
exploit the 100 % benefits of low and flat latency of non-HDD device for reading.

Second, in case of blocks being written, in two phases 100 % of block writes
are satisfied from non-HDD device while in one phase the percentage is as low
as 17.10 %. Again, this means that 66 % of the operations of this workload can
effectively exploit the 100 % benefits of low and flat latency of non-HDD device
for writing.
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Table 2. Simulation report showing distribution of blocks written

Operation Blocks Written
(non-HDD)

Blocks Written
(HDD)

Access %age of
non-HDD

Create 10,000 4 KB Files 2063 10,000 17.10 %

Read 10,000 4 KB Files 626 0 100 %

Delete 10,000 4 KB Files 785 0 100 %

Third, the phases in which block reads or writes are not 100 % satisfied from
non-HDD device correspond to reading and writing 10,000 files each of size
4 KB. This is expected as in these two phases the ratio of metadata-access to
userdata-access is very low. However, these phases are mutually exclusive and
such an operation within each phase is benefited from other operation of the
phase that exploits 100 % benefits of non-HDD device. As an example, the first
phase wherein 10,000 files are created, the percentage of blocks read from non-
HDD device is 100 % while as the percentage of blocks written to non-HDD
device is 17.10 % (expected as ratio of metadata to userdata written is low).
However, the 100 % block reads from non-HDD device augments the 17.10 %

blocks writes in two ways; 1) the reads in operations experience low and flat
latency of non-HDD device, and 2) the repositioning of the read/write head of
HDD device during such reads is eliminated which otherwise would have created
latency for blocks to be written. Similar benefits are exploited in second phase.

Finally, in third phase 100 % block reads and writes are satisfied from non-
HDD device. This is expected as this phase only deals with metadata.

Furthermore, we evaluated the performance of hFAT by assigning various
access latencies to non-HDD device. To evaluate over a range of access latencies,
we assigned weights in terms of percentage of access latency of HDD device with
the granularity of 1 %. In other words, we assigned 100 possible latency values
to non-HDD device where each value corresponds to some percent of latency
of HDD. As an example, if HDD device has access latency of 200 ms, then we
assigned latencies to non-HDD device ranging from 2 ms to 200 ms with the
step size of 2.

Moreover, the read/write latency is not symmetric in neither solid-state stor-
age device nor magnetic disk drive. Although, less expensive solid-state storage
devices typically have write speeds significantly lower than their read speeds,
but higher performing ones have similar read and write speeds. Furthermore,
HDDs generally have slightly lower write speeds than their read speeds. Nev-
ertheless, we assigned same latency values to both types of operations in each
type of device. Furthermore, we assigned average access latency of HDD to each
accessed block of HDD. Unfortunately, this way the benefits gained by remov-
ing the repositioning of the head which reduces the inter-userdata block latency
can’t be calculated. This means that the evaluation will yield the upper bound
on the latency incurred by operations and can be expected to go down.
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Fig. 4. Affect of various latencies on total latency of hFAT operations

Figure 4 shows the graph plotted for three phases of the benchmark against
the range of access latencies across x-axis and the latency incurred by operations
in terms of percentage of actual latency when only HDD is used. This graph
indicates that those phases which have steep slope are highly affected by the
latency of HDD device while as others are less affected. In the figure, the phase
corresponding to deletion of files is highly affected by the latency of HDD device.
Next comes the phase that creates the files followed by the phase that reads
these files. This graph also shows that using hFAT with a non-HDD device
having latency 10 % of that of HDD can reduce the latency of write operations
by as minimum as 10 %, of read operations by a minimum of 25 % and of delete
operations by 90 %. It is to be noted that this reduction is the lower bound as
the average access time of HDD is taken into consideration.

Furthermore, the typical access latency of non-HDD is about 0.1 ms while as
for HDDs the average access time ranges between 5 to 10 ms. The ratio of 0.1
ms to 5 ms corresponds to 2 % while as the ratio of 0.1 ms to 10 ms corresponds
to 2 %, both being lesser than 10 %. This is even lesser than what is required as
per our observation.

8 Conclusion

We can conclude that using hybrid storage system for enhancing the performance
of disk filesystems is valuable. The fact is that the most frequently accessed
structure of a filesystem includes a small amount of filesystem wide metadata.
This metadata if stored on solid-state storage device can not only eliminate the
seeks and rotational delays incurred during its access but will significantly reduce
the total latency incurred by operations.
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Based on this idea, we proposed the design and further simulated the be-
haviour of a high performance hybrid FAT32 filesystem design called hFAT.
hFAT uses a solid-state storage device to hold the most frequently accessed
metadata of FAT filesystems, namely FAT Table and directory clusters. FAT
Table accounts to small amount of the filesystem space but is used by every
operation that reads, writes or deletes files. However, being located at the be-
ginning of volume it creates the performance bottle neck in overall filesystem.
Furthermore, directory clusters need necessarily to be accessed during filesystem
operations and are scattered over the volume. hFAT places these structures on
a solid-state storage device in order to eliminate the seeks and rotational delays
incurred by operations during their access.

However, in order to keep the design of FAT32 filesystem intact, we propose
hFAT to be slipped in as a stackable device driver. Furthermore, we simulated
the behaviour of hFAT as stackable device driver and evaluated the design by
running the block trace collected by exercising a FAT32 filesystem using Sprite
LFS small-file benchmark. The results indicate that hFAT design can reduce
the latency incurred by FAT32 filesystem operations by a minimum of 25 %,

10 % and 90 % during writing, reading and deleting large number of small files
respectively, if a solid-state storage device having latency lesser or equal to 10

% of that of magnetic disk is used as an addition.
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Abstract. Solving the Task Assignment Problem is important for many
real time and computational scenarios where many small tasks need to
be solved by multiple processors simultaneously. In this paper, a Heuris-
tic and Parallel Algorithm for Task Assignment Problem is proposed.
Results obtained for certain cases are presented and compared with the
optimal solutions obtained by already available algorithms. It is observed
that the proposed algorithm works much faster and efficient than the
existing algorithms. The paper also demonstrates how the proposed al-
gorithm could be extended to multiple distributed processors.

1 Introduction

The Task Assignment Problem plays an important role in recent computational
systems which involve processing multiple tasks in a multiprocessor environ-
ment. The Task Assignment Problem has been proved to be a NP-Hard prob-
lem. Several Algorithms and methodologies [4–8] have been proposed to solve
the Task Assignment Problem. Most Algorithms use Graph Partitioning and
Graph Matching Techniques. Significant research has been carried out in solving
the Task Assignment Problem in a parallel environment. This paper discusses
the Shen Tsai’s Algorithm [1] on Task Assignment. A detailed description about
the parallel algorithm suggested in the paper [3], HGM Algorithm to solve the
Task Assignment Problem in a distributed environment is given. The observa-
tions made in the above algorithms are analyzed and scope for improvisations
has been identified and a new Parallel Heuristic Graph Matching Algorithm is
proposed to improvise the current techniques. Further, this paper contains a
detailed analysis, both qualitative and quantitative, about the algorithm. This
signifies how efficient the proposed algorithm is, compared to the existing ones.

The proposed algorithm tries to solve the basic Task Assignment Problem of
mapping k distinct tasks to p different processors using n processor distributed
system. An analysis on Shen Tsai’s Algorithm for Task Assignment [1] based
on A* Algorithm [2] describes how the sequence of assigning various tasks to
the processors in the solution tree formed in the algorithm contributes to the
total computation time of deciding the most optimal assignment. Hence, the
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proposed algorithm tries to identify the optimal sequence of Tasks for assign-
ment to the processors in the solution tree so that the Total Computational
Time is optimized. Further, a qualitative analysis on [3] shows how the HGM
algorithm deals with the Task Assignment Problem of mapping k distinct tasks
to p different processors using n processor distributed system where n> p only.
But our proposed algorithm is designed to work for all general Task Assignment
Problem cases where n>p, n<p or n=p. This paper proposes a new algorithm
which identifies the optimal sequence of tasks in a sequential manner and solves
the task assignment problem in a distributed environment for any number of
processors in the distributed environment.

2 Related Work

2.1 Shen Tsai’s Article on Task Assignment Based on A* Algorithm

Consider the Task Assignment Problem of mapping k distinct tasks to p different
processors. Let the tasks and available processors be represented by following
Task and Processor sets T and P.

Task Set (T) = {t1, t2, t3, ..., tk}

Processor Set (P) = {p1, p2, p3, ..., pp}

According to Shen and Tsai, all tasks can be represented in a single task
graph. Each node in the task graph corresponds to a particular task while an
edge between them corresponds to the communication cost between 2 tasks
when processed on 2 different processors Fig. 1. Similarly all the processors
can be represented by a processor graph where the graph represents various
interconnections between processors in the actual distributed system Fig. 1.

Fig. 1. Representation of task and processor graphs

Shen and Tsai propose that the task assignment of T to P is nothing but
a homomorphic mapping of the task graph onto the processor graph. So the
objective is to find an ideal homomorphic mapping between the task graph
and the processor graph such that the total completion time of all the tasks
is minimum and most optimized.
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2.2 Mathematical Formulation

Let us consider any general mapping M, M: T to P, where T and P correspond
to the Task Set and Processor Set respectively.

Let the completion time of a particular mapping M is denoted by Time (M)
function.

1. To calculate Time(M), we need to calculate Time(M, Pk), the time of
completion for a processor Pk in a given mapping M, for all Pk belongs to P. We
need to calculate the time of completion individually for each processor because
in any parallel environment the total time for completion of all tasks is the
maximum of the times taken by each processor to solve all the tasks assigned to
the processor. Consider a mapping of Tasks 1, 2, 3, 4, 5 to processors p1, p2 as
1p1, 2p2, 3p1, 4p1, 5p2.

Time (M) = Maximum (Time (M, P1), Time (M, P2))

where, Time (M, Pk) =
∑
ti

(Ti,k +
∑
tl

communication costi,l) and Ti,k is the

computation time for the ith task on the kth processor

such that ti belongs to T, ti is allocated to Pk, tl belongs to T and tl is not
allocated to Pk.

2. Now, we know that Time (M) = Maximum (Time (M, Pk)) for all Pk

belongs to P.
Hence, we calculate the total time involved for computation for any given

mapping. An optimal mapping (M) corresponds to minium Time(M).

Solution for Optimal Mapping (M):
The solution is represented by a tree, called the Solution Tree built according to
the following rule:

Let {t1, t2, t3, ..., tk} be a permutation of tasks in task set T. At any level i of the
tree only task ti is assigned to all the processors. Each node in the solution tree
has (tasks, processors) as its attributes. So in building the solution tree we start
with a dummy root node (level zero) and proceed with level 1 by assigning Task
t1 to all processors and get the initial nodes. From here we calculate f value for
each node in level 1 and expand the node with least f value.

After expanding a node, we then scan through the entire tree for minimum f
value and go expanding it. This is continued until the goal state where all tasks
are assigned to a processor.

Calculation of f value is done in a heuristic fashion:

fn = gn + hn

where,
gn is the computation time involved for reaching a particular node n from

start node,
hn is the Heuristic approximate for present node to reach final goal state.
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Calculation of the heuristic part (h) of the f value is an interesting topic of
research and many techniques have been proposed to find the heuristic. It is
assumed that the heuristic is obtained from one of the existing algorithms [3].

Observations
The efficiency of Shen Tsai’s Algorithm is determined by the number of nodes
generated in the solution tree. Our analysis proves that the number of nodes
generated depends on the permutation of T, i.e., the sequence in which we assign
the tasks to the processors in the solution tree reflects the number of nodes
generated in the solution tree.

i.e., T1 ={t1, t2, t3....tn}
Tn = {tn, tn−1, tn−2....t1} etc.
All of the above permutations generate a different number of nodes in the so-

lution tree thereby resulting in different computational times to get the optimal
assignment. Hence, finding the optimal permutation, i.e., the permuta-
tion which results in the most optimal solution is an interesting point
of research.

2.3 HGM Algorithm for Task Assignment Proposed by R. Mohan

This paper discusses about parallelizing the Shen Tsai’s Algorithm to solve the
Task Assignment Problem of mapping k distinct tasks to p different processors
in an n processor distributed system. The algorithm works as follows:

– Assumptions: The number of processors available in the distributed system
to solve the task assignment problem is greater than or equal to the number
of processors involved in the task assignment problem.

– Algorithm:

1. Initially consider the Task Assignment Problem of mapping k tasks to n
different processors to be solved on an n processor distributed system.

2. Each processor in the Task Assignment Problem is assigned to a single
processor in the distributed system. If processor A of the problem is
assigned to processor 1 in the distributed system, then Processor 1 can
assign tasks only to Processor A.

3. The processors in the distributed system start assigning tasks to the
processors in the problem until a fixed interval (3 or 4 tasks) after which
the f value is calculated for the assignment in each of the processor in
the distributed system.

4. All the processors in the distributed system communicate and inter-
change the f values to decide the optimal assignment. Once the optimal
assignment is decided all the processors proceed with assigning the tasks
about this optimal assignment.

5. Steps (3) and (4) are repeated until all the tasks are assigned and an
optimal mapping is achieved.
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Example: Consider 2 processors and 5 tasks TASK ASSIGNMENT problem.
We a have 2 distributed processors to solve this problem. Let us assign processor
A to processor 1 and processor B to processor 2 (Fig. 2).

So 1A 2A 3A is much better. Both the processors start expanding about 1A
2A 3A (Fig. 3).

Fig. 2. Task assignment -1 Fig. 3. Task assignment-2

Hence the optimal assignment is 1A2A3A4B5B.

2.4 Observations

We observe that the above parallel algorithm can be extended to the following
cases only:

1. n tasks - p processors Task Assignment Problem and you have p processors
to solve the Task assignment problem, or,

2. n tasks- p processors Task Assignment Problem and you have greater than
p distributed processors to solve the task assignment problem

Hence, finding the parallel algorithm which works for solving all general Task
Assignment Problems of mapping k distinct tasks to p different processors in n
processor distributed system where n>p, n<p or n=p is an interesting point of
research.

3 Problem Statement

To develop a modified parallel heuristic task assignment algorithm which:

– Identifies the ideal permutation of tasks that results in the least computa-
tional time to find the most optimal assignment, and

– Extends the parallel HGM Algorithm to run for any number of Generic
Processors in the Distributed System.

4 Solution

1. Identify the ideal permutation :
Consider Task Set (T) ={t1, t2, t3, ..., tk},Processor Set (P) ={p1, p2, p3....pp}
It is needed to map k Tasks to p processors. Now to obtain the solution tree,
we should decide on the optimal permutation,
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π = {Y1, Y2, Y3, ..., Yk},Such that π is a parameter of {t1, t2, t3....tk}.
The sequence of the tasks is significant (as discussed) because in the solution
tree only the kth task in permutation is mapped to all processors in the kth

level of the solution tree.Now the various ways of choosing the permutation
are:

(a) Based On Computation Time: Choose π such that
Mean computation time (Yj) > Mean computation time (Yj+1)

i.e,
(

Tj,1+Tj,2+Tj,p
p

)
>

(
Tj+1,1+Tj+1,2+Tj+1,p

p

)
,

where, Tj,i refers to the cost of processing when Yj is executed on Pro-
cessor i.

(b) Based On Communication Cost: Choose π such that
Total Communication time (Yj) > Total Communication time (Yj+1)
i.e, CC [j] > CC [j+1]
Where CC [j] corresponds to the summation of all the communication
costs of Task Yj with all other tasks which do not run in the same
processor as that of Yj .The first way of choosing the permutation is
useful if the computation costs of tasks are more significant than the
inter task communication costs. The second way is better when the inter
task communication cost is greater than the computation cost of tasks.
This paper proposes an alternate way which takes care of all average
cases where both computation cost and communication cost are equally
significant.

At this stage, a quantity, α is defined for each task which proves helpful in
deciding the most optimal permutation. α is defined for any particular task,
tj as:

α(Yj)=
(

Tj,1+Tj,2+Tj,p
p

)
+
(

CC[j]
k

)
.

π is chosen such that: α(Yj) > α(Yj+1)
Hence, the ideal permutation which gives an optimal assignment in the most
optimal time is found.

2. Modified HGM Algorithm :
Consider the Task Assignment Problem of mapping k distinct tasks to p
different processors in an n processor distributed system.
Algorithm:
(a) Distribute the p processors of the problem into n processors.
(b) Any processor in the distributed system can assign the tasks only to

those which are assigned to it. i.e., if processors A, B, C are assigned to
Processor1 in the distributed system, Processor1 can assign tasks only
to A, B and C.

(c) Now in each of the processor 1, 2, 3, ..., N of the distributed system a
solution tree is built individually, containing only the assignments to the
processors which are assigned to this particular processor up to 3 levels,
break and find the best node space from each solution tree based on the
f value.

(d) Each of the distributed processors communicates to decide on the ideal
state space and start expanding about it.
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(e) Step(c) and Step(d) are repeated until all the tasks are assigned to the
processors and an optimal assignment is obtained.
Example:
Consider,Task Set(T) = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10},
Processor Set(P) = {A, B, C, D, E, F}
Let p1, p2, p3 be the Processors in the distributed System to solve the
Task Assignment problem.
Then, Fig. 4 represents the state spaces after 3 allocations based on
above algorithm in the 3 processors of the distributed system,Say at the
end of 3rd level fp1, fp2 and fp3 correspond to the ideal f values from
Processors P1, P2 and P3 respectively, amongst which fp2 has the least
f value.
Let us say fp2 corresponds to the node 1D2D3C in P2’s solution tree.
Now, all 3 processors p1, p2, and p3 start expanding about 1D 2C 3D
state space. This process is repeated until a goal state where all the tasks
are assigned to processors is achieved.

Fig. 4. Representation of task and processor graphs

5 Analysis

1. The efficiency of the first part of the algorithm to find the most optimal task
permutation is very much obvious and evident. It is well supported by the
experimental data represented in the next section.

2. The parallel part of the algorithm is very efficient because,in a general prob-
lem of k tasks- p processors Task problem to be solved using n processors,
the proposed algorithm will work for all:
(a) p>n
(b) p=n
(c) p<n
(Though it is highly efficient in case of p>n.)

This algorithm uses Shen Tsai’s algorithm to the maximum by implementing
it in finding intermediate ideal state spaces in each of the distributed processors
unlike the HGM algorithm which uses a brute force approach and simple heuristic
based on A∗ Algorithm.
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6 Experimentation

The test case in Fig. 5 represents a task graph with vertices pointing to tasks
and the edges pointing to inter task communication cost when processed on
different processors.The number of nodes in the task graph is 6, which means
that there are 6 tasks defined by T = 0, 1, 2, 3, ..., 5 which need to be mapped.
The computation time associated with these tasks is defined by the set TP =
10.0, 15.0, 5.0, 20.0, 15.0, 10.0. The inter task communication is defined by the
matrix C (Refer Fig. 6). Let us assume the tasks should be mapped on to 2
processors.

Fig. 5. Test case
Fig. 6. Inter-task communication matrix

1. To test the efficiency of the first part of the algorithm which iden-
tifies the optimal permutation: A Task Assignment is made first using
the regular Shen Tsai’s Algorithm. Later task assignment is done using the
most optimal assignment.An index called the optimality index denoted by σ
is introduced as,

σ=
Optimal Turnaround Time in the proposed Algorithm

Optimal Turnaround Time in Shen Tsai’s Algorithm
Similarly an index, θ is defined as,

θ=
Number of Nodes Generated in proposed Algorithm

Number of Nodes Generated in Shen Tsai’s Algorithm
The results are expressed in the following Table 1, where,
ω-Turnaround Time In Shen Tsai’s Algorithm
λ-Turnaround Time In Proposed Algorithm
ns-No. Of Nodes Generated In Shen Tsai’s Algorithm
np-No. Of Nodes Generated In Proposed Algorithm
The indices θ and σ represent time comparison factor and space comparison
factor of both the algorithms. We observe that both θ and σ fall below 1 sig-
nifying the superiority of proposed algorithm over the Shen Tsai’s Algorithm.
It is observed that though the change in time complexity is less significant,
the change in space complexity is very significant and appreciable.

2. To test the efficiency of the parallel part of the proposed algorithm:
Consider the following two scenarios:



Efficient Parallel Heuristic Graph Matching Approach 507

Table 1. Results

Optimal Mapping ω λ ns np σ θ
0A1B2B3A4B5A 42.09 41.8 32 12 0.993 0.375

Table 2. Results-Parallel algorithm

Optimal Mapping ω λ ns np σ θ
0A1B2B3A4B5A 21.2 16.38 24 19 0.77 0.79

Scenario 1: The above task problem is solved in a parallel way with HGM
Algorithm using 4 processors.
Scenario 2: We solve the above task problem in a parallel way using the
proposed parallel algorithm with 2 processors.
Let σ and θ be redefined to this context as follows,

θ =
Effective Turnaround Time in the proposed Algorithm

Effective Turnaround Time in HGM Algorithm
where, Effective Turnaround time is defined as Optimal Turnaround Time
per processor used in the distributed system

σ =
Number of Nodes Generated in proposed Algorithm

Number of Nodes Generated in HGM Algorithm
The results are expressed in Table 2.
Both σ and θ fall below 1 signifying the superiority of proposed algorithm
over the HGM algorithm proposed in the research paper [3]. A very signifi-
cant change in time and space complexities is observed experimentally thus
establishing the efficiency of the proposed algorithm. It should also be noted
that only half the number of processors were used in the distributed system
to solve the task assignment problem. The algorithm is still more efficient
than traditional HGM algorithm.

7 Conclusion and Future Work

This paper establishes a methodology to parallelize the Heuristic Graph Match-
ing Algorithm proposed by Shen Tsai, which can be solved with the help of any
generic distributed system containing any number of processors. Further the pa-
per provides an approach to minimize the number of nodes generated in the
solution tree developed to obtain the Optimal Task Assignment Mapping in the
Shen Tsai’s algorithm. Due to parallelizing and proceeding with an optimum Per-
mutation of tasks the number of state spaces generated is reduced significantly
and hence the complexity reduces. The proposed Parallel Algorithm follows a
divide and conquer approach to solve the discussed Task-Assignment Problem.
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Some of the further research areas are listed below:

1. To investigate the algorithm for larger test cases
2. To identify the ideal permutation based on other properties specific to the

Task Assignment Problem
3. To devise an algorithm for heterogeneous processor systems.
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Abstract. Instruction Level Parallelism (ILP) is not the new idea. 
Unfortunately ILP architecture not well suited to for all conventional high level 
language compilers and compiles optimization technique. Instruction Level 
Parallelism is the technique that allows a sequence of instructions derived from 
a sequential program (without rewriting) to be parallelized for its execution on 
multiple pipelining functional units. As a result, the performance is increased 
while working with current softwares. At implicit level it initiates by modifying 
the compiler and at explicit level it is done by exploiting the parallelism 
available with the hardware. To achieve high degree of instruction level 
parallelism, it is necessary to analyze and evaluate the technique of speculative 
execution control dependence analysis and to follow multiple flows of control. 
The researchers are continuously discovering the ways to increase parallelism 
by an order of magnitude beyond the current approaches. In this paper we 
present impact of control flow support on highly parallel architecture with 2-
core and 4-core. We also investigated the scope of parallelism explicitly and 
implicitly. For our experiments we used trimaran simulator. The benchmarks 
are tested on abstract machine models created through trimaran simulator.  

Keywords: Control flow Graph (CFG), Edition Based Redefinition (EBR), 
Intermediate Representation (IR), Very Large Instruction Word (VLIW). 

1 Introduction 

Instruction Level Parallelism [1] represents the typical example that redefines the 
traditional field of compilation. It raises the issues and challenges that are not addressed 
in traditional compilers. To scale up the amount of parallelism at hardware level, the 
compiler takes on increasingly complex responsibilities to ensure the efficient utilization 
of hardware resources [3].New strategies may result in long compilation time to speed-
up the compilation, for this two things are necessary to be considered: 
 
1. Careful partitioning of application  
2. Selection of better algorithm for the purpose of branch prediction analysis and 

optimization. 
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The major outcome of ILP compilers is to enhance the performance by elimination 
the complex processing needed to be parallelized the program. ILP compilers 
accelerate the non-looping codes widespread in most of the applications.For analysis 
purposes, we need statistical information (extracted through the trimaran simulator). 
The statistical compilation [4] improves the program optimization and scheduling. 
The improvement in performance of frequently taken path is also supported by 
statistical compilation. The conventional compilers and optimizers do not produce 
optimal code for ILP processor. Therefore the designers of processors and compiler 
would have to find useful methods for ILP compiler optimization which produce 
maximally efficient ILP processor code for processing references to subscripted array 
variable.To achieve high performance of ILP, the compiler must jointly schedule 
multiple basicblock [5]. The compiler optimization includes: 

1. Basicblock formation and their optimization 
2. Superblock optimization 
3. Hyperblock optimization 

A superblock [6] is a structure in the form of control flow with a single entry and 
multiple exits and it has no side entrances. A hyperblock [10] is predicted region of 
code that contains straight-line sequence of instruction with a single entry point and 
possibly multiple exit points. The formation of hyperblock is due to modification in 
if-conversion. 

The hyperblock optimization adds the if-conversion to superblock optimization. 
The if-conversion is the process of replacing the branch statements with compare 
operations and associated operations with predicate defined by the comparisons.The 
exploitation of ILP is increased as early as the branches are predicted. The Control 
Flow Graph (CFG) and Predicated Hyperblockinitiate this process. Fig.1 shows a 
Control Flow Graph.  

The predicated hyperblock of Fig 1 is as follows: 
 

v = rand() if true 
v = q  if c1 (if c1 is true, v = q else nullify) 
v = v + 3  if c2 (if c2 is true, w = v + 3 else nullify) 
x = v * 3  if true 

 
 
 
 
 

 

 

                                                                   
 
 
 
 

Fig. 1. Control Flow Graph 

C1 C2 

v = rand() 
if (v >a) 

v = q w = v + 3 

x  = v * 3 
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2 Related Work 

Instruction-level parallel processing has established itself as the only viable  approach 
for achieving the goal of providing continuously increasing performance without 
having to fundamentally re-write the application. The code generation for parallel 
register share architecture involves some issues that are not present in sequential code 
compilation and is inherently complex. To resolve such issues, a consistency contract 
between the code and the machine can be defined and a compiler is required to 
preserve the contract during the transformation of code. [7] has proposed a Parallel 
Register Sharing Architecture for Code Compilation. The navigation bandwidth of 
prediction mechanism depends upon the degree of ILP. It can be increased by 
increasing control flow prediction [2] at compile time. In [8], the author has presented 
the Role of multiblocks in Control Flow Prediction using Parallel Register Sharing 
Architecture. 

There are two major questions regarding if-conversion: (i) when to if-convert, and 
(ii) what to if-convert. [11] indicates that performing if-conversion early in the 
process of compilation has benefit of enabling classical optimization of predicated 
instructions. As the control flow prediction is increases, the size of initiation is 
increased that permit the overlapped execution of multiple independent flow of 
control. [9] presented Control Flow Prediction through Multiblock Formation in 
Parallel Register Sharing Architecture. 

The impact of ILP processors on the performance of shared memory 
multiprocessors with and without latency hiding optimizing software prefetching is 
represented in [12]. 

3 Our Approach 

Our work aims to explore the parallelism at compiler (software) and hardware 
(architecture) level. 

3.1 At Software Level 

For our purpose we have modified the compiler that uses an Intermediate 
Representation (IR). There are three basic steps that our compiler includes: 

1. record information about the Control Flow Graph so that the step 2 can work 
with Control Flow Graph and compute the Denominator Tree (DT). 

2. introduce function into CFG to modify the compiler. 
3. map the function to nodes of basic blocks that are handled by the code 

generator. 

Construction of CFG and DT 
The constriction of Control Flow Graph and Denominator Tree are put in separate 
phases of the compiler. This task is performed after the semantic analysis. This 
includes the sequences of steps that this phase generation is supported to: 
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1. Build a CFG for each function.  
The graph will be stored in new data structure separate from the abstract 
syntax tree (AST). The package from the trimaran simulator in the 
framework contains the classes for representing the control flow graphs. The 
framework includes the code to determine the set of variables that are 
modified or used for each basic block.  

2. Construction of Denominator Tree. 
3. Computation of dominance frontier. 

Formation of SSA (Static Single Assignment). Following steps have been applied for 
each function added: 
 

1. For each simple source language variable we determine the set of nodes 
where compiler-modified functions are inserted. 

2. The compiler ensures the allocation of space for each newly inserted 
variable. To keep track of variable version, a stack data structure is used. 

The above steps convert the intermediate representation in to SSA form. SSA form 
is optimal and has no unnecessary terms. As a next task we exploit the SSA form to 
implement code optimization phase. 

Modify the Compiler’s Backend. For production of executable code, it is necessary to 
modify the backend of the compiler. The easiest way we use to get a working backend 
is to use the code generation phase already provided. As next step we used to convert 
each modified function into copy statement. Prior to code generation we translate 
each modified function into a sequence of assignment statements. These assignment 
statements are place at the end of predecessor block. 

3.2 At Hardware Level (ILP Processor) 

The processor supporting ILP [13] is known as ILP processor. Its performance can be 
enhanced through compiler optimization. In an ILP processor, the basic unit of 
computation is a processor instruction, having operations like add, multiply, load or 
store. Non-interdependent instructions lead to load and execute in parallel. With the 
help of ILP processor the instruction scheduling [3] needs not to be done during 
program execution rather it can be done during compilation process. One possibility 
to optimize ILP processor’s operations is to create a compiler which generates 
effective code on the assumption that no run-time decision are possible; it is only the 
responsibility of compiler to take all the scheduling and synchronization decision. 
This shows that the processor has very little task of reordering of code at run time. 
The multi core systems provide remarkable efficiency as compare to single core. For 
our experimental purpose, we compared speed-up performance of 2-core and 4-core 
systems with single core. 
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4 How the Optimized Compiler Helps to Exploit ILP 

The optimized compiler created has a function of determining whether the result of a 
statement to be executed precedent to an if-condition is not affected by the execution 
result of traditional branch statement. If the branch statement is not affected by the 
execution result of the precedent statement, the branch statement is shifted in front of 
the precedent statement, to suppress the execution of unwanted statements [11]. This 
way the branch statements are shifted or copied by the optimizing compiler to 
minimize the execution time of the object code. 

The setup we have from the Trimaran Simulator [14] is simulation of a computer 
system with parallel processor capable of executing two or more procedures in 
parallel. The assumed compiler (optimized), as shown in Fig. 2, is comprised of:  

1. A syntax analysis unit (to interpret the statements of the source code and 
translate into the Intermediate Representation (IR). 

2. An optimization unit (to optimize the use of parallel processor at the level of 
intermediate representation).  

3. A unit for producing the object program. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Model of Optimizing Compiler 

The automatic parallelization unit (as shown in Fig. 3) consist of: 

1. A detection unit for detecting and recording the IR corresponding to source 
code. 

2. A conversion unit for intermediate code conversion adding a different 
intermediate code resulting the similar result as of detection unit.  

 
In Fig.3, the broad arrow represents the control flow while normal arrows represent 

data flow. 
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Fig. 3. Automatic Parallelization Unit 

5 Experiments 

For our experimental purpose we modified our compiler with EBR (Edition based 
Redefinition) operation. It allows toupgrade the database component (symbol table 
and library) of the compiler while it is in use. For evaluation of ILP exploitation on 
DVLIW (Distributed control path architecture for VLIW) [13] with modified ILP 
compiler, we used trimaran toolset [14]. We used 17 benchmarks for our experiments. 
We measured speedup on two core and four-core VLIW processors against a one-core 
processor. Each core was considered to have two integer units, one floating point 
unit,one memory unit, and one branch unit. We assumed operation latencies similar to  
 

Table 1. Summary of Multi-core Speedup 

Name of Benchmark Speedup for 2-core Speedup for 4-core 
SPEC 1.30 1.45 
JetBench 1.10 1.05 
CloudSuite 1.01 1.01 
Bitarray 1.27 1.27 
Bitcnt 1.03 1.03 

Cjpeg 1.50 1.50 
Jcapistd 1.05 1.05 
Rdbmp 1.06 1.06 
Rdgif 1.07 1.07 
Wrbmp 1.15 1.15 
Wrppm 1.07 1.07 

Correct 1.32 1.32 
Dump 1.35 1.35 
Hash 1.15 1.15 
Gsmdecode 1.66 2.13 
Gsmencode 1.58 2.07 
Xgets 1.33 1.39 

Automatic Parallelization Unit 

Parallelizing Intermediate 
Code Detection Unit 

Intermediate Code  
Parallelizing & Conversion 

Unit 

IR IR 
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Table 2. Impact of Hardware and Software on Parallelism 

Name of Benchmark Hardware style model Software style model 
SPEC 7.0 7.0 
JetBench 5.0 5.0 

CloudSuite 6.0 6.0 
Bitarray 5.0 4.5 
Bitcnt 5.5 5.0 
Cjpeg 6.5 6.0 
Jcapistd 6.0 6.5 
Rdbmp 5.0 4.0 

Rdgif 5.5 5.0 
Wrbmp 5.0 4.5 
Wrppm 11.0 13.5 
Correct 5.0 5.0 
Dump 6.0 5.0 
Fpppp 19.0 27.0 

Gsmdecode 7.0 8.0 
Gsmencode 5.0 5.0 
Tomcat 21.0 44.0 

 
those of the Intel Itanium. We compare DVLIW processor with two or four cores to 
multi cluster VLIW machine with centralized control path. The compiler employed 
the hyperblock region formation. Table 1 shows the speedup the ILP execution on 
two and four-core systems. 

The average speed-up measure for 2-core system was 1.24 and for 4-core was1.30. 
The speedup achieve in our experiments is found closely related to the amount of ILP 
in the benchmarks that can be exploited by the ILP compiler. The benchmark like 
gsmdecode and gsmencode exposing high ILP achieve high speedup while 
benchmarks CloudSuite and bitcnt show low ILP. In order to achieve ILP, we must 
not have the dependencies among the instructions executing in parallel. 

By taking selected 17 benchmarks, we compared parallelism achieved for 
hardware and software oriented models.  For hardware model we considered zero-
conflict branch and jump predictions; and for software style model we considered 
static branch and jump predictions. The Table 2 shows the summary of experiments. 

The average result comparison shows the better results for software style model. 
This shows more scope of ILP exploitation at software level. The average speed up 
for hardware style system was measured 7.68 and 9.47 for software style system. 

6 Conclusions 

In our experiments we noticed that some benchmarks suffer slight slow-down to 
expose ILP. This is due to the EBR operation inserted in ILP compiler which 
maintains the correct control flow.  
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It increases pressure on the I-Cache and caused more I-Cache misses. The ILP 
compiler is not aware of this phenomenon and could possibly slow down the 
execution. The results show that VLIW architecture provides the mechanism for 
multi-core system to enforce existing ILP compiler to exploit ILP in the applications. 
We applied bottom up Greedy (BUG) algorithm for partitioning the operations to 
multiple cores. The ILP compiler ensured the control flow in the multiple cores for 
synchronization and operation insertion. The experiments conducted for hardware and 
software style models proved that much scope of ILP exploitation is at compiler level. 
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Abstract. In this paper, we analyze the effect of interconnect on multi-
core processors and have proposed a novel highly scalable on-chip inter-
connection mechanism for multi-core processors. As the number of cores
increases, traditional on-chip interconnect like bus and crossbar proves
to be low in efficiency as well as suffer from poor scalability. In order
to get rid of the scalability and efficiency issues in these traditional in-
terconnects, ring based design has been proposed. But with the steady
growth in number of cores have rendered the ring interconnect too in-
feasible. Thus, novel interconnect designs are proposed for the future
multi-core processors for enhancement in the scalability. In this paper,
we analyze and compare the interconnect of two existing multi-core pro-
cessors named Multi-core Processor with Internal Network(MPIN) and
Mult-core processor with Ring Network(MPRN). We have also proposed
a highly scalable and efficient interconnect named as fabricated Implant
in Interconnect for multi-core processors. The placement of cores and
cache in a network is proved to be highly crucial for system performance.
The benchmark results are presented by using a full system simulator.
Results show that, by using the proposed on-chip interconnect, compared
with the MPIN and MPRN, the execution time are significantly reduced
for three applications.

Keywords: Multi-core Processor, Performance analysis, Interconnect,
Cache Dependency.

1 Introduction

Multi-core processors with greater number of cores and complex on-chip inter-
connect are recent trend since the past few years. The constraints with respect
to power consumption, chip clock frequency and heat dissipation have made
the chip designers to evolve from improvement in the single-core processors to
integration of multiple cores on a single chip. A recent trend of enhancement
in performance is to enhance the number of cores per chip. [1] This enhance-
ment in the number of cores lead to the proposal of concept of network-on-chip
(NoC). Before this concept was proposed, system-on-chips (SoCs) took the aid of
complex traditional interconnects like bus structures for connection between the
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cores to memory and I/O. The traditional bus structures were improved to be
used as interconnect in the Multi-core processors. But with enhancement in the
number of cores these bus designs were not able to sustain the interconnect scal-
ing as well as complexity. Eventually NoC was used as a solution to the scalability
issues [2] [3]. Multi-threading/multi-core technology increases performance, but
doing so requires more power than single threading/core computers. Power was
not an issue at the beginning of computer era. However, power has become a
critical design issue in computer systems [4]. Multi-threaded and multi-core sys-
tems also requires more space (area) than a single threaded or single core system
[5]. Cores in multi-core system have hardware resources for themselves and use
them each for processing [6]. In this paper, we analyze the effect of interconnect
on the multi-core processors and have proposed a novel highly scalable on-chip
interconnection mechanism for multi-core processors.

The paper has been organized as follows: Section 2 gives a brief description
on the existing architectures and related works done in Multi-core Processor
Technology, Section 3 describes the proposed work, Section 4 provides a detailed
description of the simulation results and Section 5 gives a concluding remark
and the future direction of our work.

2 Architecture and Background

Various work in current literature has explored the multi-core architecture utiliz-
ing various performance metrics and application domain. D.M. and Ranganathan
[7] have analyzed a single-ISA heterogeneous multi-core architecture for multi-
threaded workload performance. The objective was to analyze the performance
of multi-core architectures for multi-threaded workloads. This section details the
benefits of variation in the interconnection network in the multi-core architecture
with multi-threaded workloads.

Various works has analyzed the performance in both single core and multi-core
architectures. Julian et al. [8] determined the relationship between performance
and memory system in single core as well as multi-core architecture. They utilized
multiple performance parameters like cache size, core complexity. The author
have discussed the effect of variation in cache size and core complexity across
the single core and multi-core architecture.

Multi-core architecture with multiple types of on-chip interconnect network
[9] are the recent trend of multi-core architecture. This type of architecture have
different type of interconnect networks with different core complexity and cache
configuration.

3 Proposed Work

In this paper, we propose an interconnect architecture for multi-core processors.
We name the proposed architecture as Multi-core Processor with Fabricated
Implant in Interconnect (MPFII). A block diagram of the proposed interconnect
is shown in Fig. 1. It can be configured with different numbers of cores. The
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Fig. 1. Multi-core Processor with Fabricated Implant in Interconnect

figure shows an example with 8 cores. Each core is a out of order super-scalar
SMT core capable of running more than one thread at once.

Each core has a private L1 cache and is shared between the multiple threads
in that core. The L1 cache has the following configuration: Block size is 256
bytes for both data and instruction cache. Associativity: L1 caches are 2-way
associative, so cache lines from the L2 cache can be mapped to any L1 cache
line. Replacement Algorithm : LRU replacement. Ports: Number of ports for
each L1 cache is 2. Each L2 cache shares the full address range thus isolating
any coherent issues to a local region with which the L2 cache is associated with.

The MPFII uses a hybrid mode of connection. It uses a crossbar switch to
connect every four L1 data and instruction cache to its corresponding L2 cache.
L1 cache communicate with the L2 cache through the switch. No two L1 cache
can communicate with each other. Each L2 cache has the following configura-
tion: Block Size is 256 bytes. Associativity: This cache is 4-way set associative.
Replacement Algorithm : LRU Latency: 20 cycles for a L2 cache miss. Ports:
Number of ports for each L2 cache is 4. Each core communicates with the corre-
sponding L2 cache through a non-blocking crossbar which can let simultaneous
message passing as long as each message is headed for a unique output. Each
switch is having input and output buffers that lets the message to be stored
temporarily at times of contention. Main memory is divided into four mem-
ory banks. L2 cache communicate with the main memory through a On-Chip
network called fabricated implant interconnect. This interconnect consists of re-
quest queue for individual L2 cache. These request queue (RQ) are connected
to the intelligent interface section (IS) of the interconnect. This intelligent IS is
capable of mapping a particular request with the corresponding memory bank.
If the next request in the queue is requesting for a memory bank, which is being
accessed by some other request then this request status is updated to waiting
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state until the memory bank is free to be reassigned. Information is exchanged
between each connected part in the form of packets. A transmission of packet
initiates at the end of one core or memory and finishes at the destination mem-
ory. Floyd-Warshall algorithm has been used to initialize the routing table which
is based on the established connection or links between two connected parts of
the architecture. This routing table records the shortest path for each and ev-
ery pair of connected parts in the network. When a core requires a data from
the memory, it first searches for the data in the private L1 cache. If it is not
able to find the data in this level it communicates this request to the shared L2
cache through the crossbar. IF the data is not found in the L2 cache too then
a request is communicated to the interconnection network. In this network the
request queue stores the request. This request is handled by the interface sec-
tion and it maps the request to the corresponding memory bank. The interface
section handles the requests in the request queue simultaneously. If one request
is for a memory bank which is having not free, the request is placed on hold
until the required memory bank is released. Coherence is enforced with the aid
of directory-based MOESI protocol at all caches connected to the upper link of
the interconnect with respect to the single cache connected to the lower link [10].
Each block of the L2 cache has a directory entry which contains two fields. The
first field is an identifier that specifies the single upper level cache which is the
owner of the block that is , it holds the information whether an L1 cache has
the block in exclusive, owned or modified state.The second one is a bitmap with
as many bits as upper level caches, with those bits set to one that corresponds
to the caches having a copy of the block.

3.1 Advantage

Once a memory address is presented each memory module returns with one
word per cycle. It is possible to present different addresses to different memory
modules in order to enable parallel access of multiple words simultaneously or
in a pipelined fashion. Memory banking enhances the parallelism as well as
effectively improves the effective memory bandwidth [11]. This parallelism is
effectively implemented in the MPFII as shown in the Fig: 1. This leads to
an improved performance over few existing architectures. The scalability of the
interconnect is enhanced because of the usage of lower configurations of the
crossbar. Multiple lower configured crossbar proves to be economical as well as
more scalable as compared to high configurations of crossbar [12].

4 Simulation and Results

For the simulation we have used SPLASH2 benchmark suite [13–15] and
multi2Sim 4.0.2 simulator [9] [16]. We have compared the proposed architecture
with multi-core processor with internal network and multi-core architecture with
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ring network. The metrics considered for comparison are execution time and
speedup. We varied the cache size to evaluate the above architectures [7].

4.1 Impact of Cache Size

To study the impact of cache on the performance of multi-core processors, the
number of cores in each architecture was kept constant as 32 and the size of L1
and L2 cache was varied. L2 cache size was varied first keeping the L1 cache
size constant. Then L1 cache size was varied keeping L2 cache size constant.
The execution time for FFT, cholesky, and barnes benchmark program of the
SPLASH2 benchmark suite was analyzed [17].

Fig. 2, Fig. 3, and Fig. 4 shows the CPU execution time for multi-core archi-
tecture with Proposed Interconnect on execution of FFT, cholesky and barnes
program of the Splash2 benchmark suite. With the enhancement in the cache
size the number of misses reduced thus resulting in the reduction in the total
CPU execution time. But after certain size the impact reduced. Beyond the size
of 512 KB for L1 cache the execution time almost remained constant. Similarly
beyond L2 = 8 MB the execution time almost remained constant.
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4.2 Performance Comparison of Proposed Architecture with
Existing Architectures

The performance of MPFII has been successfully compared with few of the
existing architectures. Fig. 5 shows the execution time for MPIN, MPRN, and
MPFII on execution of the FFT benchmark program. Here the L1 cache size
has been kept constant as 512 KB, and L2 cache size as 8 MB. The number of
cores has been varied from 2 - 128 cores as has been described in the previous
section. But here we have only shown the variation in performance obtained by
keeping the number of cores as 64 and 128. The execution time is the lowest
for the proposed interconnect as compared to MPIN and MPRN. The novel
interconnect is highly scalable thus able to handle the requests from multiple
cores successfully and hence able to reduce the execution time as compared to
the other two existing architectures.
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5 Conclusions

The problem of performance evaluation of Multi-core Organization being most
challenging, is interesting too. Keeping a view of the literature the Various Multi-
core Organization systems are modeled and few of them have been analyzed.
The interconnect network as well as the memory system requires much more
enhancement to match with the current trend of increasing number of cores. In
the current work, the primary objective has been to reduce the delay in the core
to memory or memory to memory communication. The second objective has been
to analyze the performance of multi-core architecture with internal network, ring
network and proposed interconnect. The objective could be achieved successfully
by being able to enhance the performance with the proposed architecture. And
secondly by analyzing the performance for varying size of L1, L2 cache, and
number of cores. The performance of the processor is dependent on the cache
size, but only by increasing the cache size the performance of the processor is
not enhanced. This can be concluded by the simulation results obtained. By
varying the interconnect network we are able to get a better performance for the
proposed architecture as compared to the existing architectures.
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Abstract. Data concentration is an important tool for various scientific and en-
gineering applications. Recently, torus embedded hypercube have attracted 
much attention among researchers due to its inherent architectural property of 
two different interconnection networks. In this paper we present an algorithm to 
perform data concentration on torus embedded hypercube network. Our pro-
posed algorithm takes d(5.5n + 3 log n) time to perform data concentration of d 
(d < N) datum on torus embedded hypercube network having N (= n × n × n) 
processing elements. Our proposed algorithm can be compared with other data 
concentration algorithm designed for various other interconnection networks. 

Keywords: Data concentration, parallel prefix, torus embedded hypercube, in-
terconnection network, routing in interconnection network. 

1 Introduction 

A concentration or packing problem is one that involves how to route k packets that is 
arbitrarily distributed over any k (source) processors in an interconnection network to 
some fixed k consecutive destination processors on the same network without the 
ability to distinguish among those destinations [1]. This is an important task that is 
used frequently to reduce the communication delay among the processors for future 
processing of the data [2]. In a simple way, for a given d data elements distributed 
arbitrarily over a network of p processors (d ≤ p), the problem of data concentration is 
to move the data in the first d locations of the network [3] in linear fashion starting 
from first processor [4], an example, data concentration of 7 data elements (a – g) 
randomly stored in a 5×5 grid is shown in Fig. 1. 

It is easier to notice that the data concentration reduce the communication delay 
among the processors, thus the energy consumption can also be reduced drastically 
[5]. Since the effectiveness of this technique depends upon the workload and data 
popularity and it is also common that such statistics can be dynamically changed dur-
ing run time, data re-organization may need to applied periodically or on-demand to 
the system. As a result, the performance overhead and penalty of data placement 
techniques could become a concern for more dynamic systems or workloads. 
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Fig. 1. Data Conentration 5 × 5 grid network 

Therefore, it remains an interesting research problem to explore the possibility of 
minimizing the overheads and penalties for this class of techniques [1]. A great deal 
of research has been devoted to this subject. Sahni et al. [2] has shown that the data 
concentration of d data elements scattered on p processors linear array can be per-
formed straightforwardly in 2p time. Jha and Jana [6] have shown that the data con-
centration of d (≤ n2) data elements can be done in O(d log n) time on an n × n mesh 
of trees network in their first algorithm. In the same paper, they have also imple-
mented the same problem on an n × n OTIS-mesh of trees network that requires O(d 
log n) electronic moves and 2 OTIS moves for the same number of elements. In [7] 
Jha and Reddy have presented a parallel algorithm for data concentration on hierar-
chical ring network in O(d) + O(n) time, where d (< N) is the size of data for n2 pro-
cessors. Jan, Lin and Lin [1] shown that data concentration problem can be solved in 
O(n) time on n processors hypercube network.  

Torus embedded hypercube network [8] is an efficient interconnection network, 
which has been benefited by both torus network and hypercube network. Mesh is an 
interconnection network with constant node degree in its internal nodes where as 
torus network has constant node degree with all its nodes [9-10]. The advantages of 
these networks can be combined by embedding torus with hypercube to give rise to 
embedded architecture known as Torus embedded hypercube scalable interconnection 
network [8]. Parallel prefix is an effective tool that has been used to perform data 
concentration on any network [2]. Recently, Sinha et. al. [11] have presented an algo-
rithm to perform prefix computation on torus embedded hypercube network that re-
quires 3(n + log n) + 2 time to compute the prefix for N data elements on N processors 
torus embedded hypercube network. 

In this paper we will present an algorithm to perform data concentration on torus 
embedded hypercube network [8]. Our proposed algorithm will use prefix computa-
tion technique [11] as a basic tool to find the rank of the data elements that can be 
further use to know about the address of destination processor.  

The rest of the paper is organized as follows. In Section 2, we will present the to-
pological structure of torus embedded hypercube network. Section 3 discusses about 
the proposed algorithm followed by the conclusion in Section 4. 

2 Topology of Torus Embedded Hypercube 

In this section, we describe the topology of torus embedded hypercube network.  
As we know that a torus embedded hypercube network is a mixture of torus and 
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hypercube interconnection network. Let us assume here, that the size of concurrent 
torus network is l × m and the number of nodes connected in the hypercube network 
is K. Then the size of torus embedded hypercube network will be (l, m, K). Nodes 
with identical positions in the torus network will form a hypercube group of K nodes. 
Such node can be addressed with three components i.e. row number i, column number 
j of torus network and address of node k (k € K) of hypercube using its binary nota-

tion. Hence (l, m, K) torus embedded hypercube network will have l × m × K number 
of nodes. The node or processing elements (PE) can be addressed as (i, j, k) where 0 ≤ 
i < l, 0 ≤ j < m and 0 ≤ k < K. As an example (2, 2, 8) torus embedded hypercube is 
shown in Fig 2. 
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Fig. 2. Torus Embedded Hypercube with 32 processors. Binary notation shows the address of a 
particular processor. 

There are two types of interconnection links present in the torus embedded hyper-
cube network. The intra-block link i.e., the connection among the two processors 
within a same block follows the interconnection pattern as per the standard hypercube 
network. Whereas, the inter-block link i.e., the connection among two processors 
between two different blocks follows the interconnection pattern as per standard 2D 
torus network which can be further classified as horizontal wraparound link and ver-
tical wraparound link. The horizontal link (a, b, c…) is shown as wraparound and the 
vertical link   (a', b', c'…) also shown to wraparound i.e., the link a is connected to 
link a (in horizontal) and a' is connected to a' (in vertical). 
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3 Proposed Algorithm 

In general, data concentration on any interconnection network can be achieved by first 
performing the prefix sum to determine the rank of destination processor of each data 
elements, next the routing of the data elements can be done using the appropriate 
shortest path routing algorithm for the network [12-13]. In the similar way, to perform 
the data concentration on torus embedded hypercube network we will first perform a 
prefix computation as described in [11] to determine the rank of destination processor 
of each data element and then we apply routing of the packets using the appropriate 
routing algorithm. 

For the simplicity and reader’s motivation, here we will present the figurative illu-
stration of the proposed algorithm on (2, 2, 8) torus embedded hypercube, however, 
our proposed algorithm can be mapped on arbitrary size of torus embedded hypercube 
network. The proposed algorithm is based on the SIMD architecture where all active 
processors perform a same task at a time. 

The following steps summarize the basic idea of our proposed algorithm. 

1. We initialize the processors with the tag bits ‘1’ and ‘0’ as follows. We set a pro-
cessor with tag bit ‘1’ if it holds a datum, ‘0’ otherwise. 

2. Perform a parallel prefix on the tag bits stored in step 1 to obtain the rank of each 
datum. 

3. Perform a shortest path routing to send the data as per their individual rank derived 
in step 2. 

Initialization: We assume here that a few data elements are arbitrarily stored on some 
processors in the network as shown in Fig. 2.  

 
Algorithm – I: Data_Concentration_Torus_Embedded_Hypercube () 

 
Input: 1. Set of datum stored arbitarly on some processor on network 

 2. A temproary boolean variable ‘datum’ 
  
Output: Datum placed to target processor in linear fashion starting from the first  
processor 
/* The address of processor in hypercube network can be represented by a set of 
tuples,  if the size of hypercube is 2n, then we need log n number of tuple. Thus in our 
algorithm we use three tuples  i, j, k to represent the address of indivudial processor 
in the hypercube network having the size 23. */ 
 
Step 1: for all processor 1,,0,1,1),,,,( ≤≤≤≤≤≤∀ kjimylxkjiyxp do in paral-

lel  
  if p[x, y, i, j, k] holds a datum 
   set p[x, y, i, j, k] = 1 

  else  
   set p[x, y, i, j, k]  = 0 
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Note: Situation after this step is shown in Fig. 3. 
 
Step 2: for all processor 1,,0,1,1),,,,( ≤≤≤≤≤≤∀ kjimylxkjiyxp do in parallel  

Perform parallel prefix computation on torus embedded hypercube network 
 as presented in [11] and store the partial result in its temporary register A. 
 (This partial result value is now treated as Rank of the datum)  

 
Note: Situation after this step is shown in Fig. 4 where, number denotes the Rank. 
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Fig. 3. Initializations of tag bit’s 

Step 3: for all processor 1,,0,1,1),,,,( ≤≤≤≤≤≤∀ kjimylxkjiyxp do in parallel  

   
if datum ==  TRUE  //i.e., where, datum is 1 

  
Find the address of destination processor using 
Find_Destination_ Address(Rank) procedure as described 
later, and store the result in register B. 

   
else 

   Do nothing  // i.e., where, datum is 0 
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Fig. 4. Situation after step 2, i.e., after performing parallel prefix computation as stated in [11] 
on the tag bit’s stored in step 1 

Step 4: for all processor 1,,0,1,1),,,,( ≤≤≤≤≤≤∀ kjimylxkjiyxp where datum 

 is TRUE do in parallel  
   

Route the packet to the destination processor (obtained in step 3) using the 
 routing technique as presented in [8]. 
 
Step 5: Stop 
 
 
Algorithm – II:  Find_Destination_ Address(Rank) 

 
/* Basic purpose of this algorithm to find the address of the destination processor. 

This algorithm takes Rank as an input and returns the address of processor in binary 
notation. Algorithm runs in two phases. Phase – I finds the row, column address of 
the block and the address of processor within a block in decimal format while phase – 
II engage with concatenating of the equivalent binary notation of the row address, 
column address and the address of the processor within a block. */ 

 

Input :   rank :   rank (obtaied in step 2 in Algorithm – I ) 
           l :   number of rows in network  
          m :   number of columns in network 
          k :   number of nodes in each hyperube network 

Output   :   Return the address of the processor in binary format 
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Phase - I 
r  = Rank – 1   
if (r •  k) 

  row   =  r / (m × k) 
  column    =  (r / k) mod m 
  hypercube_node_address      =  r mod k 

else 
row   =  0 

  column   =  0 
  hypercube_node_address      =  r  

Phase  - II 
Destination_address = concatenate (binary_of (row, column, hyper-

cube_node_address)) 
 
return (Destination_address) 

 
End_of_Algorithm – II 

Time Complexity 

For the generalization of time complexity, let us assume the size of concurrent torus 
network is n × n and the number of processors in individual hypercube is also n.  Thus 
the total number of processing elements in torus embedded hypercube is N (= n × n × 
n). In other words, the number of processor in a hypercube is equal to the number of 
rows and columns in concurrent torus (for example 8, 8, 8 torus embedded hyper-
cube). It is clear that Algorithm – II will find the destination processor address in 
constant time while in Algorithm – I, step 1 and 3 can perform initialization and ad-
dress finding also in constant time. Step 2 require 3(N + log N) + 2 to perform parallel 
prefix computation as discussed in [11] to find the rank. Step 5 needs 2.5N – 2 times 
[8, 12] to route the one packet from source to destination processor. Thus overall time 
complexity to perform data concentration on torus embedded hypercube network is 
d(5.5n + 3 log n) time to move d datum to its appropriate destination in worst case. 

4 Conclusion 

Torus embedded hypercube network is an efficient interconnection network which 
inherit the properties of two independent (torus and hypercube) interconnection net-
work. In this paper we have proposed an algorithm to perform data concentration on 
torus embedded hypercube network. Our proposed algorithm require d(5.5n + 3 log n) 
time to move d data item to its destination processor in worst case. 
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Abstract. High level synthesis is the process of generating the regis-
ter transfer level (RTL) design from the behavioural description. Time-
constrained scheduling minimizes the requirement of functional units
under a given time constraint and Resource-constrained scheduling min-
imizes the number of control steps under given resource constraint. A
PB-SAT based approach which concentrates on operation scheduling,
and also optimizes the number of resources and control steps is proposed
here. Time-constrained and Resource-constrained based scheduling is for-
mulated as a Pseudo-boolean satisfiability (PB-SAT) based problem and
a SAT solver is used for finding the optimum schedule and minimum
number of functional unit and control steps satisfying all constraints.

Keywords: High-level synthesis, Time-constrained scheduling, Resource-
constrained scheduling, PB-SAT.

1 Introduction

High level synthesis is the process of generating the register transfer level (RTL)
design from the behavioural description. The synthesis process consists of sev-
eral interdependent phases: Preprocessing, Scheduling, Register Allocation and
Binding of variables, Control Path and Data Path generation, and generation
of Synthesizable code (RTL). Among the above steps, operation scheduling and
hardware allocation are the two major task. These two subtasks are interde-
pendent. In order to have an optimal design, a system should perform both
subtask simultaneously. Operation scheduling determines the cost-speed trade-
off of the design. If the design emphasizes on speed constraints, the scheduling
algorithm will attempt to parallelize the operations to meet the timing con-
straint. Conversely, if there is limit in the cost(area or resources), the algorithm
will serialize operations to meet the resource constraint. Once the operations
are scheduled,the number and types of functional units, the lifetime of variables,
and the timing constraint are fixed. Thus a good scheduler is very necessary in
high level synthesis.

Two basic scheduling problems with different requirements is addressed in
this paper.

(1)Time-Constrained Scheduling: Given constraints on the maximum num-
ber of control steps, find the cost-efficient schedule which satisfies the constraints.
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(2)Resource-Constrained Scheduling: Given constraints on the resources,
find the fastest scheduling which satisfies the constraints.

The proposed approach introduces a Pseudo-Boolean (PB) Sat based formu-
lation for solving time-constrained and resource-constrained based scheduling
problem. Solving this problem using PB-SAT based approach gives the flavours
of both optimization problem and decision problems.The approach is complete
and hence examines the entire search space defined by the problem to prove
that either (i) the problem has no solution, i.e., the problem is unsatisfiable, or
(ii) that a solution does exist, i.e., the problem is satisfiable. If the problem is
satisfiable, the proposed approach will search all possible solutions to find the
optimal solution.

2 Related Work

In the past decade there has been a lot of experiments on different aspects of
high-level synthesis. Several scheduling algorithms exits to solve the schedul-
ing problem [1],[2]. ILP-based high-level synthesis has been exploited for several
years. Hwang, Lee, Hsu [3], Chaudhuri [4] gave a formal analysis of the con-
straints of ILP-base scheduling, and presented a well-structured ILP formula-
tion of the scheduling problem to reduce the computation time. A SAT-based
approach to the scheduling problem in high-level synthesis is presented by Memik
[5] considering resource-constrained scheduling as a satisfiability (SAT) problem.
Recent advances and ongoing research on advanced Boolean Satisfiability (SAT)
solvers have been extended to solve 0-1 ILP problems [6] enabled the successful
deployment of SAT technology in a wide range of applications domains, and
particularly in electronic design automation (EDA). Many complex engineering
problems have been successfully solved using SAT. Such problems include rout-
ing [7] scheduling problem, power optimization [8],[9], [10] verification [11], and
graph colouring [12], optimization [13] etc. Today, several powerful SAT solvers
exist and are capable of handling problems consisting of thousands of variables
and millions of constraints [14], [15], [16]. They can also compete with the best
available generic ILP solvers.

This paper shows a novel application to solve the scheduling problems in
high-level synthesis and introduces a PB-SAT based formulation for solving the
scheduling problem. The main motive of this paper is using PB-SAT optimizing
solver to estimate (1) the minimum number of functional unit used and opti-
mize the cost satisfying the latency constraint in time-constrained scheduling (2)
the minimum number of control steps required to schedule the DFG satisfying
the resource constraint in resource-constraint scheduling. PB-SAT based solvers
can handle this type of problem very effectively. The paper is organised as fol-
lows. PB-SAT based formulation for time-constrained and resource-constrained
scheduling is formulated in Section 3. Experimental results are presented in Sec-
tion 4. Finally conclusions are drawn in Section 5.
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3 Problem Formulation

The proposed methodology produces a PB-SAT based formulation for time-
constrained scheduling and resource-constrained scheduling. Few definitions and
notations are provided that required to this study.

3.1 Definitions

Definition 1.(Pseudo Boolean optimization). Besides solving decision problems,
handling PB constraints expands the ability of SAT solvers to solve Boolean
optimization problems, which call for the minimization or maximization of a
linear objective as follows:

n∑
i=1

aixi (1)

where, ai is an integer coefficient xi is a boolean variable and there are n terms
in the objective function, subject to a set of m linear constraints.

Ax ≤ b (2)

where b ∈ Zn, A ∈ Zm × Zn, and x ∈ {0, 1}n.

Definition 2.(Data flow graph). A data flow graph DFG is a directed acyclic
graph G = (V,E), where V is a set of nodes, and E is a set of edges between
nodes.Here each node represents an operation, and a directed edge from node
vi to node vj represented as vi → vj means execution of vi must precede that
of vj .

Definition 3.(ASAP schedule time). ASAP schedule time of any node is the
soonest time at which it can be scheduled.

Definition 4.(ALAP schedule time). ALAP schedule time of any node is the
latest time at which it can be scheduled.

Definition 5.(Mobility). The mobility of a node is the difference between its
ALAP schedule time and ASAP schedule time.

3.2 Notation

The variables used in the formulations are defined as follows:
n = number of operations in the data flow graph.
oi = operation i, 1 ≤ i ≤ n
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oi → ol, oi = an immediate predecessor of ol
FUk = functional unit of type k
ck = cost of FUk

oi ∈ FUk if oi can be executed by FUk

s = number of scheduling steps
Mk = integer variables that denote the maximum number of functional units of
type k required in all steps
xi,j = Boolean variables associated with oi. xi,j = 1 if oi is scheduled into step
j and implemented using a functional unit; otherwise, xi,j = 0.
Si = starting step of oi
Ei = ending step of oi
Ctotal = total number of control steps
mrange(oi) = {sj|Ei ≤ j ≤ Lk}, mobility range of operation oi
r = range to represent boolean variables

3.3 Time-Constrained Scheduling

The time-constrained scheduling algorithm can be defined as follows: Given a
data flow graph and the maximum number of control steps, find a minimal cost
schedule that satisfies the given time constraint. Here the cost of a data-path
may be the cost of functional units, interconnections and registers. But only
the hardware cost is considered here. It is obvious that the hardware cost is
minimized if all the functional units are fully utilized in the design. In other
words, operations of the same type should be evenly distributed among all control
steps.

In order to trim the solution space of the SAT formulation, we first perform
ASAP and ALAP calculations for all operations to determine the earliest and
latest possible scheduling steps of all operations. After computing the ASAP and
ALAP of all operations, we can formulate the problem as follows:

(a) Objective Function : The objective function minimizes the total cost of func-
tional units and can be written as follows.

minimize

m∑
k=1

(
ck ∗

(
r−1∑
b=0

2b ∗Mk

))
(3)

(b) Uniqueness Constraints : These constraints ensure that every operation oi
is scheduled to one unique control step within the mobility range (Si, Ei).

Li∑
j=Si

xi,j = 1, ∀1 ≤ i ≤ N (4)
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(c) Precedence Constraints : These constraints guarantee that for an operation
oi, all its predecessors are scheduled in an earlier control step and its successors
are scheduled in an later control step.

Li∑
j=Si

(j ∗ xi,j)−
Lk∑

j=Sk

(j ∗ xk,j) ≤ −1 (5)

(d) Resource Constraints : These constraints make sure that no control step
contains more than FUk operations of type k,

∑
j=oi∈FUk

xi,j −
(

r−1∑
b=0

2b ∗Mk

)
≤ 0, ∀1 ≤ j ≤ s (6)

3.4 Resource-Constrained Scheduling

The resource-constrained scheduling problem is defined as follows. given a data
flow graph and a set of functional units, find a minimal cost schedule that satisfies
the given resource constraint. The cost includes the required control steps. ASAP
and ALAP calculations is also performed here. The formulation is as follows.
(a) Objective Function : The objective function minimizes the total number of
control steps satisfying all resource constraints.

minimize
r−1∑
b=0

2b ∗ Cstep,b (7)

(b) Uniqueness Constraints : These constraints ensure that every operation oi
is scheduled to one unique control step within the mobility range (Si, Ei).

Li∑
j=Si

xi,j = 1, ∀1 ≤ i ≤ N (8)

(c) Precedence Constraints : These constraints guarantee that for an operation
oi, all its predecessors are scheduled in an earlier control step and its successors
are scheduled in an later control step.

Li∑
j=Si

(j ∗ xi,j)−
Lk∑

j=Sk

(j ∗ xk,j) ≤ −1 (9)
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(d) Resource Constraints : These constraints make sure that no control step
contains more than FUk operations of type k, here Mk is constant.∑

j=oi∈FUk

xi,j −Mk ≤ 0, ∀1 ≤ j ≤ s (10)

(e) Latency Constraints : Ensures that no operations should be scheduled after
Cstep.

Li∑
j=Si

xi,j −
r−1∑
b=0

2b ∗ Cstep,b ≤ 0, ∀oiwithoutsuccessor (11)

The steps followed to obtain the scheduling are as follows:

Step 1: Find ASAP and ALAP schedule of the UDFG.
Step 2: Determine the mobility graph of each node.
Step 3: Construct the PB-SAT formulations for the DFG.
Step 4: Solve the PB-SAT formulations using backend SAT solver.
Step 5: Find the scheduled DFG.
Step 6: Find minimum number of resources used and optimize cost in time-
constrained scheduling.
Step 7: Find minimum number of control steps used in resource-constrained
scheduling.
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Fig. 1. (a) ASAP schedule, (b) ALAP schedule, (c) Mobility graph

Example: Consider a DFG consisting of 11 nodes. Fig. 1(a) represents ASAP
schedule and Fig. 1(b) represents ALAP schedule of the DFG. From ASAP
and ALAP schedule mobility graph is obtained as depicted in Fig. 1(c). PB-
constraints are formulated for time-constrained scheduling using these mobility
ranges. To obtain the total cost of each schedule, we consider the cost of mul-
tiplier as 2, and for adder, subtracter, and comparator as 1. The constraint
generated are as shown below:
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/* Objective Function
min : +8 Nm2 + 4 Nm1 + 2 Nm0 + 4 Ns2 + 2 Ns1 + 1 Ns0 + 4 Na2 + 2
Na1 + 1 Na0 + 4 Nc2 + 2 Nc1 + 1 Nc0;
/* Uniqeness Constraint
+1 x11 = 1;
+1 x22 = 1;
+1 x33 = 1;
+1 x44 = 1;
+1 x51 = 1;
+1 x61 + 1 x62 = 1;
+1 x72 + 1 x73 = 1;
+1 x81 + 1 x82 + 1 x83 = 1;
+1 x92 + 1 x93 + 1 x94 = 1;
+1 x101 + 1 x102 + 1 x103 = 1;
+1 x112 + 1 x113 + 1 x114 = 1;
/* Precedence Constraint
+1 x11− 2 x22 � −1;
+2 x22− 3 x33 � −1;
+3 x33− 4 x44 � −1;
+1 x51− 2 x22 � −1;
+1 x61 + 2 x62− 2 x72− 3 x73 � −1;
+2 x72 + 3 x73− 4 x44 � −1;
+1 x81 + 2 x82 + 3x83− 2 x92− 3 x93− 4 x94 � −1;
+1 x101 + 2 x102 + 3 x103− 2 x112− 3 x113− 4 x114 � −1;
/* Resource Constraint
−1 x11− 1 x51− 1 x61− 1 x81 + 4 Nm2 + 2 Nm1 + 1 Nm0 � 0;
−1 x101 + 4 Na2 + 2 Na1 + 1 Na0 � 0;
−1 x22− 1 x62− 1 x72− 1 x82 + 4 Nm2 + 2 Nm1 + 1 Nm0 � 0;
−1 x92− 1 x102 + 4 Na2 + 2 Na1 + 1 Na0 � 0;
−1 x112 + 4 Nc2 + 2 Nc1 + 1 Nc0 � 0;
−1 x73− 1 x83 + 4 Nm2 + 2 Nm1 + 1 Nm0 � 0;
−1 x33 + 4 Ns2 + 2 Ns1 + 1 Ns0 � 0;
−1 x93− 1 x103 + 4 Na2 + 2 Na1 + 1 Na0 � 0;
−1 x113 + 4 Nc2 + 2 Nc1 + 1 Nc0 � 0;
−1 x44 + 4 Ns2 + 2 Ns1 + 1 Ns0 � 0;
−1 x94 + 4 Na2 + 2 Na1 + 1 Na0 � 0;
−1 x114 + 4 Nc2 + 2 Nc1 + 1 Nc0 � 0;

On solving the PB-SAT instances. The result obtained as follows:
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c Optimal solution: 7 (2*2+1*1+1*1+1*1)
s OPTIMUM FOUND
v -Nm2 Nm1 -Nm0 -Ns2 -Ns1 Ns0 -Na2 -Na1 Na0 -Nc2 -Nc1 Nc0 x11 x22
x33 x44
x51 -x61 x62 -x72 x73 -x81 -x82 x83 -x92 -x93 x94 x101 -x102 -x103 -x112
x113 -x114

Here 7 represents the optimum cost. It is obtained by multiplying cost of
each type of FU with minimum number of resources used to schedule the DFG.
The assignment of the variable gives the minimum number of resources of each
type required to schedule the DFG and it also gives the optimized schedule. The
optimized schedule for time-constrained scheduling is presented in Fig. 2(a). The
PB-SAT constraints for resource-constrained scheduling are created similarly.
The optimized schedule for resource-constrained scheduling is shown in Fig. 2(b).
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Fig. 2. (a) Time-constrained Scheduling (b) Resource-constrained scheduling

4 Experimental Results

The use of PB constraints in scheduling problem is evaluated here. The proposed
PB-SAT based approach has been applied to different benchmark circuits such
as the HAL differential equation solver, Infinite Impulse Response (IIR) Filter,
Finite Impulse Response (FIR) Filter, Auto Regression Filter(ARF). The SAT
instances were solved using the Minisat+ [17] as the backend solver. The con-
straints are generated using C++ on a 32 bit Intel Pentium Dual CPU T3400
@2.16 GHz 2.17 GHz. The experimental results for time-constrained scheduling
applied on various benchmark circuits are reported in Table 1. Where first col-
umn represents the benchmark DFG, second column signifies the control steps
of all the given DFG, third column represents optimum resources and fourth
defines the optimum cost calculated as explained in previous section and the
fifth column represents average CPU time for solving the PB instances. Table
2 present the results for resource-constrained scheduling by using the PB-SAT
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solver optimum resources and cost is obtained, satisfying the time constraints.
The solver is able to give the optimal solution if the resource constraints are
met. Otherwise, solver gives an unsatisfiable instances.

Table 1. Time-constrained Scheduling

Bench
mark

Control
Step

Optimized
Resources

Optimum
Cost

CPU
time(s)

HAL 4 2*,1+,1-,1< 7 0.004

IIR 4 3*,2+ 8 0.005

FIR 9 2*,2+ 6 0.012

ARF 8 4*,2+ 10 0.020

Table 2. Resource-constrained scheduling

Bench
mark

Resource
Constraints

SAT Solution Control
Step

CPU
time(s)

1*,1+,1-,1< U - 0
HAL 2*,1+,1-,1< OPT. FOUND 4 0.001

3*,1+,1-,1< OPT. FOUND 4 0.002

3*,2+ U - 0.004
ARF 4*,2+ OPT. FOUND 8 0.006

5*,2+ OPT. FOUND 8 0.008

2*,2+ U - 0.0
IIR 3*,2+ OPT. FOUND 4 0.004

4*,2+ OPT. FOUND 4 0.004

1*,1+ U - 0.004
FIR 2*,2+ OPT. FOUND 9 0.0160

3*,3+ OPT. FOUND 9 0.0160

5 Conclusion and Future Work

This paper explores a new approach for solving scheduling problem using
PB-SAT solver. Implementing PB constraints, gives the optimum solution to
the NP-complete time-constraint and resource-constraint scheduling problem.
Experimental results shows that the size of this formulation is quite accept-
able for practical synthesis and always finds the optimal solutions for all the
benchmarks.

The scheduling algorithms can be extended to more realistic design models,
such as functional units with varying execution times, multi-functional units.
Which may enable the scheduler to generate schedule for more realistic designs.
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Abstract. The present work proposes application of a set of orthogonal hybrid 
functions (HF) which evolved from the synthesis of orthogonal sample-and-
hold functions (SHF) and orthogonal triangular functions (TF). This HF set is 
employed for determining the result of closed loop convolution and the result 
has been used for solving linear control system analysis and synthesis problems. 
The theory is supported by an example and the results are compared with the 
exact solution. It has been observed that for closed loop system identification, 
oscillation occurs due to numerical instability.  

Keywords: Sample-and-hold functions, Triangular functions, Hybrid functions, 
Function approximation, Analysis, Synthesis. 

1 Introduction 

For more than four decades different piecewise constant basis functions (PCBF) [1] 
have been employed to solve problems in different fields of engineering including 
control theory. Of this class, the block pulse function (BPF) [2], [3] set proved to be 
the most efficient because of its simplicity and versatility in analysis as well as 
synthesis of control systems. 

In 1998, an orthogonal set of sample-and-hold functions [4] were introduced by 
Deb et al and the same was applied to solve problems related to discrete time systems 
with zero order hold. The set of sample-and-hold functions approximate any square 
integrable function of Lebesgue measure [2] in a piecewise constant manner and was 
proved to be more convenient for solving problems related to sample-and-hold 
systems.In 2003, orthogonal triangular functions [5] were introduced by Deb et al and 
the same were applied to control system related problems including analysis and 
system identification. The set of triangular functions approximate any square 
integrable function in a piecewise linear manner.In control theory, we essentially need 
to design convolution algorithms for the analysis of control system problems. 
Application of a set of orthogonal hybrid functions (HF) [6], which is a combination 
of sample-and-hold function and triangular function is presented in this paper.  
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We consider a square integrable function f(t) [2], [3] ofLebesgue measure and 
express it via orthogonal hybrid functions. The function f(t) in Fig. 1 is sampled at 
three equidistant points (sampling interval h) A, C and E and the sample values are c0, 
c1 and c2. Now, f(t) can be expressed in a piecewise linear form by two straight lines 
AC and CE, which are the sides of two adjacent trapeziums shown in Fig. 1. That is 

 
f (t) =H0 (t) +H1(t) 

=c0S0 (t) +c1S1(t)+(c1 -c0 )T0(t) +(c2 -c1)T1(t) 
       ≜CTS(2) (t) + DT T(2)(t)                                                               (2) 

 
where, [ c0 c1] = CT and [( c1 -c0 ) ( c2 -c1) ]

T = DT 
and [⋯]T denotes transpose. S(2) (t) is a sample-and-hold function vector of 

dimension 2, T(2) (t) is a triangular function vector of dimension 2. Equation (2) 
represents f(t) in hybrid function domain. 

3 Analysis of Closed Loop System 

Consider a single-input-single-output (SISO) time-invariant system [8]. An input r(t) 
is applied at t = 0. The block diagram of the system using time variables is shown in 
Fig. 2. Application of r(t) to the system g(t) with feedback h(t) produces the 
corresponding output y(t) for t = 0 . 

 

 

Fig. 2. Block diagram of a closed loop system 

Considering r(t), g(t), y(t) and h(t) to be bounded (i.e. the system is BIBO stable)  
and absolutely integrable over t [0,T)∈ , all these functions may be expanded via HF 

series. For m = 4, we can write 

T T
(4) T (4)S

+r(t) R S R T 
  , T T

(4) T (4)S
+g(t) G S G T 

   , 

T T
(4) T (4)S

+y(t) Y S Y T 
  and T T

(4) T (4)S
+h(t) H S H T 

   

Output of the feedback system is denoted byb(t)  

where, b(t)= y(t)* h(t)                                                (3) 
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  (4) 
So we may write, 

b(t)=
4 5 4 5 40 0 1 1 0 1 2 2 0 6 1 2 3 (4)

h 0 H y +H y H y +H y +H y H y +H y +H y +H y S
6
  

 

[

]
0 0 4 1 1 0 0 0 8 1 4 2 2 1 0 1 0 9 1 0 8 2 4 3

3 2 0 2 1 10 1 1 0 9 2 0 8 3 4 4 (4)

+ H y +H y (H -H )y +(H +H )y +H y
h

(H -H )y +(H -H +H )y +(H +H )y +H y
6

(H -H )y +(H -H +H )y +(H -H +H )y +(H +H )y +H y T

 

(5) 
The generalized form of the output equation in Hybrid domain may be expressed 

as: 

( )

i i i

p0 (i-1) (m+i- p) (p-1) (m+i- p) (i- p+2) (p-1)
p=1 p=1 p=1

i 2

m m

h h hr G + r G - H G - K y
6 6 6

y =
h1+ H G
36

 
 
  

  

          

(6) 

Consider a closed loop system with input rc (t) , plant gc(t) , feedback h(t) and 
output yc (t) ,shown in Fig. 3. 

 

 

Fig. 3. A closed loop system with step input. 

Table 1. Samples obtained via direct expansion and convolution of hybrid function method 

 
 
 
 
 
 
 
 
 
 
 

t 
(sec) 

y 
[Samples of 
yc(t) ] using  

exact method 

y 
[Samples of 

yc(t)obtained via 
HF domain 

analysis 
0 0 0

1/4 0.2907 0.3112
2/4 0.3095 0.3390
3/4 0.2225 0.2446
4/4 0.1230 0.1307
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This system is analyzed in HF domain with  r(t) =u(t), gc(t)= 2exp(-4t) and 
h(t)=4u(t) form=4with T=1 s. The exact output of the system is 

yc(t)=exp(-2t)sin(2t). 

 

 

Fig. 4. Closed Loop Analysis with direct expansion of HF via MATLAB 

 

Fig. 5. Closed Loop Analysis with direct expansion of HF via Microprocessor 

 

Fig. 6. Closed Loop Analysis with convolution of Hybrid Function Method via MATLAB 
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Fig. 7. Closed Loop Analysis with convolution of Hybrid Function Method via Microprocessor 

4 Closed Loop System Identification 

Closed loop convolution may be written as  
 

1 0 2 1 3 2

1 0 2 1 0 3 2 1
0 1 2 3 (4)

1 0 2 1 0

1 0

0 2e +e 2e +e 2e +e

0 e +2e e +4e +e e +4e +ehy(t)= g g g g S
6 0 0 e +2e e +4e +e

0 0 0 e +2e
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]
0 1 0 1 1 0 0 2 1 0 1 2 1 0 2 1 0 0 3 2 1 1 3 2 1 0 2 2 1 0 3 1 0

0 4 3 2 1 4 3 2 1 2 3 2 1 0 3 2 1 0 4 1 0 (4)

(2 + )+ ( +2e ) g(2e -e-e )+g(e+3e-e )+g(e+2e )

g (2e -e -e )+g(e+3e -3e -e )+g(e+3 -3e-e )+g(e+3e-e )+g(e+2e )

h
+ g e e g e g(2e -e -e )+g(e +3e -3e -e )+g(e +3e -e )+g(e+2e )

6
e T

   

 (7) 

Comparing from the Open loop identification SHF Equation we may write : 

1 0 2 1 3 2

1 0 2 1 0 3 2 1
0 1 2 3 0 1 2 3

1 0 2 1 0

1 0

0 2e +e 2e +e 2e +e

0 e +2e e +4e +e e +4e +ehy y y y = g g g g
6 0 0 e +2e e +4e +e

0 0 0 e +2e

 
 
 
         
 
  

             

(8) 

Comparing the equations from Open Loop System Identification we may write  

0 1 2

4 5 6
0 1 2 3 0 1 2 3

4 5

4

ε E E E

0 E E Ehy y y y = g g g g
6 0 0 E E

0 0 0 E

 
 
 
         
 
  

                    (9) 

-1
0 1 2

4 5 6
0 1 2 3 0 1 2 3

4 5

4

ε E E E

0 E E E6g g g g = y y y y
h 0 0 E E

0 0 0 E

 
 
 
         
 
  

             

(10) 

Comparing between last elements of the second parts (TF) of equations (7) and 
(10), we get 
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4 40 3 2 1 3 2 1 2 3 2 1 0
4 3

43 2 1 0 1 0

g (2e - e - e )+ g (e +3e -3e -e )+ g (e +3e -3e - e )hy - y =
6 + g (e +3e - e )+ g (e +2e )

 
 
     

(11) 

So, final generalized output is as follows  

{ } { }m-1

m i0(m-1) (m-1) (m-2) (2m-i) (2m-i-1)
i=1

m

m

h[y - y ] - g E - E + g E - E
6

g =
h E
6

 
 
 



  (12) 

Illustrative Example 2 
 

 

Fig. 8. Closed loop system with step input 

Table 2. Samples obtained via direct expansion and de-convolution of hybrid function method 

T 
(sec) 

ged 
[Samples of 

ge (t) ] 

gec 
[Samples of 

e g (t) obtained via HF 
domain analysis 

0 1.0000 24.0000
0.25 0.7788 -22.011
0.50 0.6065 23.5557
0.75 0.4723 -22.3578
1.00 0.3678 23.2867

 

 

Fig. 9. Closed Loop Identification with Direct Expansion of HF via MTALAB 
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Consider a closed loop system of Fig. 8with input = u(t), h(t) = u(t) and 

output = . The plant = exp(-t) is calculated using 

HF domain via deconvolution and compared with the direct expansion of the plant. 
Let, time T = 1 s, m = 4 with ε =10-4.  

 

 

Fig. 10. Closed Loop Identification with direct expansion of HF via Microprocessor 

 

Fig. 11. Closed Loop Identification with Hybrid Function Method via MATLAB 

 

Fig. 12. Closed Loop Identification with Hybrid Function Method via Microprocessor 

e (t)r

e(t)y 2 t 3
exp - sin t

2 23

  
       

e(t)g
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5 Conclusion 

The presented work shows the application of a set of hybrid functions (HF) which 
evolved from the synthesis of sample-and-hold functions (SHF) and triangular 
functions (TF). This set is employed for determining the result of convolution as well 
as ‘deconvolution’ operation of two time functions and the same have been employed 
for solving control system analysis and synthesis problems. The theory is supported 
by examples and the results are compared with the exact solutions via microprocessor 
realization and MATLAB through Fig. 4, Fig. 5, Fig. 6, Fig. 7,Fig. 9, Fig. 10, Fig. 11, 
Fig. 12 and Table 1 and Table 2. The difference of values obtained via direct 
expansion and convolution of hybrid function method in Table 1explains that 
percentage errors of computation do exist when computed via the closed loop system 
analysis by HF with respect to the exact solution. Of course the error decreases on 
increasing the sample points. Table 2 shows closed loop system identification which 
is a pure case of numerical instability. 
 
Acknowledgements. The authors are indebted to Professor Anish Deb, Department 
of Applied Physics, Calcutta University for using Hybrid function algorithm in  
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Abstract. Cognitive Radio has been acknowledged to be the ultimate solution 
to meet the huge spectrum demand due to various state-of-the-art 
communication technologies. It exploits the underutilized frequency band of the 
legacy users for the unlicensed users opportunistically. This requires a sensible 
spectrum sensing technique, generally performed by binary hypotheses testing. 
Noise and signal plus noise distributions are important in this context. These are 
assumed to be Gaussian in the suboptimal energy detection technique whereas 
these assumptions may not be validated by practical data. In this paper, the 
signal plus noise distribution is approximated by four distributions, known as 
Kaplansky distributions that closely resemble with Gaussian distribution. 
Testing of hypothesis is performed by non-parametric Kolmogorov Smirnov 
test and power of the test is calculated for a specific false alarm probability. 
Numerical results are provided in support of our proposition. 

Keywords: Cognitive Radio, Kaplansky distributions, non-parametric 
Kolmogorov Smirnov test, power of test, false alarm probability. 

1 Introduction 

Wireless technology is flourishing rapidly in recent times due to its diverse 
applications. This requires huge frequency band, whereas static spectrum allocation 
policy puts a barrier to cater a large number of users [1-6]. So, it is necessary to 
recycle the underutilized frequency bands from the legacy or primary users (PU) in an 
opportunistic as well as negotiating basis without affecting the other licensed users’ 
transmission process, known as Dynamic spectrum access [7-9]. A careful searching 
methodology of vacant frequency band or spectrum hole is necessary to solve the 
spectral congestion problem. This is generally done by binary hypotheses testing [10-
15]. Noise and signal plus noise distributions are significant in spectrum hole 
detection method. In energy detection technique, both are considered as Gaussian, 
whereas real time data may not support these underlying assumptions. In this paper, 
the noise distribution is granted as Gaussian (that may be justified by Central Limit 
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Theorem), whereas signal plus noise distribution is approximated by a number of 
distributions, proposed by Kaplansky, that closely resemble the Gaussian distribution. 
Kaplansky graphs are some examples of distributions with various values of kurtosis 
discussed by Kaplansky in 1945 [16,17]. The binary hypothesis testing is performed 
by non-parametric statistical method [18,19]. The Kolmogorov-Smirnov (referred to 
as KS) test statistic is applied which   belongs to the supremum class of EDF statistics 
and this class of statistic is based on the largest vertical difference between the 
hypothesized and empirical distribution [20]. Numerical results are presented to 
validate our proposition. Power of the test is then calculated for a specific false alarm 
probability. Numerical results are given to show the improvement of power of the test 
with enhancement of sampling points. 

1.1 Earlier Works 

Tandra and Sahai (2005) [14], and Tandra and Sahai (2008) [13] considered the 
detection of the presence/absence of signals in uncertain low SNR environments. 
They reported that noise uncertainty problem occurs if the noise distribution deviates 
significantly from its Gaussian nature. They also showed that the signal cannot be 
detected i.e. robust detection is impossible if SNR falls below a certain level. 
Recently Wang et.al (2009)[15] formulated the spectrum sensing problem in cognitive 
radio as a goodness of fit testing problem and proposed the Anderson – Darling (AD) 
sensing algorithm by applying the Anderson – Darling test to spectrum sensing. In 
their paper the observed data is compared with a specific distribution (Gaussian) of 
the received signal and decision is taken accordingly. They reported that AD sensing 
is an effective and sensitive method especially for small samples compared to Energy 
detection based spectrum sensing method. 

1.2 Scope of the Present Work  

In this paper, we propose a class of distributions like the Gaussian distribution as the 
distribution of the received signal under alternative hypothesis. This is logical because 
the signal plus noise distribution may deviate from the Gaussian nature but closely 
follow it. In Tandra and Sahai’s paper [13] noise uncertainty was considered due to 
Gaussian nature. In our paper, noise uncertainty has not been considered. Wang et.al 
(2009) [15] proposed a non-parametric method but at the time of simulation H1 was 
considered as Gaussian. They have showed that AD sensing is applicable especially 
for small samples. In our paper four types of Kaplansky distributions have proposed 
and also for large samples, our distributions closely resemble the Gaussian 
distribution. In this paper, random data are generated for different sample size to 
validate the distributions by plotting the respective histograms. Finally, it has 
demonstrated that the detection probabilities are improved for a specific false alarm 
probability with increasing sample sizes. The paper is organized as follows. Section 2 
gives the detailed detection methodology. Numerical results are given in Section 3. 
Section 4 concludes the paper. 
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2 The Detection Methodology 

2.1 Formation of Binary Hypotheses  

The binary hypotheses regarding the existence of a spectrum hole can be expressed as 
follows: 

          H0:  )()( nwny =                       decide frequency band is vacant 

         H1:   )())(()( nwnxhny +=       decide frequency band is occupied                   (1) 

where )(nw is the noise signal, )(nx is the transmitted signal by the PU, )(ny is the 

received signal by the energy detector, h being the channel response and it is 
considered that N number of sampling points are taken. Here, we consider 

)1,0(~)( Nnw , a standard normal variate.  

Table 1. List of distributions with µ4 and maximum ordinate 

Distribution µ4 Max ordinate ( = 13√ (2.25 +  
 
2.75 

 
 0.423 

( = 32√2  16√ (2.25 +  

 
3.125 

 
   0.387 
 

( = 16√ ( + 4  4.5   0.470 

  ( = √√ (2 +  2.667  0.366 

2.2 Kaplansky Distributions 

All Kaplansky distributions are symmetric with mean 0 and variance 1 and have 
density functions, for variable x and c=√π. By default, densities are shown by 
Kaplansky for the range0   44.  

The distribution of y (n) under H1 can be approximated by any of the four 
distributions )(yfK

, K =1, 2, 3, 4 as given in Table 1 and omitting the index n. The 

Gaussian distribution is basically mesokurtic in nature with 34 =μ , 
4μ being the 

fourth order central moment of a distribution. The maximum ordinate of a standard 
normal distribution is 0.399. Table 1 shows close resemblance of the four 
distributions with respect to 

4μ and maximum ordinate. Our assumption is logical 
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because in energy detection technique, it is considered that x (n) also follows 
Gaussian distribution. If fading acts on the signal, it is very natural that the signal plus 
noise distribution may deviate from its Gaussian nature but closely follow it. The 
corresponding cumulative distribution functions (FK(y)) can be expressed as, 
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1 yyyF Γ−Γ−=                                              (2) 
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Where dtttba
a

b )exp(),( 1 −=Γ 
∞

−
 

2.3 Reframing the Hypotheses for Inference 

The binary hypotheses can be reframed as 

H0:   )()( yyF Φ=   decide frequency band is vacant 

             H1: )()( yFyF K=     decide frequency band is occupied 

Where ( )dtty
y


∞−

−=Φ 2
2
1exp

2

1
)(

π
 and K = 1, 2, 3, 4                                          (6) 

Numerical data can be obtained for different N values and the empirical 
distribution can be obtained from the data. The test statistic can be formulated 
according to Kolmogorov-Smirnov test [20] as 

          ND  = sup )()( yFyFN −                                              (7) 

Where )( yFN
 is the cumulative distribution function of the empirical distribution 

obtained from the observed data. ND  is compared with a threshold γ  and H0 is 

rejected if γ>ND .  

The false alarm probability 
fP  is given by 

                γ>= Nf DPP ( | H0)                                               (8) 

Also, the probability of detection can be expressed as 

γ<−= Nd DPP (1 | H1)                                               (9) 
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fP  is considered constant (α). If )(yF  is assumed to be continuous, then for γ > 

0  and N ∞→  

                          )2exp(1)( 2yDP N
y

N −−=<                                        (10) 

The test statistic 24 NNDT =  follows chi-square distribution with two degrees of 

freedom.  
For certain α value  )( λ<TP  can be found from chi- square table. Consequently,  

ND  can be calculated as 

                         )(4
1 λ<= TPD NN

                                            (11) 

The probability of detection can be found by 

)(1 Nkd DFP −=                  K =1, 2, 3, 4                             (12) 

3 Numerical Results 

In this section, we present simulation results to demonstrate the performance of 
detection probability with increasing sample-size discussed above. Random samples 
of different sizes (N up to 2000) are taken from Rayleigh faded channel. 
We consider two cases: 05.0=α  and 01.0=α  

Fig. 1 and Fig. 2 shows the Histogram for  05.0=α  and 01.0=α  respectively 
which is a graphical representation of the distribution of data. The height of a 
rectangle is equal to the frequency density of the interval and the total area of the 
histogram represents the number of data. These data help to calculate cumulative 
distribution function )(yFN

 by which we obtain Kolmogorov-Smirnov test statistic 

ND  values in equation (7). 

When 05.0=α , )( λ<TP = 5.99 and thus 

                  
05.0,ND =1.22/√N                                                       (13) 

Also, when    01.0=α , )( λ<TP = 9.21 and 

                
01.0,ND  =1.517/√N                                                     (14) 

So, DN can be calculated for different N values and consequently Pd can be 
calculated for a specific K value. Fig. 3 and Fig. 4 show the improvement of detection 
probability when the sample size is increased. So, it may be inferred that the choice of 
Kaplansky distribution under the alternative hypothesis is appropriate. One problem is 
that, in order to get high detection probability, the sample size should be high. This, in 
effect, may enhance the receiver complexity. Thus, a trade-off may occur between the 
detection probability and the receiver complexity in this detection technique. 
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Fig. 1. Frequency density vs. observed data plot for α=0.05 

 
Fig. 2. Frequency density vs. observed data plot for α=0.01 

 

Fig. 3. Detection probabilities vs. sample size plot for α=0.05 
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Fig. 4. Detection probabilities vs. sample size plot for α=0.01 

4 Conclusion 

It is a common phenomenon that signal plus noise distribution often deviates from its 
Gaussian nature. Kaplansky distributions closely follow the Gaussian distribution and 
thus may be treated as a suitable substitute under the alternative hypothesis. 
Numerical results also show that the detection probability also improves as the sample 
size increases. Therefore, the Kaplansky distributions can be exploited safely in the 
non-parametric case, that is, when the exact distribution of signal plus noise is 
unknown. 
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Abstract. As Global Positioning System (GPS) behaves irrationally due to poor 
satellite reception, we provide an overview of indoor position detection of 
objects to precisely find out positions of different objects. Here we come up with 
Radio Frequency Identification (RFID) as an important tool for detecting objects 
that are occluded from satellite visibility. We briefly describe underlying 
architecture of RFID technology. We show how many innovations RFID 
technique have made by combining with Ultrasonic sensors, Infrared sensors, 
Impulse-Radio Ultra wide band, and image sensors that lead to different models. 
We also discuss these approaches in this position determination scheme as well 
as provide an overview of the pros and cons of each system. We also compare 
many existing systems and based on the underlying drawbacks, we propose a 
novel system design, architecture and illustrate its usefulness. 

1 Introduction 

Global Positioning System (GPS) was primarily used in every sphere for location 
determination.  GPS still serves its best when applied to outdoors applications but is 
often not possible in case of indoors. This is because the signals received from the 
satellite are very weak and uneven and is not adequate for the GPS enabled devices to 
accurately determine the location. Positioning or localization is the determination of 
location of a person or an object inside any closed domain of a building. Numerous 
methods and gadgets for location sensing have been proposed in the literature taking 
many factors into account. But, with technical advances we ought to increase the 
accuracy in locating the spatial positioning of objects. The traditional models used for 
actuation are radio signal based wireless networks. But, for these systems to work, the 
Receiver (Rx) obtained signals in the Line of Sight (LOS) with the Transmitter (Tx) 
and also in deflected and reflected paths, which posed the main challenge for distance 
and direction calculation. Though several methods exist for indoor position detection, 
but none has been standardized due to several other factors such as performance, cost, 
effectiveness, etc. We have chosen positioning system using RFID as the base due to 
its simplicity; ease of implementation, cost effectiveness as well as for improved 
performance. Simple RFID tag design has led to immensely low power consumption 
and thereby lowering the cost of the system.  
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1.1 Parameters for RFID Localization 

For determining location of RFID position based systems, some parameters are of 
particular interest. These are Time of Arrival (TOA), Angle of Arrival (AOA) and 
Received Signal Strength Indicator (RSSI). Though based on system architecture, 
researchers have developed several other ways of determining exact location of the 
objects. Time of Arrival, also called the Time of Flight (TOF), is the time required for 
a radio signal to travel from a single transmitter to a single receiver. But if multiple 
receivers are present, then the variation in TOA and time difference of the arrival of 
the signal are taken into consideration. Before we start measuring TOA, the receiver 
and the transmitter needs to be time synchronized. On the other hand, AOA measures 
the angle between the line joining the transmitter and receiver and reference line in a 
particular direction. This works best for rotating device or for a system having a 
number of receivers. While it is less accurate, RSSI is an important tool for measuring 
the power in the received RF signal. Its value varies inversely with the distance 
between the transmitter and receiver if path loss exponents are taken in to 
consideration. 

1.2 Architecture of RFID System 

The milestone of radio communication was laid long back in 19th century with the 
advent of electromagnetism. Modern day RFID technology is an extension of those 
principles with many new strata of improvement. Robert Watson-Watt obtained an 
important patent in 1935 for “Radio Detection and Ranging System” and could be 
said to be the pioneer of this system. A basic RFID system comprises of four 
fundamental components: RFID tags or transponders to carry permanent identification 
information of itself, hence “automatic identification” concept was introduced. RFID 
reader or transceiver can energize RFID tag and read tag’s information. Antenna 
always remains attached to the reader and passes on energy to the RFID tags. 
Middleware or Reader Interface Layer collects the tag’s value and maps its tag 
information and all the signals to a unique identification 

RFID based system has been classified according to the presence or absence of a 
radio signal transceiver and an attached power supply with its tag. Active RFID based 
systems have an active RFID reader and an active RFID tag. The RFID tag has an 
internal power source within it to power the tag and for communication circuit to 
work in radio frequency. It is continuously powered on if it is in sensing proximity of 
the reader. In the idle mode, the tag uses less energy as compared to active state. A 
passive RFID system requires an active RFID reader and a passive RFID tag. A 
passive RFID tag does not need internal power source for it’s working but uses the 
radio frequency energy of the reader to power up the tag. RFID reader broadcasts 
electromagnetic signal to the RF tag. The antenna of the tag stores charge into the 
capacitor on receiving the signal from the reader. When the capacitor attains sufficient 
energy, it releases it to the coil of the tag over time. This leads to an encoded radio 
wave signal containing information in the tag, which is then received by the reader 
and is demodulated. This technique is called “backscatter”. The reader sends this data 
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to middleware that then sends the data to the intended system for further 
interpretation. Generalized working principle of passive RFID and active RFID based 
system has been shown in Fig. 1. 

 

 

Fig. 1. Working of passive RFID and active RFID system 

2 Related Work 

There had been several schemes proposed for accurate indoor position determination 
and the most widely used technique had been the RFID. Olszewski et al.[3] have used 
the RFID to locate the area of interest along with indoor navigation with the help of a 
RFID positioning robot. They have also used the hybridization of ultrasonic and 
infrared (IR) sensors to intelligently traverse the pathway without any hassle and take 
diverse route to avoid any collision. The RFID antenna placed on readers according to 
triangulation pattern to be used by the TOA scheme and some technique of RSSI to 
locate an immediate position. The system integrates all the information about 
location, navigation and obstacle avoidance from the RFID. With the assumptions 
about the range of 2.5ft from the robot an accuracy of about 94% is achieved. But, 
there are certain limitations in the tag placement with the detection area and potential 
tag collision. 

Similar attempt has been made [1], [2], [4] using a combination of RFID and an 
Ultrasonic Sensor to detect the location of objects and people indoor. The system is 
composed of caller, RF transceiver based sensors and transponders. In this active 
RFID based system, the transponder is used for emitting controlled ultrasonic waves 
that is used as transmitter, i.e., works similar to that of a tag in the RFID system. 
Caller broadcasts command to the transponder and sensor to set their timer to default 
setup. Ultrasonic signals are sent by the transponder to the fixed sensor, thereby 
distance is calculated using signals time difference. The sensor has two separate 
Rx/Tx modes for receiving and transmitting purposes with independent frequency 
channels. Information from a minimum of three sensors is needed in order to 
determine 3D location of the transponder using spatial coordinate values. The sensor 
and the transponder need to be within the transmission range of the caller and in LOS, 
which is an implied limitation to the system. 

Zhou et al. [5] proposed another hybrid architecture where image sensors are 
utilized as a tool along with radio signal for adaptive indoor location detection. This 
system aims at location detection in order to offer smart and wide media access for 
digital home applications. The proposed system comprises of a RFID or WIFI 
transceiver and active RFID tags or any WIFI transmitters to send the radio signals 
across home. They used cameras having low complexity for interactive gesture 
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recognition. With the variation of radio signal strength, any presence of human is 
detected, threshold for powering on the camera is calculated and threshold is updated 
periodically. Orientation of the users has been assumed for accuracy. By different 
probabilistic analysis of noise level between the range of 1dB and 6dB, success rate of 
about 95% has been achieved. But there are some aspects that could be improved in 
terms of sensing range and the area covered. 

Another attempt have been made [6], [7] by using ultra low power RFID tags for 
precise location determination. They have come up with exploring a hyperbolic 
localization scheme with ultra wide band (UWB) impulse capturing receivers. It 
estimates the TOA and the time difference to find the tag location. The tag is active 
for a very short interval (0.72ms) for impulse radio UWB generator to feed in input 
signal and remains idle for rest of the time (1s). The cheap energy detection anchor 
receiver samples received signal and sends to a locator reader. After that, the received 
signal is sampled at high rate by integrating small time fragments. Proper measures 
are taken to reduce the total number of repetitive transmission, which is dependent on 
the pulse repetition interval (PRI). This also consumes current during frame 
transmission and retransmission and therefore needs to be optimized. Results obtained 
indicate prolonged system lifetime and geometric location analysis shows improved 
position accuracy in the range of 10cm.  

Zhou et al.[8] have proposed a time and energy efficient system that aims towards 
3-dimensional localization. Instead of all the available references they have 
considered interaction of reference tags with reference readers to find out precise 
location with higher efficiency. They used an efficient passive and active scheme for 
locating a target reader with fewer tag responses and reduced power computation. It 
selects the reference reader based on the minimum power level and thereon estimates 
the distance. Finally, the reading load is determined depending on the communication 
radius, reference tag density, power level and the distance between reader and tag. 
This system is quite promising in its effectiveness and accuracy of 95% with 
minimum incurred error. The time/energy cost is observed to be reasonably low 
thereby increasing the life span of the system. 

The proposed localization method [9] aims at continuously changing the power 
levels of the RFID readers to determine distance and location of the target tag. They 
have used reference tags to minimize location uncertainty and enhance throughput in 
terms of cost, speed, accuracy and efficiency. Three localization algorithms have been 
proposed to reduce errors with power level as input but are flexible to support more 
algorithms in future. They have sorted the values of the power to converge to the 
minimum value and deploy schemes to minimize the location errors. This scheme is 
shown to have an average accuracy of 15cm with error of 0.31cm. But, the system 
fails to address the issue of tag collision and cannot minimize the tag detection time. 

Holm et al. [10] have used hybrid methods of refined room-level ultrasound 
technique to go hand in hand with RFID system for motion tracking of any object or 
person in a room. They assumed every room to have a fixed ultrasound tag 
(transmitter) to communicate with multiple wearable receivers (without exceeding the 
permissible ultrasound tolerance) with a small battery. The change of direction 
property of ultrasound propagation minimizes power consumption of the battery for 
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transmitter. They utilized ultrasound-RSSI and Doppler shift to enhance the accuracy. 
It employs RS-232 interface to obtain frequency shift keying instead of deriving the 
values of ID, RSSI and Doppler shift through RF-link. Results indicate successful 
detection of path tracing by velocity estimate graphs and RSSI plots. 

A different concept of designing a fault tolerant RFID reader localization approach 
[11] has been proposed where the aim is to minimize the effect of errors in large 
region. In reader localization scheme, there are a number of tags placed and position 
of a portable reader is determined. The reader only provides information about the 
detected tags without using RSSI. Short fault can be eliminated by multiple reading 
methods and for long duration, faults are detected and corrected by incorporating 
geometric knowledge of all activated tags in the region. The activated region is 
determined by circular patterns of the signals (centroid method) and also by the key 
pair and quality index value of the two adjacent tags. As compared to the existing 
system, it is efficient in detecting regional faults using angle loss values. 

3 Comparative Analysis of Existing Models 

LANDMARC [13] and SpotON [12] are the two most famous models for location 
sensing using RFID technology. Table 1 shows comparison of qualitative and 
quantitative parameters of the two technologies. Numerous models have been 
designed till date but still there is a dearth of a complete system that efficiently 
manages indoor localization issue removing the potential challenges. From the 
analysis above it is found that issues are mainly with determination of localization 
parameters, anti-tag collision scheme, cost and power consumption. Hence a novel 
approach is desirable to mitigate all these issues. 

Table 1. Table of comparison of two existing models 

Qualitative SpotON LANDMARK 
Localization technique Triangulation  Using reference tags & RSSI 

Battery life 10 hrs. 3.5yrs 

Accuracy Poor Better 

Reponse time 10 to 20 sec 7.5 sec 

Cost Costlier Cheaper 

Quantitative   

Read range 15ft 150 ft. 

Operating frequency 916.5 308 

Searching capability 3 dimensional 2 dimensional 

Multiplexing techniques Not used Not used 

4 Proposed Approach 

RFID system face several technical challenges like tag collision and battery 
efficiency. Several tag anti-collision schemes are present and widely used is the time 
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division multiple access (TDMA). Our proposed method uses a basic RFID system 
with RF tags and readers and RSSI value is used to detect location of an object. Also 
a combination of TDMA, code division multiple access (CDMA) and frequency-reuse 
technique is used to avoid multiple tag collision. To locate an object inside a large 
room, we divide the area into number of grids. Each grid is provided with a reader 
and the objects are having passive tags. The tags are capable of modulating signals 
carrying information about its identification and specific parameters. Readers 
broadcast radio signal to activate multiple tags tuned in a particular frequency called 
the downlink frequency. The time frame is broken into several slots based on the 
number of tags present. In the first slot, the activated tags send their identification 
information to the reader by using CDMA technique having similar pseudo code. By 
this technique several tags can send their information simultaneously over a single 
channel by generating orthogonal pseudo codes. In the second time slot, next set of 
activated tags transmits. By this technique tags are able to use only one frequency for 
receiving signal and one frequency for transmitting signal. After that the reader 
demodulates the received signal and can uniquely identify a tag and compute desired 
information.  

Let the downlink frequency be ‘F1’ and uplink frequency be ‘F2’ and there be ‘n’ 
number of time slots ‘TS’ present for ‘x’ readers. We have chosen four orthogonal 
pseudo codes ‘PC’ and based on these codes the tags are assigned to each time slots. 
The schematic diagram has been depicted in Fig. 2. If the number of tags increases 
then the time slots needs to be reduced and more slots could be accommodated. The 
mentioned process is obtained in an optimized way based on the number of tags and 
readers present but number of frequency channel to be used remains constant. 

 

Fig. 2. Schematic representation of proposed uplink model 

5 Conclusion 

RFID system is an aspiring area for indoor positioning system and its application is 
increasing drastically. RFID finds its application in industrial spheres like health care, 
medical sector, animal rearing, transportation areas, parking garages and many more. 
Several methods have been proposed and each has their positive and negative aspects. 
Our novel approach will reduce the complexity of RFID systems considerably and 
will pave the way for many areas to be explored. One such field would be to apply 
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this technique for communicating in highly congested and noisy areas like stock 
exchange and stock markets where cellular communication fails.  The work could also 
be extended for facilitating communication with people having visual or hearing 
impairment. 
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Abstract. Now-a-days the increasing burden of maintaining both the topic-
specific software and the framework that houses the basic components has 
become uncomfortably expensive. Most of the framework for legacy software 
has not been migrated to modern programming languages or new computational 
platforms. The flexibility of using this legacy infrastructure becomes more 
difficult. This situation is complicated by the use of government created 
software tools, which may also be out of date or generally are awkward to 
modify/manage. These conditions have driven an unstoppable movement to 
COTSS-based tools. In view of the above it is proposed to develop an 
Electronic Warfare simulator using COTS tools like STAGE for EW Scenario 
Generation and VAPS XT for building Dynamic displays. 

Keywords: STAGE, Distributed Simulation, VAPSXT, Electronic Warfare. 

1 Introduction  

One way to potentially reduce training costs is to use EW simulator to provide a 
realistic mechanism for the EW unit in which to train all the facets of the EW process. 
Simulation, from an EW perspective, includes battle field dynamics and emitter 
environment. Achieving a high degree of competence in EW requires both the ability 
to read computer based presentations of threat activity cognitive and skills which the 
analyst must apply when time is short and environment is one of high stress. Training 
EW personal to properly interrupt The Electromagnetic Environment and make 
correct decisions in this difficult environment requires a simulator which is highly 
interactive and depicts the EW environment with a high degree of realism. 

The primary purpose of EW simulation in the battle field scenario is, to model the 
effects of a tactical management between two teams in dense EW environment and to 
predict the likely outcomes. Simulation used by military commanders to prepare them 
there, staff and supporting command and communication systems without actual 
combat. The simulators can aid the EW commanders in threat perception, EW 
planning and deployment. Simulation is used to experiment with theories of warfare 
and refines the plans without the need for real resources. 

Commercial-off-the-shelf (COTS) [11] software products are widely used now in 
software development, and their usage should increase quality of the product and 
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reduce the time of its development. COTS have come to represent the solution when 
budgets and time scales are tight and engineering staff are becoming tight harder to 
come by. Remaining sections are as follows: Section 2 Presents Electronic Warfare 
Simulation, Section 3 Presents Interoperability between COTS Simulation Models, 
Section 4 Presents Scenario Toolkit and Generation Environment Section 5 Presents 
Conclusion. 

2 Electronic Warfare Simulation 

The term Simulation is the process of creation of an artificial situation or stimulus that 
causes an outcome to occur as through a corresponding real situation or stimulus was 
present. EW simulation is artificially created so that equipment can be tested and 
operators can be trained under realistic conditions. EW engagements are typically 
complex, with many threat emitters seen in constantly changing in [3]. Electronic 
Warfare is a military action that involves using electromagnetic spectrum to detect it, 
analyze and prevent the enemy’s spectrum and also protecting our own spectrum. EW 
uses electromagnetic waves in battlefield. EW aims at reducing the enemy’s 
electronic activity and simultaneously safeguarding own electronic systems from the 
enemy’s EW activities in [3]. Electronic support includes signal intelligence 
(SIGNT), which consist communications intelligence (COMINT) and Electronic 
intelligence (ELINT). EW is divided into three measures (as shown in Fig. 1.).  

 

 

Fig. 1. Classification stages of EW Simulation 

ESM supplies the necessary intelligence and threat reorganization to allow 
effective attack and protection. It allows us to search for, identify and locate sources 
of interaction and unintentional electromagnetic energy in [4]. ECM involves actions 
taken to prevent or reduce an adversary`s effective use of the electromagnetic 
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spectrum through the use of electromagnetic energy. ECCM, which ranges from 
designing systems resistant to jamming, through hardening equipment to resist high 
power microwave attack, to the destruction of enemy jammers using anti-radiation 
missiles. 

3 Interoperability between COTS Simulation Models 

Today`s systems are mainly hybrid architectures in which part of the complete system 
is custom made and part is COTS. A new trend in software commerce is emerging: 
generic software components also called commercial-off-the-shelf components that 
contain fixed functionality. When a software component is integrated into system, it 
must support the style of integrations of the system architecture in order to work 
together with other components. If a COTS product has another style of interaction of 
the system architecture in order to work with other components. If a COTS product 
has another style of interactions, programmers must write integration software to 
allow this product to interact with other components of the systems. Since most 
COTS products cannot be changed by users because of absence of source code and 
other reasons.  The simulation models designed and developed in COTS simulation 
packages cannot be achieve a direct interaction with other COTS simulation models. 
Therefore for those packages that are open or partially open a so called wrapper must 
be developed that take care of the interoperability with other model. The wrapper 
provides two way interactions: 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Communication of Two COTS Simulation Models 

1. Interaction toward COTS simulation models using the interface function for 
accessing the internal data. 

2. Interaction with other models or wrapper of these models through a 
distributed simulation architecture using interoperability functions. 

Most of the Cots Simulation Packages have possibilities for the modeler to define 
such a kind of wrapper around the simulation model. The Fig. 2 depicts an 
architecture where two models are connected through their wrappers to distributed 
simulation architecture. The interoperability between the simulation models is 
achieved by applying distributed simulation architecture, like HLA. The Distributed 
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simulation [14] architecture the interoperability functions for simulation wrappers. As 
we stated before when two simulation models interact they might need to transfer the 
simulation entity from one model to another one, the receiver model must support the 
instantiation of the type of transferred entity.  

4 STAGE (Scenario Toolkit and Generation Environment) 

The stage, developed by PRESAGIS is another commercial simulation-oriented VE 
framework. STAGE is a software tool used to build and animate in real time synthetic 
environments containing both moving and stationary entities such as airplanes, ships, 
land, vehicles’, missiles, radar sites, etc. that interact with one another as a function of 
pre-determined rule sets, or through operator intervention during execution of the 
simulation. STAGE scenario provides a GUI to enter entity parameters into XML 
Database and assembles them into dynamic, interactive, complex and tactical 
environment. It can be used as a totally stand-alone synthetic tactical environment 
generator, or as a fully integrated simulator for other applications. The simulated 
system design is modeled using UML diagrams. The Electronic Warfare service 
interactions and the actions performed are modeled using sequence diagrams. 

 

 
Fig. 3. Radar non communication developed using STAGE Scenario Editor 

EW simulators which will Facilitates: Radar ES Simulator: This intercepts radar 
signals and displays the detected radars with bearing and their classification. The 
Scenario Generator application is developed using STAGE and VC++ using 
Microsoft Visual Studio 2008 IDE. Communication ES Simulator: Simulates an EW 
Receiver, which intercepts and analyzes hostel radio signals. This system consists of 
radio, Search receiver and monitors receiver simulations and associated GUI. 
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Description of sequence diagram for radio simulation [12] is as follows: User: The 
user enters user id and password. If the user entered parameters are correct and then 
the page redirects to scenario generation page. If the parameters are not correct, the 
user is requested to re-enter. Login Service: The user is correct person or not. 
Scenario Service: The user enters the parameters and the page is redirected to search 
receiver radio service. Radio Service: Creates the radio based on user parameters. 
Search Service: Searches for radio within user specified range. Monitor Service: 
Monitors the service and listen to the audio file. RFFS display: Graph showing 
frequencies and amplitude varying between user parameters. IF-PAN: The graph 
showing center frequency, center amplitude where communication takes place.  

5 Conclusion 

The EW simulation application is build by integrating various COTS tools like 
STAGE and VAPSXT to deliver the required functionality. Using this COTS 
technology in implementing EW scenarios and Dynamic displays development 
become easier. In this way, COTS tools enable electronic warfare simulation 
functionalities to be provided and consumed linking libraries, which simulation 
developers make accessible as a plug in order to allow simulation Engine to combine 
and use them in the production of electronic simulation applications. 
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Abstract. In modern Internet, different protocols generate numerous traffic 
types with distinct service requirements. Therefore the Internet traffic identifi-
cation plays an important role to improve the network performance as part of 
network measurement and network management task. Primarily well-known 
port based method was used. But latest services uses random and uncertain port 
numbers reduces the accuracy of identification. Consequently “payload based 
approach” also known as “deep packet inspection”, used but still resulted less 
accuracy and required huge operational resources and are exposed to encrypted 
traffic flows. The recent techniques classify the application protocol based on 
statistical characteristics at packet level using network flow-based approach. 
Dealing with several datasets and millions of transaction of packets needs the 
use of Machine learning techniques for classification and identification of traf-
fic. Our research shows the classification accuracy up to 99.7929%. In this  
paper we propose the statistical feature based approach for real-time network 
traffic classification. We compared the performance of three machine learning 
algorithms for the same.  This mechanism of real time protocol identification 
confirms improved performance and reduced complexity. 

1 Introduction 

Packet loss and delay sensitive traffic like VoIP, Gaming and real time multimedia 
communication requires certain information about internet services types to decide 
their strategies and design of system parameters. Also automatic resource reserva-
tions-allocations, billing process are the major tasks of service providers as part of 
network and internet traffic management. Also, the Internet security provision for 
different services on the Internet is an upcoming issue handled by different intrusion 
detection and prevention system against several attacks and corresponding protocol 
traffic for service providers and for the common Internet users too. For these issues 
the internet traffic identification through classification process has been a challenging 
problem for the Internet community nowadays.    

Sen [1] reported 30% accuracy for p2p traffic and Moore [2] reported 70% accura-
cy for port-based classification and hence Port based methods are not in much use 
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nowadays. Also because of heavy requirement of processing power, need of human 
intervention, large signature database handling requirement, inability to handle en-
crypted payloads and other privacy concerns, payload signature based method[3-6] is 
also rarely used. To overcome the constraints of the previous above techniques, newer 
methods with statistical attributes and machine learning algorithms are proposed to 
classify protocols depending upon statistical flow characteristics like unidirectional 
and bidirectional flow features.  The idea behind this approach is that Internet     
traffic generated by different classes of protocols has unique statistical features for 
each source of application. The main inspiration of this investigation is the research 
papers of machine learning based internet traffic classification [7-15] and [16-23] for 
real time traffic classification of internet protocols.      

Supervised classifiers like MultiboostAB, K-nearest neighbors and Naïve Bayes 
are selected for investigations. Machine learning, includes study of systems that can 
learn from given data. ML is trained on wanted protocol traffic to learn to distinguish 
between unwanted and wanted traffic. After training, it is used to identify new proto-
col traffic into unwanted and wanted traffic class.ML system deals with the processes 
like data representation of instances and data generalization. Learning from data in-
stances is also known as training or Representation. Performance is examined or 
tested on unseen data instances, is known as generalization process. Data instances 
are also known as traffic features. Sometimes these features are also called as discri-
minators or traffic attributes. The rest of this paper is organized as follows: Section 2 
shows literature survey of related research work. Section 3 gives brief explanation 
about ML classifiers. Section 4 tells about datasets used for training and testing. Re-
search methodology and analysis of data is given in Section 5. Section 6 concludes 
the research work and says about future work. 

2 Related Work 

Previous investigations in the traffic identification field are discussed as follows: 
Research papers [7-15] give the detailed idea about flow computation, features cal-

culation, training and testing with supervised and unsupervised ML methods. They 
are accurate but not suitable for real time traffic recognition.  But papers [16-23] 
indicate the classification of protocols for real time environment. 

Bernaille [16] explained the experiment on an early TCP classification of flow 
based features on first few complete packets for prediction of the unknown traffic but 
gives poor performance of the ML classifier if early packets of flows are missed.   

Statistical attributes are calculated by Nguyen [18] over multiple short sub-flows 
derived from full flows and showed the notable improvement in its performance and 
unaffected by missing of first few packets of flow. Supervised [18] and Un-
Supervised [17] ML techniques performance has been proven consequently. Yu Wang 
[19] also evaluated the efficacy of ML techniques with traffic attributes derived from 
the first few packets of every flow and achieved high accuracy.  System proposed  
by Xu TIAN [20] combines ML-based and behaviors-based method to give stable, 
accurate and efficient Real time traffic classification. Combination of payload based 
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features and statistical attributes is done by Dehghani [21] and showed the efficient 
real time traffic identification system. Accurate real time traffic classification module 
for high speed links is developed by Alice Este [22] and offering promising results. 
BuyuQu [23] proposed the technique of real time classification when forged data 
packets are inserted before actual communication of protocol.   

Thus, we have derived short sub flows from full flows and remarkable improve-
ment with improved accuracy is obtained. The idea implemented is working well with 
prominent features and classifiers used in this research work. Thus there is scope of 
further improvement and advancements. 

3 Machine Learning Classifiers  

In this paper, MultiboostAB, K-nearest neighbors and Naïve Bayes ML techniques 
are explained in brief as follows: 

3.1 MultiboostAB Classifier 

MultiBoosting is an extension to AdaBoost classification algorithm by combining 
with wagging technique and base learning algorithm used is C4.5. In weka this is 
known as MultiboostAB. Significantly lower error and superior parallel execution 
than AdaBoost and Wagging is observed. This technique also boosts the performance 
of learning algorithm. Basically bagging and boosting used to create an ensemble of 
classifiers. Wagging assigns different weights to data instances whereas bagging as-
signs equal weights. Boosting is iterative approach whereas bagging builds the clas-
sifiers independently. Thus in multiboost algorithm random weights are assigned 
using continuous poisons probability distribution and gives more accuracy than bag-
ging approach [24]. The algorithm is as follows:  

Multiboosting Algorithm steps: 

1. Start 

2. Assign random weights (WI) to data instances (DI) 
using  

Continuous Poisson distribution. 

3. For (each of the ‘t’ iterations) 

     { 

Call C4.5 learning algorithm to form a model for   
DI 

Compute error ‘E’ for all DI and Compute re-
weighting of data instances DI 

Keep WI unchanged for False Positives  
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Create set of DIL for low weight and DIH for high 
weight.  

Build classifier model C*(x) for re-weighted DI   

and classify DIH correctly. 

Combine C*(x) output using weighted vote to form a 
prediction with-  

            WV = -log (E/1-E) formula.  

      Add max. Vote Classifiers weights by choosing- 
class with greatest sum 

    If E is close to zero  

  {C*(x) receive a DIH shows C
*(x) performing well} 

    If E is close to 0.5  

  {C*(x) receive a DIL shows C
*(x) poor performance} 

       Do the final Prediction of C*(x) 

     } 

4. End 

3.2 K-Nearest Neighbors Classifier 

The k-Nearest Neighbors algorithm ( k-NN ) is simplest and a non-parametric, lazy 
learning or instance-based learning  method used here for Internet traffic classifica-
tion where  input data instances consists of the k closest training examples of 
processed traffic. It is a non-parametric method and used when probability distribu-
tions are not known or difficult to calculate. Algorithm stores all available processed 
data instance cases and classifies new cases based on a similarity degree like distance 
functions (Euclidean, Minkowski Distance etc). Traffic Data instances are classified 
by a most vote of its neighbors, and given a required class.  K-NN gives high flow 
accuracy in different domains of classification and hence it is taken as part of our 
investigations. 

K-Nearest Neighbors classification algorithm is as follows: 

Input: P, the set of k training instances,  
and test instances Q = (a' , b'), Ψ = class label 

1. Start 

2. Process:  

   { 

       1. Compute d (a', a), the distance between Q  
and every Data instance, (a, b)  ϵ  P 



 Analysis of Early Traffic Processing and Comparison 581 

       2. Select PQ ⊆ P, the set of k closest training 
data instances to Q 

    }    

3. Output: b' = ∑ I(( ,    PQ Ψ = b  

4. End. 

3.3 Naïve Bayes Classifier 

The Naive Bayes algorithm uses Bayes' Theorem and is based on conditional proba-
bilities with strong (naive) presumptions of independence and also known as indepen-
dent model of features. In simple terms, in internet traffic classification we consider 
number of features or attributes of flows. It is assumed that the presence or absence of 
a particular attribute of one traffic class is not related to any other attributes. It con-
siders all of these attributes and their independent probability distributions. This clas-
sifier can be trained effectively based on nature of probability model with fewer 
amounts of data for training to estimate the parameters like means and variances of 
features and not the entire covariance matrix. Thus it is fast to train and hence fast to 
classify the data instances and it is not sensitive to irrelevant traffic attributes. The 
algorithm steps are as follows: 

  1. Start 

2. Consider a set of tuple : T 

3. Set each tuple is an ‘n’ dimensional feature vetor 

4. Y : (y1, y2, y3, y4, y5, ……….yn)  

5. Let there be ‘k’ classes : C1, C2, C3, C4, C5,….CK 

6. Let NB classifier predicts Y belongs to class       
Ciiff 

7. P (Ci/ Y) > P (Cj / Y) for 1 ≤  j ≤ k, j ≷ i 
8. Max. Posteriori hypothesis with  

   { 

     P (Ci/ Y) = P (Y / Ci ) (P (Ci) / P (Y) 

     Maximize P (Y / Ci ) (P (Ci) as P (Y) is constant 

   } 

9.  Apply “independent feature model” assumption. 

10. P (Y / .Ci) = ∏ P (Y /C    
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11. P (Y / Ci)  =  P (Y1 / Ci )  *  P (Y2 / Ci )*    P   
(Y3 / Ci)  * P (Y4 / Ci )  * P (Y5 / Ci )* …… P (Yn 
/ Ci) 

12. End. 

4 Data Preparation 

We captured online internet traffic before router at junction point with mirror port 
strategy and stored for further investigations as proprietary dataset. Standard datasets 
for online games traces are used for Enemy Territory, Half Life and QUAKE-3 [26-
28]. We have also used the dataset from MAWI Working Group [29]. Training and 
testing datasets details of MAWI traces are mentioned in Table 1. 

Table 1. Traffic Protocols and Data Instances 

Protocols Training data instances Testing data instances 
Quake 11700 6027
Half life 7850 4043
DNS 14500 7469
HTTP 11000 5666
SSH 9579 4934
SMTP 13786 7101
POP3 10500 5409
FTP 11567 5958

 
The MAWI data set is a traffic trace from a trans-Pacific line (150Mbps link) in 

operation since 2006. This trace is publicly available in anonymized form, collected 
on December 07, 2013. Also we have used Manual-classification in our research and 
are referred from papers [25] and [26]. Full feature and Reduced feature dataset is 
computed as mentioned in work [25]. 

5 Implementation and Result Analysis 

5.1 Methodology 

Training and testing data instances from available datasets are computed and WEKA 
(Waikato Environment for Knowledge Analysis) tool is used for further research. 
Linux environment including GCC and Octave is also used for trace processing. We 
used MultiboostAB, K-nearest neighbors and Naïve Bayes classifiers and sixteen 
prominent statistical features like packet length (min, max, mean, sd), payload length 
(min, max, mean, sd), Inter-arrival time (min, max, mean, sd), flow duration (min, 
max, mean, sd) etc. 137089 samples are taken for training-testing purpose from 
MAWI and 87786 instances from proprietary and others mentioned sources. Different 
split options are used and ten folds cross validation is done. Cross validation is used  
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to obtain estimates of classifier model parameters that are not known. Subset evalua-
tor is applied to filtered data with Best first search method in attribute selection 
process. Parameters of evaluation like precision {TP/(TP+FP)}, recall {TP/(TP+FN)} 
and error of classifier is computed [15]. Further graphs are simulated for different 
evaluation parameters. 

5.2 Result and Analysis for Full Flows 

Fig. 1 indicates that Maximum accuracy of 99.7929% is obtained by K-NN classifier 
for full feature dataset and 98.8717% for reduced feature dataset. MultiboostAB clas-
sifier offers accuracy of 78.8923% and 74.837% for full and reduced feature dataset. 
Naïve bayes classifier provides 79.6147% and 82.6723% for full and reduced feature 
dataset. Better accuracy is offered for reduced feature dataset compared to full feature 
dataset by Naïve bayes classifier.  Fig. 2 compares training time required. It is ob-
served that least time is taken by Naïve bayes and maximum for K-NN. Training time 
of all ML classifiers shortens for reduced feature dataset in contrast with full feature 
dataset.  

Table 2. Metrics of Performance Analysis 

Parameters M-AB K-NN NB 
Accuracy (Full features) 78.8923% 99.7929% 79.6115% 
Accuracy (Reduced features) 74.831% 98.8717% 82.6713% 

Training Time (Full features) 16.45 Sec 70.07 Sec 8.25 Sec 
Training Time (Reduced features) 12.97 Sec 46.28 Sec 4.44 Sec 
MAE (Full features) 0.0488 0.0068 0.0461 
MAE(Reduced features) 0.0478 0.0099 0.0804 
Precision (Full features) 
Mean 
SD 

 
0.732 
0.061 

 
0.9723 
0.02251 

 
0.8118 
0.06673 

Precision (Reduced features) 
Mean 
SD 

 
0.6763 
0.09471 

 
0.9376 
0.03887 

 
0.7831 
0.06077 

Recall (Full features) 
Mean 
SD 

 
0.630 
0.09615 

 
0.9207 
0.04571 

 
0.7137 
0.08364 

Recall (Reduced features) 
Mean 
SD 

 
0.5945 
0.03526 

 
0.8801 
0.03810 

 
0.682 
0.1053 

Early packets to get  
max. Accuracy 

5th Packet and 
78% 

4th Packet and 
97.34% 

8th Packet 
and 
89.45% 
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sub-flows with few first packets achieves the maximum flow accuracy and fast com-
putation and reduces complexity. Parametric naïve bayes, non parametric K-NN and 
Meta classifier MultiboostAB algorithms are studied and their performance analysis is 
done in detail for real time environment. It is also noticed that for first few packets, 
the sub-flow accuracy can be greater than full flows accuracy mainly in Naïve bayes 
case compared to MultiboostAB. Initially our proprietary, standard ET, Quake Game 
datasets and standard MAWI group datasets are pre-processed in Linux environment 
to compute flows, statistical features and finally WEKA compatible ARFF file is 
developed for further research. Performance evaluation parameters for full flows are 
computed and analyzed in detail like accuracy, training time, and MAE for all three 
ML classifiers and compared thereafter. Detail analysis of Precision-Recall parame-
ters is done for ML classifiers for full flows and shows promising results. We also 
suggest using unsupervised and semi-supervised ML algorithms to identify the sub-
flows for training and testing the process of internet traffic identification in real time 
environment. Also effects of bidirectional and unidirectional flows on performance 
parameters are not discussed in this paper. It is also suggested to see the effect of 
flooding traffic by different tools like WAR-FLOOD, Trinoo, TFN and metasploit 
scripts will make this real time environment more interesting using ML classifiers. 
Also other optimum and orthogonal statistical flow discriminators can be tried. 
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Abstract. Communities are inherent substructures present in social
networks. Yet finding communities from a social network can be a dif-
ficult task. Therefore, finding communities from a social network is an
interesting problem. Also, due to its use in many practical applications,
it is considered to be an important problem in social network analy-
sis and is well-studied. In this paper, we propose a maximum spanning
tree based method to detect communities from a social network. Experi-
mental results show that this method can detect communities with high
accuracy and with reasonably good efficiency compared to other existing
community detection techniques.

Keywords: Social Networks, Community Detection, Maximum Span-
ning Tree.

1 Introduction

Social networks have become increasingly popular among users in recent years for
its unique ability to bring geographically distant people closer to each other. A
social network can be represented as a graph, with users as nodes and connections
between them as edges. An important problem in the area of social network
analysis is detection of communities. Social networks are graphs, which may
be directed or undirected in nature depending upon the relationship between
nodes. For example, in a telecom call graph, the caller and callee relation in an
edge determines the directionality of that edge. The edge will be directed from
caller to callee. In undirected graphs, the notion of directionality is ignored and
edge represents presence of communication. For unweighted graph, frequency of
communication may be used to assign weights to the edge. Users can be part of
nodes having common interests, like supporters of a fan club, discussion forums,
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movie addicts or celebrity fan following. In this paper, we try to partition social
networks into dense regions or communities.

There is still a lot of ambiguity in scientific community regarding the definition
of a community. The densely connected subgraphs, which share only a few edges
between them, are termed as a communities. Such dense regions signify a group
of related nodes and are inherent in social networks. Detection of communities in
social networks may be useful in applications such as finding groups of individuals
based on their culture, political affiliation, professional collaboration. Identifying
the intrinsic community structure of a network leads to a better understanding of
its underlying characteristics. As a result, a lot of effort has been put into devising
efficient techniques for finding communities in social networks [1–5]. Not many
of the detection techniques are known to be based on building spanning tree. In
this paper, we propose a method to find communities using maximum spanning
tree.

The remainder of the paper is structured as follows. First, we describe some
prior works on community detection in social networks. Then, in the next sec-
tion, we present our algorithm step by step for find communities using maximum
spanning trees. In the next section, we present the experimental results on dif-
ferent benchmark data-sets and finish with concluding remarks.

2 Prior Works

Study of past works reveal the emergence of various approaches of community
detection. In this section, we mention a few popular disjoint and overlapping
community detection techniques which are popular among network science re-
searchers and used in practice. One type of detection technique uses reachability
based detection methods [1], [2] categorize densely connected nodes into one
community using some modified traversal based methods. The main problem
with these methods is that they expect the networks to have some strict struc-
tures like cliques which may not necessarily be the case throughout. The other
type of community detection technique try to identify brokers or bridges and use
them to find the communities. Categorizing links based on vertex and edge be-
tweenness [3], [4] in practice take considerable amount of time thereby making
these methods impractical for real time community detection. Another popu-
lar method is detecting communities by maximizing goodness of subgraphs or
partitions of the networks. A community detection method devised by Clauset,
Newman and Moore, popularly known as CNM method [5], is widely used for its
low worst case runtime, i.e. O(md log n), where d is the number of divisions that
led to the final cover. Steiner tree [6] has been used for community detection
before but it is substantially different from our method.

3 Proposed Methodology

In this section, we explain the spanning tree based method we have used to find
communities from social networks.
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3.1 Problem Statement

Given a graph G := (V,E), where n = |V | and m = |E|, we intend to find a set of
k subgraphs or a cover of k communities, represented by Gs = {Gs1 , Gs2 , Gs3 , ...,
Gsk}, |Gs| = k, V = Vs = ∪k

i=1Vsi and E = Es = ∪k
i=1Esi , such that if the

maximum value of the goodness function of a graph G over a cover of size k is
given by CMGk

(G), then our aim is to find

argmax
∀1≤k≤n

CMGk
(G) = {CMGi(G)|∀i, j, 1 ≤ i, j ≤ n,CMGi(G) ≥ CMGj (G)}

For any i, j, where, 1 ≤ i, j ≤ n and Gsi , Gsj ∈ Gs, Vsi ∩ Vsj = Vsij and
Esi ∩ Esj = Esij . If, for all possible pairs of i, j, Vsij and Esij are ∅, then cover
Gs denotes a set of disjoint communities, otherwise Gs is considered to be a set
of overlapping communities where Vsij and Esij are the set of overlapping node
set and edge set between Gsi and Gsj .

3.2 Spanning Tree Based Method

In this method, our assumption is that a social network consists of triangles.
Scale-free property of a social network ensures that the distribution of number
of k-sized cliques follows power law [7]. Therefore, our assumption is a natural
one and it may not work only for special cases, where the graph is made by
combining many star networks or some other networks devoid of cliques of size
3 or more.

In our method, we use well known minimum cost spanning tree algorithms
to reduce the graph G into a maximum cost spanning tree T . Then we apply
a hierarchical clustering algorithm to keep dividing the nodes into hierarchical
groups by removal of weak edges.

Part 1: Transforming the Unweighted Graph into a Weighted Graph

In the first step of the process, we take an unweighted graph G(V , E) and
convert it into a weighted graph G′(V , E, W ), where W is the set of weights
for all the edges and hence |W | is same as m. Before starting the process, we
remove all the pendant nodes as they do not contribute to the triangles. Here,
the derived weight is representative of the number of common neighbors between
the nodes on which the edge is incident. Hence, an weighted graph with apri-
ori weights may not helpful as an input graph and the original weights may be
ignored for using this algorithm.

In order to find the modified graph G′ with weights, we take the graph G as
input, and find out the value of the similarity metric w(vi, vj) for every edge
e(vi, vj) ∈ E, as described below,

w(vi, vj) =
|Nghb(vi) ∩Nghb(vj)|
|Nghb(vi) ∪Nghb(vj)| (1)
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where Nghb(v) is the set of neighboring nodes of v, i.e., the set of nodes ∈ V
that are connected to it using an edge ∈ E. Hence, W can be represented as, W
= ∪vi,vj∈V w(vi, vj). This metric is analogous to Jaccard similarity measure [8]
and measures how similar the neighborhoods of vi and vj are. Lower the overlap
in the neighborhoods of vi and vj , lower the value of w(vi, vj). The values of
w(vi, vj) could vary from 0 to 1.

Part 2: Building the Maximum Cost Spanning Tree

Now, we find maximum cost spanning tree T from the weighted graph G′ and
remove the edge with lowest w(vi, vj) value to divide the nodes into multiple
groups. So, we connect every node v ∈ V with its neighbor which has shared
most number of common neighbors with v. Say, using the same weights, we build
another tree T ′, which is a minimum cost spanning tree of graph G′. If we define
communities by a cover of sets of nodes that maximizes the number of triangles
over all the induced subgraphs created from the node sets in the cover. Existence
of triangles and hence existence of larger cliques, has been marked as an impor-
tant feature to measure goodness of a community [9]. Hence, it is meaningful
to try to understand why maximum cost spanning tree will be a more suitable
structure than a minimum cost spanning tree in terms of building hierarchical
structure.

Lemma 1. For a weighted graph G′, removal of the edge with minimum weight
from its maximum cost spanning tree T would retain more or at least equal
number of triangles in the induced subgraphs than that of the minimum cost
spanning tree T ′.

Proof. In T , a node u is always connected to its neighbor v, which shares max-
imum common neighbors with it. On the other hand, in T ′, a node u is always
connected to its neighbor v, which shares minimum common neighbors with it.
During the process of building the trees T and T ′ from the weighted graph G, at
the first instance we are choosing e(s, vi) and e(s, vj) respectively, where s is the
starting node. Here, we can say that w(s, vi) ≥ w(s, vj). Similarly, for the pair
of edges chosen for growing T and T ′ in subsequent steps also, we can draw the
same conclusion. Hence, sum of all the edge weights in T will always be greater
than or equal to sum of all the edge weights in T ′. As edge weights are directly
proportional to the number of triangles, we can say that for graph G, T will be
able to retain either more or at least equal number of triangles as T ′, in their
respective induced subgraphs.

3.3 Algorithm

The algorithm is mainly divided in three parts.

Pre-processing: In this part, first, the pendant nodes are removed and the
unweighted graph is converted to a weighted graph based on the number of
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common neighbors shared by the nodes on which an edge is incident. In the
next step, all edges with zero edge weight are removed.

Finding Maximum Spanning Tree: In this step, we use inverse of all the edge
weights for applying one of the popular minimum cost spanning tree algorithms.
As a result, our heuristic also inherits the worst case run-time of minimum
spanning tree algorithms. In this way, we find the maximum spanning tree for
the modified graph. From the maximum spanning tree, we keep removing the
edge with lowest weight and check the weighted average goodness measures over
all the clusters received in the cover. We keep dividing hierarchically, by removing
the edge with least edge weight, until there is a fall in weighted average goodness
measure from previous step. Note that clusters of size less than four are not
allowed to be broken out of its existing group.

Post-processing: In this step, after the cover has been found, the induced
subgraphs are finally created from the nodes in the clusters and the pendant
nodes as well as the other excluded nodes are reattached to their neighbors and
communities are updated accordingly. The nodes, which were excluded initially
for only having edges with zero edge weight, are reattached to the community
where most of its neighbors lie.

The community detection algorithm has been described in Algorithm 1. In lines
2-4, all the pendant nodes are removed from the graph. Pendant nodes will al-
ways be part of the community to which its only neighbor belongs and hence,
it is not necessary for the community detection algorithm. In lines 5-8, the edge
weight of every edge is assigned based on the number of common neighbors
between the nodes on the ends of the edge. All edges with zero weight are re-
moved from the edge set. For some nodes, all the edges connecting them to their
neighbors may be assigned zero weight due to absence of common neighbors and
hence the node may get disconnected from the network. Also, this step may lead
to multiple components in the graph. In that case, the components are consid-
ered as communities and we proceed to the next steps accordingly to further
divide the network. In line 9, using the inverse of the weight set W , we apply
Prim’s minimum cost spanning tree finding algorithm [10] for finding maximum
cost spanning tree from the existing graph. A min-priority queue, Q, is built by
using edge weights of the tree or forest T as keys and the edge with minimum
edge weight is extracted from the priority queue in every iteration. Iterations
are counted by s. After removal of the edge with minimum weight from T , we
check whether any component has a size of less than four. If no new component
is smaller than size four, then we increment s and store the new cover as Gs.
Otherwise, we proceed to remove the edge with next lowest edge weight. This
process is described in lines 9-23. The stopping criteria, as shown in line 13, is to
check whether the goodness of the newly created cover is improving the goodness
measure from the last updated cover. If goodness measure improves, we try to
divide the network further to see if even better goodness measure is achievable
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Algorithm 1. Finding communities using maximum spanning tree

Input : Undirected, unweighted network G(V, E)
Output: Cover of k communities, Gs = {Gs1 , Gs2 , ..., Gsk}

1 begin
2 forall the v ∈ V do
3 if deg(v) equals to 1 then V ← V \ {v}
4 end
5 forall the e(vi, vj) ∈ E do

6 w(vi, vj) ← |Nghb(vi)∩Nghb(vj)|
|Nghb(vi)∪Nghb(vj)|

7 if w(vi, vj) equals to 0 then E ← E \ {e(vi, vj)}
8 end

9 T (V,ET ) ← MST-PRIM(G,W−1, root) �Any node v ∈ V is chosen as root

10 Q ← WT �Build a priority queue Q using edge weights of T (WT )

11 s ← 0
12 GM(G0) ← 0 �GM measures average weighted goodness of s-th cover

13 while s is FALSE OR GM(Gs) > GM(Gs−1) do
14 if Q is empty then return Gs

15 w(vp, vq) ← EXTRACT-MIN(Q)
16 if removing e(vi, vj) creates a new component of size < 4 then
17 continue
18 else
19 remove e(vp, vq) from ET

20 s ← s+ 1

21 end
22 store induced subgraphs from forest T as Gs

23 end
24 return Gs−1

25 end

by further partitioning. If goodness measure does not improve, we return Gs−1

as the final cover.
The run-time of this algorithm will never exceed the worst case run-time of

Prim’s algorithm. The iterative statements used in lines 2-4 and 5-8 have linear
worst case run-time. The while loop, in lines 13-23, has a worst case run-time
of O(d.log|E|). Every time EXTRACT-MIN is called, it takes O(log|E|) time. If
the loop is executed for d number of times, then the total time to execute the
while loop becomes O(d.log|E|). Prim’s algorithm has a worst case run-time of
O(|E|log|V |) and by asymptotic notation we can say that our algorithm will also
assume a worst case run-time of O(|E|log|V |), when implemented using binary
heap.
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Fig. 1. American college football network, with benchmark communities shown in dif-
ferent colors, using Gephi [11]

Fig. 2. Spanning tree for American college football network, with communities found
by our algorithm marked in different colors

4 Results

Our analysis was performed on machine with Intel(R) Core(TM)2 Duo CPU
2.00GHz Processor and 3 GB RAM. Programs were written in Python 2.6 and
C++, and Gephi [11] was used as the graph visualization and manipulation soft-
ware. We applied our technique on three small benchmark datasets of different
size and a summary has been provided in Table 1.
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4.1 Benchmark Datasets and Our Analysis

Our method was tried and tested on three benchmark datasets, namely, Zachary’s
Karate Club [12], American College Football [13] and Dolphin social network [14].
We have used communities detected by Louvain method [4] as the benchmark
and compared the communities detected by our algorithm with them. We found
out that the precision and recall of the our community detection method is very
high for all these three datasets and is listed in Table 1. In Figures 1 and 2, we
can see the communities from the Louvain method and the communities from
our method for football dataset. In some cases, the communities were further
divided to increase the overall goodness value of the subgraphs induced from the
final cover. All the communities generated by our method were together in the
same communities generated by Louvain method, thereby making its precision
to be 1.

Table 1. Precision and recall values for the maximum spanning based community
detection technique

Name of Network Data |V | |E| Precision Recall Precision Recall
Our method Our method CNM CNM

Zachary’s Karate Club 34 78 0.835 0.89 0.72 0.88

Dolphin Network 62 159 0.85 0.81 0.66 0.73

American College Football 115 613 1.00 0.81 0.65 0.96

5 Conclusion

In this paper, we have proposed a maximum spanning tree based community
detection algorithm, which finds communities very accurately from benchmark
network datasets. It has better precision, recall value in terms of finding commu-
nities compared to a popular community detection method and has a log-linear
worst case run-time.

References

1. Palla, G., Derenyi, I., Farkas, I., Vicsek, T.: Uncovering the overlapping community
structure of complex networks in nature and society. Nature 435, 814–818 (2005)

2. Radicchi, F., Castellano, C., Cecconi, F., Loreto, V., Parisi, D.: Defining and iden-
tifying communities in networks. PNAS 101, 2658–2663 (2004)

3. Girvan, M., Newman, M.: Community structure in social and biological networks.
PNAS 99, 7821–7826 (2002)

4. Blondel, V., Guillaume, J., Lambiotte, R., Mech, E.: Fast unfolding of communities
in large networks. J. Stat. Mech. (2008)

5. Clauset, A., Newman, M., Moore, C.: Finding community structure in very large
networks. Physical Review E 70 (2004)



Detection of Communities in Social Networks Using Spanning Tree 597

6. Chiang, M., Lam, H., Liu, Z., Poor, V.: Why steiner-tree type algorithms work for
community detection. In: 16th International Conference on Artificial Intelligence
and Statistics (AISTATS) (2013)

7. Lancichinetti, A., Fortunato, S.: Community detection algorithms: a comparative
analysis (2009)

8. Dunn, G., Everitt, B.: An Introduction to Mathematical Taxonomy. Cambridge
University Press (1982)

9. Holland, P., Leinhardt, S.: Transitivity in structural models of small groups. Small
Group Research 2, 107–124 (1971)

10. Prim, R.: Shortest connection networks and some generalizations. The Bell Systems
Technical Journal 36, 1389–1401 (1957)

11. Bastian, M., Heymann, S., Jacomy, M.: Gephi: An open source software for ex-
ploring and manipulating networks. In: ICWSM. The AAAI Press (2009)

12. Zachary, W.: An information flow model for conflict and fission in small groups.
Journal of Anthropological Research 33, 452–473 (1977)

13. Girvan, M., Newman, M.: Community structure in social and biological networks.
PNAS 99, 7821–7826 (2002)

14. Lusseau, D., Newman, M.: Identifying the role that animals play in their social
networks. Proceedings of the Royal Society of London. Series B: Biological Sci-
ences 271, S477–S481 (2004)



M.K. Kundu et al. (eds.), Advanced Computing, Networking and Informatics - Volume 2,  
Smart Innovation, Systems and Technologies 28,  

599

DOI: 10.1007/978-3-319-07350-7_66, © Springer International Publishing Switzerland 2014 
 

Implementation of Compressed Brute-Force Pattern 
Search Algorithm Using VHDL 

Lokesh Sharma1, Bhawana Sharma2, and Devi Prasad Sharma1 

1 Manipur University, Jaipur, India 
2 Amity University, Jaipur, India 

{lokesh.sharma,deviprasad.sharma}@jaipur.manipal.edu, 
bsharma@jpr.amity.edu 

Abstract. High speed and always-on network access is becoming commonplace 
around the world, creating a demand for increased network security. Network 
Intrusion Detection Systems (NIDS) attempt to detect and prevent attacks from 
the network using pattern-matching rules. Data compression methods are used 
to reduce the data storage requirement. Searching a compressed pattern in the 
compressed text reduces the internal storage requirement and computation re-
sources. In this paper we implemented search process to perform compressed 
pattern matching in binary Huffman encoded texts. Brute-Force Search algo-
rithm is applied comparing a single bit per clock cycle and comparing an en-
coded character per clock cycle. Pattern matching processes are evaluated in 
terms of clock cycle. 

Keywords: NIDS, Brute-Force Pattern Search, Huffman Coding. 

1 Introduction 

The intrusion detection system is based on the pattern matching technique. The com-
pressed pattern matching problem [1] is to find the occurrence of compressed pattern 
C(P) in a compressed text C(T) without decompressing it. This work uses the pattern 
and text encoded by Huffman encoding technique [2], and search for encoded pattern 
using string search algorithm. 

This paper presents hardware architecture of the signature matching process for 
Huffman encoded text. The designs are coded in VHDL, searched using Brute Force n 
pattern matching algorithm, and are evaluated in terms of the clock cycles.  

The VLSI architecture is used to implement a memory-based compressed pattern 
matching chip. The VHDL coding based on the above architecture has been simulated 
using Active HDL 6.3 SE Tool [3-6]. 

2 Related Work 

String matching is one of the well-studied classic problems in computer science, 
widely used in a range of applications, such as information retrieval, pattern recogni-
tion, and network security. In regular expression matching [12], the authors proposed 
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to use Non-deterministic Finite Automaton in matching regular expressions and im-
plemented it on a FPGA but this is complex. Disadvantage is whenever there are 
changes in the keyword set, the regular expressions have to be calculated again and 
the FPGA has to be reprogrammed. Another approach to string matching is the use of 
content addressable memories. Content addressable memories have long been used 
for fast string matching against multiple keywords. In [8], a KMP (a well-known 
software algorithm proposed in 1977, it was proposed by D.E. Knuth, J. Morris, and 
V.R. Pratt, shorted in KMP) algorithm based on FPGA implementation was proposed. 
In [13], compressed pattern is searched in the compressed text but a single bit is 
matched per clock cycle. In [14], used Half Byte Comparators in FPGA based pattern 
matching module. Because of the share of the comparing results pattern matching 
implementation can improve the area efficiency in FPGA significantly but they used 
two HBCs to match a character. 

3 Compressed Pattern Matching Problem 

The compressed pattern matching problem is defined as follows: The assumption is 
that, the compressed text is C (t) corresponding to text T [0...n-1] and compressed 
pattern C (p) corresponding to pattern P [0....m-1] where all symbols are taken from 
finite character set ∑. The problem is to search C (t) to find the occurrence of C (p). 
The patterns P may have don’t care characters [7]. A don’t care character, denoted by 
‘$’ is a character such that $ is not an element of ∑ and $ can match any character a 
belonging to ∑. So it says a= $ for all of which are elements of ∑. 

The problem of searching a compressed text using Huffman [2] or run-length en-
coding seems superficial to be straight forward. The idea is to apply any well-known 
string search algorithm such as KMP algorithm on c(T) with respect to the com-
pressed pattern c(P). A close examination of the algorithm reveals that such an ap-
proach is not very practical in many applications. Text T is encoded with Huffman 
encoding and applied KMP algorithm on C (t) to find C (p). But it raises the problem 
of false matches, i.e., finding an occurrence of C (p) in C (t) which does not corres-
pond to an occurrence of pattern in text, due to crossing boundary. On using Huffman 
encoding, an implicit decompression process has to be performed to determine the 
character boundary (i.e. starting bit of each encoded symbol). One important practical 
consideration is to be able to determine the patterns with limited amount of main 
memory. The second major problem is handling don’t care characters. The KMP al-
gorithm with O (m +n) time complexity (n and m are text and pattern lengths, respec-
tively) does not work for patterns with don’t care characters.  

For example the Huffman code {0-10-110-111} for character a, b, c, d respective-
ly. The binary string 0-10-10-0 is encoding of the string abba. Suppose one is search-
ing for binary string 0-10 encoding of pattern ab, he finds the encoded pattern at first 
bit and is a correct match and also finds at third bit and are a false match as shown in 
Fig.1. Modified KMP algorithm [8] was proposed to overcome false matches. To 
avoid processing any bit of the encoded text more than once, a pre-processed table is 
used to determine how far to back up when a mismatch is detected, and is defined so 
that we are always able to align the start of theencoded pattern with the start of a code 
word in the encoded text. But it cannot handle don’t care characters. 
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Fig. 1. Huffman coding 

One needs to keep track of boundary of valid codes and it can be done by using bi-
nary signal called CRBS (character boundary signal). The algorithm uses an array of 
simple cells in which pattern is stored and the text to be searched is applied in serial 
fashion. 

Each CAM cell is comparisons, storage element and generate signal which propa-
gates across the array [7]. Comparator cell is a XNOR gate. Don’t care characters are 
represented in the compressed pattern by only a single bit (either 0 or 1). As an exam-
ple using Huffman code in fig 4.1 if pattern is p=a$ba then compressed pattern is C 
(p) = 0-0-10-0 or 0-1-10-0. The first bit correspond to a, second bit corresponds to 
don’t care which can be represented as either 0 or 1. Now use the naïve algorithm to 
search for C (p) in C (t). In case of mismatch the encoded text is shifted one position 
to the right. 

4 Brute Force Algorithm Implementation 

The B. F. algorithms implementations consists various architectural modules which 
describe the overall operation of the architecture. The Huffman tree is mapped into 
the memory module (RAM). 

4.1 Architecture of Matching 1-bit per Clock Cycle 

Each character of text is encoded using Huffman encoding and then mapped into a 
fixed memory location in RAM. 
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Finite character set is ∑= {a, b, c, d} Maximum bits needed to encode is three. 
Each word of the RAM has two fields of 1-bit each. First bit is Code and second bit is 
CRBS. Output of RAM is Code, Nextaddr, and CRBS. The Next Address contains the 
address of next node. The value of CRBS is 1 if the node is a leaf node and is 0 for 
non-terminal nodes. The address field has an initial value of 0.  There is an array of 
cells to store compressed pattern. The outputs of XNOR enable the next cell into the 
array. Since the tree-based coding is a variable-length encoding scheme, the length of 
c(P) varies from one pattern to the other. The length of the compressed pattern must 
be less than the maximum length pattern cells. The ADDER circuit is used to generate 
the address of the next memory location to be accessed. During the initialization 
phase, the RAM is loaded with the memory mapping. As a result the R/W signal is 
high to indicate the write operation into the memory and the address of the corres-
ponding memory operation is selected from the input line ADDRESS. 

During the pattern matching operation, the R/W signal is set low, to indicate the 
read operations only and the address is selected by the output of XNOR and CRBS. 
All the external data is loaded through the input line Datain shown in Fig.2. After 
loading the RAM the RESET signal is set high at the first clock pulse to indicate the 
beginning of the pattern matching in the array and then signal is set to low during rest 
of the period of compressed matching. It reads a bit from the RAM and then com-
pared with the content in the cell. The output of the match information is stored in 
each clock pulse. If all cells match then MATCH signal is set high. Hence using one 
XNOR and matching 1 bit per clock cycle the compressed Pattern search operation is 
achieved in c(P)+1  clock pulses where, c(P) is the length of the compressed pattern. 

 

Fig. 2. Architecture of matching 1 bit per clock cycle 

4.2 Architecture of Matching a Character per Clock Cycle 

The compression scheme presented here is a variant of the word-based Huffman code 
[9, 10, 11]. The Huffman codeword assigned to each text word is a sequence of whole 
bytes, and the Huffman tree has degree either 128 (which we call "tagged Huffman 
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code") or 256 (which we call "plain Huffman code"), instead of 2. In tagged Huffman 
coding each byte uses seven bits for the Huffman code and one bit to signal the be-
ginning of a codeword. As we show later, using bytes instead of bits does not signifi-
cantly degrade the amount of compression. In practice, byte processing is much faster 
than bit processing because bit shifts and masking operations are not necessary at 
compression, decompression, and search times.  

Architecture is shown in Fig. 3. Finite character set is ∑= {a, b, c, d} maximum 
bits needed to encode is three. Each word of the RAM has two fields. First three bits 
are Code and last two bits are CRBS. Output of RAM is Code, Next addr, and CRBS. 
The Next Address contains the address of next character. The value of CRBS is the 
bit position where encoded character ends. The address field has an initial value of 0.  
There is an array of cells to store compressed pattern. Each cell store encoded charac-
ter of pattern. The outputs of array of three XNOR gates enable the next cell into the 
array.  The ADDER circuit is used to generate the address of the next memory loca-
tion to be accessed. The ADDER can be implemented as incrementer. During the 
initialization phase, the RAM is loaded with the memory mapping. As a result the 
R/W signal is high to indicate the write operation into the memory and the address of 
the corresponding memory operation is selected from the input line ADDRESS. Dur-
ing the pattern matching operation, the R/W signal is set low, to indicate the read 
operations only and the address is selected by the output of XNOR array. All the ex-
ternal data is loaded through the input line data in shown in Fig. 3. After loading the 
RAM the RESET signal is set high at the first clock pulse to indicate the beginning of 
the pattern matching in the array and then signal is set to low during rest of the period 
of compressed matching. It reads a encoded character from the RAM and then com-
pared with the content in the cell using XNOR array. The output of the match infor-
mation is stored in each clock pulse. If all cells match then MATCH signal is set high. 
Hence using XNOR array and matching character per clock cycle the compressed 
Pattern search operation is achieved in m+1  clock pulses where, m is the length the  
pattern. 

 

Fig. 3. Architecture of matching 1 character per clock cycle 
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For example if text is “abcdab” and pattern is “abcd” then compressed text C (t) is 
0-10-110-111-0-10 and compressed pattern C (p) is 0-10-110-111 then by matching 
character per clock cycle it will take 4 clock cycles. Adder will be same as that used 
in matching 1 bit per clock cycle. 

4.3 Comparison in the per Bit Matching and per Character Matching  

Using bytes instead of bits does not significantly degrade the amount of compression. 
In practice, byte processing is much faster than bit processing as shown in Fig.4.The 
graph shown in the Fig. 4.is based on the pattern search and the output generated in 
the examples shown in the previous section.  

 

Fig. 4. Graph showing the comparsion between matching 1 bit and 1 character per clock cycle 

5 Block Diagram of the Proposed Model 

The proposed block diagram of the FPGA based model is shown in the Fig. 5. The 
proposed block diagram of main entity is shown in Fig. 6. 

 

Fig. 5. Block Diagram of the FPGA based Hardware 
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6 Implementation Diagram of Main Entity of Proposed Model 

 

Fig. 6. FPGA based implementation diagram of the main entity of proposed model 

7 Conclusion and Future Work 

7.1 Conclusion 

This work has studied exact string matching approaches from two perspectives, 1 bit 
per clock cycle and, 1 character per clock cycle using Brute Force Algorithm em-
ployed in designing a FPGA. Exact string matching approaches can be further divided 
into software-based and hardware-based algorithms approaches. Since software-based 
approaches are slower and less efficient, hardware-based approaches are highly pre-
ferred. Therefore these works used hardware-based exact string matching approach 
and discuss how this approach is used for pattern matching. It also proposed new 
string matching micro-architectures and computed the efficiency of the model in the 
perspective of 1 bit per clock cycle and 1 character per clock cycle. The 1 character 
per clock cycle provides the better performance than other.    

This work presents hardware algorithms for compressed pattern matching using 
Huffman-type tree based codes. It also presents VLSI architecture to implement a 
memory-based compressed pattern matching chip. We have simulated the VHDL 
coding based on the above architecture using Active HDL 6.3 SE TOOL.  

7.2 Future Work 

Our proposed architecture achieves high-speed and low cost string matching. Howev-
er the architecture presented in this work is not able to share entire substrings. 



606 L. Sharma, B. Sharma, and D.P. Sharma 

Just like other architectures, it must handle the problem of multiple matches in the 
same cycle. Since more than one pattern may match in one clock cycle, there must be 
a mechanism that reports all of them or an encoder that gives priority to the most 
significant one. One character should not be searched more than once. It must handle 
two characters in one clock cycle.  

Furthermore, this work could add a few additional features. The architecture 
should also support the following features: 

1. Case Insensitive pattern matching. 
2. Negative matches (generate an alert if there is NO match). 
3. Generate an alert if there is a match of two patterns within specific number of 

incoming bytes. 
4. Skip (do not compare) a number of incoming bytes. 
5. The approach shown in this work is only suitable for exact string matching and 

not suitable for the approximate string matching.  

The substring can maintain a constant length if we properly change the prefix 
or/and the suffix lengths. Additionally, this architecture gives exact matches if each 
pattern has a unique prefix or suffix. Finally, the false positive probability is reduced, 
since every pattern is matched using Character Boundary. 
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Abstract. Web search is generally treated as a solitary service that operates in 
isolation servicing the requests of individual searchers. But in real world, 
searchers often collaborate to achieve their information need in a faster and ef-
ficient way. The paper attempts to harness the potential inherent in communities 
of like-minded searchers overcoming the limitations of conventional personali-
zation methods. The community members can share their search experiences for 
the benefit of others while still maintaining their anonymity. The community 
based personalization is achieved by adding the benefits of reliability, efficien-
cy and security to web search. 

Keywords: community, personalization, collaborative filtering, collaborative 
web search, stemming, stopwords, lexical database. 

1 Introduction 

Web search is generally considered as an isolated activity. Modern search engines 
employ a strategy known as personalization to accommodate the differences between 
individuals. Several approaches have been adopted for personalization in the past; but 
all of these approaches have a serious limitation of treating web search as a solitary 
interaction between the searcher and the search engine. 

In reality, web search has a distinctly collaborative flavor. Many tasks in profes-
sional and casual environment can benefit from the ability of jointly searching the 
web with others. Collaborative Filtering [12] is a methodology of filtering or evaluat-
ing items using the opinions of other people. The modified collaborative web search 
approach presented in this paper is inspired from collaborative filtering and is based 
on the approach followed in [3]. It tries to collaborate a community of like-minded 
searchers sharing similar interests to achieve personalization. The main areas focused 
include: the efficiency of the data structure, the reliability of the results and the securi-
ty of the system from malicious uses. 
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2 Motivation 

There are many scenarios where web search takes the form of a community oriented 
activity. For example students seeking for information on a weekly assignment, or the 
employees of a company working on a common project will have similar information 
needs during the project span. Similarly, searches originating from the search box of a 
themed website, or people with similar purchase history on an e-commerce web site 
show the potential for collaboration. A survey conducted by M. R. Morris [9] has 
revealed that a large proportion of users engage in searches that include collaborative 
activities. The results of the survey has shown that nearly 53% of the searchers in-
volved in sharing either the process (search terms, sites etc) of the product (useful 
links, facts found within sites) of web search. The respondents even showed to adapt 
some form of strategy like brute force, divide conquer strategy, backseat driver ap-
proach [9] to achieve their required information need faster. 

These scenarios clearly show that web search is astonishingly a collaborative task 
but yet it is not adequately supported by the existing search engines. Hence, the main 
motivation behind this paper is to allow to the searchers to collaborate irrespective of 
the time and place of searching provided they share similar interests.  

3 Literature Survey 

Personalization is proving to be a vital strategy in the success of any web search en-
gine. Two approaches have been frequently adapted to implement personalization in 
the past: personalization based on content analysis [1] and personalization based on 
hyperlink structure [6] of the web. Both of these methods have proved successful to a 
great extent in delivering relevant results to the searchers, but they are limited by the 
constraint of treating web search as a solitary activity. They fail to identify the colla-
boration in which users naturally engage to further refine the quality of search results. 

Personalization based on user groups is a methodology that incorporates the prefe-
rences of a group of users to accomplish personalized search. An approach that is 
based on this ideology is knows as Collaborative Filtering.  

3.1 Collaborative Filtering 

Collaborative Filtering is defined as the process of filtering or evaluating items based 
on the opinions of other people [12]. The fundamental assumption it holds is that if 
two people rate on n similar items similarly then and hence will rate or act on other 
future items similarly. But this approach has some drawbacks including: 1) One-to-
one similarity calculation and 2) Privacy Violation. 

The drawbacks pose serious limitations when it comes to the use of collaborative 
filtering in web search personalization where the user base is very large and also the 
uses prefer to stay anonymous.  

To overcome with these problems, a modified collaborative web search approach is 
proposed in [3] called community based collaborative web search.Community based 
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collaborative Web search is based on the principle of collaborative filtering, but in-
stead of exploiting the graded mapping between users and items, it exploits a similar 
relationship between queries and result pages. It can work as a meta-search working 
on an underlying search engine and re-rank the results returned by the underlying 
search engine based on the learned preferences of the community of users. The ap-
proaches adopted in literature for collaborative information retrieval can be distin-
guished in terms of two dimensions: Time and place. Based on these dimensions, the 
search can be either co-located or remote, or synchronous or asynchronous. CoSearch 
[10] is an example of co-located, synchronous approach. SearchTogether [8] is an 
example of system supporting remote search collaboration (whether synchronous or 
asynchronous). I-Spy [5] is another search engine that is built on the community 
based collaborative web search. 

4 Modified Collaborative Web Search Approach 

The modified collaborative web search approach is based on [3] and it attempts to 
harness the asynchronous search experiences of a community of like-minded remote 
searchers to provide improved personalized results. It is based on case-based reason-
ing [2], an approach which uses previous search experiences of searchers to refine 
future searches. It is implemented as a meta-search engine working on a background 
search engine like Google to further refine the results returned by the underlying 
search engine. 

The architecture of the Collaborative Web Search (CWS) is explained in Fig. 1. 
Whenever a searcher submits a query, the query is sent to Google and also to the col-
laborative web search meta-search engine. In collaborative web search meta-search 
engine, the query is first passed through the pre-processing block. The output query 
from pre-processing block and the results of the underlying Google search form the 
input to the Hit data structure which keeps a record of the number of hits a page has 
got for a particular query. The next processing block does all the computations and 
presents the promoted list of results RP to the user. 

At the same time, a list of normal results returned by Google is also collected. This 
forms the standard list RS. Both promoted list and standard list and merged together 
and returned to the user as the final result RFinal. Normally the promoted results can be 
shown on top followed by normal Google search results. Otherwise, the promoted 
results can be shown in one column and standard results in another column. 

4.1 Pre-processing 

The query is first pre-processed to achieve efficiency in the search process. The pre-
processing step consists of the following phases: 1) stopwords removal [4], 2) stem-
ming [7] and 3) checking for synonyms [11] to avoid duplication of queries in the hit 
data structure. 
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Fig. 1. Architecture of Modified Collaborative Web Search 

For example, if “Pictures of Jaguar” is the target query (qT) and “Jaguar photo” (qi) 
is the one present in hit data structure then, without preprocessing, the similarity (Sim) 
computation using Jaccard correlation coefficient [3]between query qT and qi, equals 
0.25 as given in Equation 1. The system fails to identify two exact similar queries. ( , = = ( (( ( = = 0.25             (1) 

The pre-processing steps are as follows. The first step is to remove the stopwords 
in the tagert query qT: So the “Pictures of jaguar” will get converted to “Pictures Ja-
guar”. Next, using Porter Stemmer Algorithm [7] we can stem “Pictures Jaguar” to 
“Picture Jaguar”. Finally using a lexical database we can convert “Picture” to “Photo” 
so that the two queries become similar. Now, using Jaccard correlation coefficient, the 
similarity (Sim) equals: ( , = = ( (( ( = 22 = 1 

4.2 The Modified Data Structure 

After pre-processing, the query is given as input to the hit data structure given in Fig. 
2, along with the underlying search engine (Google) results. In this specially designed 
modified data structure, the pages are indexed on queries with the pointer from each 
query leading to a linked list of pages that are associated with that query. For example 
in the given figure, the node consisting of query q1 consists of two pointers. One  
pointer points to the node containing the next query. The other pointer points to the  
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Fig. 2. Data Structure used in Modified Collaborative Web Search 

corresponding linked list of pages associated with that query. The nodes in the linked 
list consist of the following four fields: 1) The URL of the Page, 2) The number of 
hits for the page, 3) Last Accessed Date and 4) Pointer to the Next Node. 

Further, the queries are hashed into several buckets to increase the insert and re-
trieval efficiency. The pages are ordered in decreasing order whenever the load on the 
system is reduced, based on the number of hits so that pages having most number of 
hits are located in beginning and search time will be reduced to a significant extent.  

4.3 Achieving Collaboration of Community 

The relevance (Rel) of a page with some target query is calculated as given in Equa-
tion 2 where qi refers to the target query which is already present in the data structure 
and pj is the page whose relevance we are calculating: 

, = ∑                        (2) 

Hj refers to the number of hits that page has got for query and nj refers to the num-
ber of days passed since its last access. This creates a bias towards never pages. Now, 
the Weighted Relevance (WRel) [3] of page pj to some new target query is a combina-
tion of Rel(pj, qi ) values for all cases q1, …, qn that are deemed to be similar to qT and 
can be calculated as given in Equation 3:                                           , , … , = ∑ , . ( ,…∑ ( ,…          (3) 
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where,                              , = 1  0 and 0  

The weighted relevance metric rank orders the search results from the community 
case base and presents the promotion candidates to users for the target query. Further, 
since in this approach it is not possible to identify individual users, malicious users 
may simply click irrelevant pages to increase their hit counts. To deal with this, in-
stead of users, the check is kept on the pages accessed. If any page is getting accessed 
far more number of times compared to a threshold, a bias towards that page can be 
detected which can be an activity of malicious users and a check can be kept on that 
page. 

The approach has been implemented on Java platform on test bases. The current 
implementation is limited to a single community. The system has proved to deliver 
better performance compared to the underlying search engine and the original ap-
proach [3].  

5 Results 

The dataset is selected from an online bookmarking service delicious.com [13]. Each 
of the bookmarks can be considered as the result selection and each tag as the query 
term. To find users having common information need, we tried to discover users hav-
ing interest in a similar field. These users have the potential to show a significant 
overlap in searches giving evidence of collaboration. 

The data set consisted of 30 users having interest in computer technologies from 
the delicious dataset. The total size of the dataset consists of nearly 4000 tagged key-
word-url pairs with each user on an average having about 135 bookmarks. These 30 
uses have proved to show surprising collaboration in their information need when 
identified properly. With the dataset consisting of about 30 users, if we take any ran-
dom user, we found that at least 70 percent of the queries typed, are already searched 
by other community members, while only about 30 percent of the information need 
varies. 

The graph in Fig. 3 shows the evidence of collaboration that can be harnessed to 
deliver better personalized results to users, hence saving their significant amount of 
search time. This huge amount of query overlap hints that there can be overlap in the 
solution need also. That is, given that the query typed is the same, the links selected 
also can be same. To study this behavior, we used our modified collaborative web 
search system. So, next we use these about 60 percent of the repeated queries only 
and try to find out how much percent of the solution overlap we can find. That is, 
given the query of the new user which query was already placed by the other users we 
need to find out how many percent of the times even the same link was presented for 
the same query. 
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Fig. 3. Repetition in queries found 

The CWS system rank orders the results in decreasing order of the weighted relev-
ance. The top ten results are presented to the searcher as the promoted candidates. A 
search session is marked as successful if at least one result was selected by the users 
from the top 10 promoted results. The first case taken to find the results is, a user is 
taken as the test user and its queries are not included in the dataset consisting of result 
selections. So the promotions that user will be getting will be solely based on the pro-
motions presented by other community member to which that user belongs. Finally, the 
list which is clicked by the test user for that query is checked if it is present in the top 
10 promoted results. If it is present, the search session is considered to be a success. 

 
Fig. 4. Successful v/s Unsuccessful sessions when the queries of test user are excluded from the 
dataset 

As can be seen from Fig. 4, about 40% percent of the search sessions were success-
ful in promoting the clicked result of the test user in the top 10 results. Sometimes the 
promotions might come from the user himself. It refers to searching something which 
we have already searched before. If these are considered in the dataset, the success 
rate goes to noticeably higher showing that more than 50% of the search sessions 
were successful (Fig.5). 

 

Fig. 5. Successful v/s Unsuccessful sessions when the queries of test user are included in the 
dataset 
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6 Conclusion 

The motivating insight on this research is that there are important features missing 
from mainstream search engines like Google. These search engines offer no solution 
for sharing of the search results between users despite of the fact that there is tremen-
dous potential that can be explored to further refine the quality of search results re-
turned. The system of collaborative web search approach inspired from collaborative 
filtering allows members of a community of like-minded searchers to share their 
search experiences for the benefit of other community members. The members of the 
community can asynchronously collaborate irrespective of the distance between them 
to improve the search experience. The approach is proved to deliver better perform-
ance with respect to precision and recall in comparison to the other search engines. 
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