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This book, Computational Chemistry Methodology in Structural Biology 
and Material Sciences, provides a survey of research problems in theoreti-
cal and experimental chemistry. The subject matter covered in the book 
varies from materials science to biological activity. Part 1 of the book 
emphasizes new developments in the domain of theoretical and computa-
tional chemistry and its applications to bio-active molecules, whereas in 
Part 2 the study of materials science has been depicted vividly.

In Chapter 1, the authors have computed the pKa value of a number 
of alkylamines using the density functional theory (DFT) methodology. 
Considering versatility and importance of amines in different domain, 
this particular study is very useful and relevant. It will help to explain 
the mechanistic feature of CO2 capturing processes by amines. A close 
agreement is observed between experimental parameters with the com-
puted data.

Keeping in view the wide biological importance of coumarins, this 
report is very useful. The study on the effects of unsaturation of chemical 
reactivity of coumarins has been reported in Chapter 2. Invoking DFT-
based descriptors, the authors have shown the reactivity variations by sub-
stitution. Site selectivity has been also predicted by using local DFT-based 
descriptors.

In Chapter 3, molecular dynamics simulations have been utilized to 
study the interaction between FKBP12 (FK506 binding protein-12 kDa) 
and transient receptor potential-canonical 6 (TRPC6). The computed 
data have identified thermodynamically favorable binding affinity with 
FKBP12. The study reveals the formation of specific binding pockets for 
the recognition and interaction of FKBP12 with the TRPC6 intracellular 
domain.

In Chapter 4, the author has worked on finding inhibitors of the pyru-
vate dehydrogenase kinase (PDHK). He has explored the interaction within 
dichloroacetate (DCA) and PDHK2. The results of virtual screening are 
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in similar line with the experimental findings. A search for more potent 
inhibitors is discussed.

The evolution of computational chemistry is mapped in this report. Two 
parallel approaches of computational chemistry viz. quantum mechanics 
and molecular mechanics have been discussed. The importance of two 
approaches, different computational techniques, and latest development 
has been noted in Chapter 5.

The application of computational chemistry to design new materials 
is nicely reflected in Chapter 6. Designing of photoactive materials is an 
active field of research. In this report, computational processes for design-
ing and modeling of photoactive compounds having application in the 
solar cells are reported. The unique features of dye-sensitized solar cells 
have been studied in terms of computational processes, and predictions 
have been done toward new photovoltaic materials in terms of modeling.

In Chapter 7, the authors have tried to predict stable adsorption geom-
etry of organic molecule on metal surface invoking using theoretical tech-
nique. Some of electronic properties have been considered to characterize 
charge transfer properties of organic molecules.

In Chapter 8, the conversion of methane to liquid fuels in terms of DFT 
has been reported. C-H bond activation of methane promoted by Pt and Pd 
sub-nanoclusters have been investigated and reported. The study reveals 
the efficacy of Pt clusters in breaking of C-H bond in methane.

In Chapter 9, the electronic, magnetic and optical properties of cop-
per-silver nano alloy clusters have been studied in terms of DFT-based 
descriptors in this analysis. Computed DFT descriptors nicely correlate 
the optical properties of instant compound. Theoretical parameters show a 
hand-in-hand trend with experimental data.

In Chapter 10, the authors have derived nonlinear Klein Gordon-
equation for metamaterials in terms of the model behavior of split-ring 
resonators for the application in antenna. The variation principle has been 
applied to reach mathematical equations. Multisolitone behavior of meta-
material system has also been explained by this work.

In Chapter 11, the model has been developed for dispersive active 
materials in finite-difference time-domain (FDTD) framework. The dis-
persive materials having optical properties have been modeled in terms 
of relative dielectric permittivity. A second-order optimized algorithm has 
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Preface xvii

been used to deal with the dispersion. In addition, there is a discussion of 
the Maxwell-Bloch (MB) formalism and solution.

In Chapter 12, a synthesizing technique of nanocrystalline AlMgFeCu-
CrNi has been discussed. Experimental technique successfully predicts the 
behaviors of the synthesize compounds. The phase transfer observation is 
also discussed.

Overall, this book, Computational Chemistry Methodology in 
Structural Biology and Material Sciences, is a collection of chapters that 
cover a wide range of subject matter regarding the application of theoreti-
cal and experimental chemistry, materials science, and biological domain. 
The research present in this book is very important in the context of con-
temporary research problems.
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Chapter 1
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aBstraCt

A computational investigation based on the density functional theory 
(DFT) has been performed for predicting the pKa value of alkylamines. 
Amines are versatile and widely studied class of organic compounds. 
Their importance in biochemistry, natural product chemistry, industrial 
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4 computational chemistry methodology

purposes, etc., make them highly frequent subject in physical as well as 
in (bio) chemical studies. The pKa studies are important in explaining 
the acid-base properties of amines. In the study of macroligands with a 
large number of ionisable sites such as dendrimers, we must calculate the 
pKa values of their chemical building blocks, i.e., amines and for that we 
have to get validate and accurate method. Another important and develop-
ing property of amines is that they can serve as the novel candidates for 
CO2 capture and sequestration processes. Here also the values of pKa are 
important. The pKa values are very important in explaining the mecha-
nism (not included in this work) of CO2 capture process and their cap-
turing capacity. Reasonable prediction of pKa values would therefore be 
of great value in screening for new candidates for CO2 capture process. 
In the present work, we have employed a DFT/B3LYP level of theory 
with 6–311++G(d,p) basis set for the amines and the computational works 
were done through Gaussian 03 version. We have computed the gas phase 
basicity, gas phase proton affinity, free energy of solvation, electronic and 
non-electronic contributions to free energy and pKa values of alkylamines. 
The free energy of solvation was computed using IEF-PCM models with 
water as the solvent. The gas phase basicity, gas phase proton affinity and 
the electronic and non-electronic contributions to free energy were found 
to increase with the number of carbon atoms. The pKa values were cal-
culated using different types of basis sets; 6–311++G(d,p) has been found 
to be the best. The pKa values of all the amines studied were computed 
using the basis set 6–311++G(d,p) and are optimized both in gas and solu-
tion phase (water). The alkylamines studied include primary, secondary 
and tertiary amines. It has been found that the computed values are in 
good agreement with the experimental results which shows that the DFT 
(B3LYP) based analysis with 6–311++G(d,p) basis set is a reliable and 
easy method for the computation of pKa values.

1.1 introduCtion

Amines are a versatile class of compounds, which have importance in 
physical chemistry as well as in biochemistry. They have a lot of appli-
cations in industries too. They are present in biological tissues, proteins, 
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natural products, etc., and can serve as the building or preceding materials 
for a number of important compounds. Amines may serve as prototypes 
for side-chain groups of proteins and also becomes a suitable candidate 
in the area of macroligands like dendrimers [14]. Another application of 
amines is in the absorption of gases like CO2, CH4, SO2, etc. Global warm-
ing, a major concern today is due to the increased release of green house 
gases [11]. Carbon dioxide is the major component of green house gases, 
which partakes the 60% of global warming. Removal of these kinds of 
gases is the immediate requirement of our nature and this is an interesting 
area in research. Though it is a well studied and proven technology called 
carbon dioxide capture and storage (CCS) [12], efforts are ongoing to get 
simpler and environmentally friendly technologies. It is proved that amine 
based solvents [5, 13] can serve as a very good candidate for carbon diox-
ide removal and hence the studies on amines are very pivotal.

The acid dissociation constant, i.e., pKa, is an important variable in 
explaining reaction mechanisms. Most of the reactions start with the pro-
tonation or deprotonation of reactant molecules and to know, where the 
protonation or deprotonation occurs, a knowledge of the pKa values is 
a must. The sharing of protons depends on the differences in the basic 
strengths and this in turn will depend on their pKa values [3]. Many exper-
imental studies for the determination of pKa values of organic compounds 
are known. In the present work, the prediction/evaluation of pKa values of 
different amines using DFT method is described.

Most of the works reported in literature explaining the computational 
models to predict the pKa values are based on the free energy calculations. 
Charif et al. [2] perform free energy calculations using density functional 
theory-B3LYP (DFT-B3LYP) method in the solvent media. DFT-B3LYP 
level of theory have been used by Yun et al. [17] for the determination 
of pKa values of guanine in water and employed the electrostatic and 
non-electrostatic contributions to free energy in the presence of solvent. 
B3LYP density functional theory, IEF-PCM solvation modeling with a 
modified UFF cavity, and Boltzmann weighting of tautomers have been 
performed by Vincenzo et al. [15] to compute the pKa values of nucleo-
bases and the guanine oxidation products. The use of quantum chemical 
descriptor to estimate pKa values of about 57 amines (primary, second-
ary and tertiary) has been done by Ivan Juranic [9] who employed the 
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parameterization method 6 (PM6) and conductor-like screening model 
(COSMO) implemented in molecular orbital package (MOPAC) and an 
index  variable to distinguish between primary, secondary and tertiary 
amines for his study.

The prediction of pKa values of amines are widely done for CCS 
technologies. The goal is to reduce energy requirement, the environmen-
tal impact and the capture cost. Discovering a solvent with high capture 
capacity, less economic, fast and uniform absorption capacity, high 
equilibrium sensitivity and low enthalpy of absorption would definitely 
be a solution for this problem [9]. The pKa values are very important 
in explaining the mechanism of CO2 capture process and their captur-
ing capacity. Reasonable prediction of pKa values would therefore be 
of great value in screening new candidates for CO2 capture process. 
The gas phase basicities, deprotonation energies and proton affinities are 
very important variables in predicting the gas phase and aqueous phase 
Brönsted acidities [2].

The present work employed DFT-B3LYP level of theory coupled with 
IEF-PCM model of solvation to estimate the pKa values. In the present 
work, we studied 15 different alkylamines including primary, second-
ary and tertiary for the analysis of their gas phase basicity, proton affin-
ity and pKa values. The pKa values were calculated from free energy 
measurements. The computed results are in agreement with the experi-
mental results. All the calculations were carried out by using Gaussian 
03  software [7].

1.1.1 Theory

Just like the ab initio and semi-empirical calculations, DFT is also based 
on the solution of Schrodinger wave equation. DFT method directly 
estimates the electron distribution or density, instead of calculating the 
wave function and is faster than the ab initio but are slower than the 
semi-empirical calculations. DFT method becomes a tool for predict-
ing a number of physical and chemical properties because of its high 
predicting power [8]. Most of the pKa value calculation studies are car-
ried out by using DFT method. The level of theory adopted was B3LYP, 
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which consists of Becke’s exchange functional [1] in conjunction with 
Lee-Yang–Parr correlational functional [10] and the basis set used is 
6–311++G(d,p).

The solution phase reactions are usually carried out by using the con-
tinuum models. In the Polarization Continuum Models (PCM), the solvent 
is described by a dielectric medium and a cavity is defined inside this 
dielectric medium [11]. This cavity is formulated to insert the molecule in 
the solvent phase. These models are basically parameterized to calculate 
the free energy of solvation as given by Eq. (1):

 ΔGsolv = ΔGes + ΔGvdw + ΔGcav (1)

where ΔGes is the electrostatic, ΔGvdw is the Van der Waals and ΔGcav is 
the activation energy contributions to free energy of solvation which are 
obtained from the output of the Gaussian file. There are different PCM 
models available which are designed to improve the computational per-
formance of the method. One example is the IEF-PCM model which have 
been used in this work, is an Integral Equation Formalism for solving rel-
evant Self-Consistent Reaction Field (SCRF) equations which facilitates 
computation of gradients and molecular response properties an extension 
to permit application to infinite periodic systems in one and two dimen-
sions, and an extension to liquid/liquid and liquid/vapor interfaces [4].

The pKa value, given by Eq. (2), shows a linear relationship with the 
free energy. The free energy can be calculated with the help of the thermo-
dynamic cycle shown in Figure 1.1 [11].

The necessary equations for the calculation of various parameters are:

 pKa = ΔGps/(2.303RT) (2)

 ΔGps = ΔGpg + ΔGs (3)

 ΔGpg = Gg (B) + Gg (H
+) – Gg (BH+) (4)

 ΔGs = ΔGs (B) – ΔGs (BH+) (5)

where, ΔGps is the change in free energy of protonation. Here the quanti-
ties such as free energy of proton in gas phase (–6.29 kcal/mol) and that in 
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solution (–263.977 kcal/mol) used for the calculation are as given in the 
literature [11] and all others are computed using Gaussian 03 software.

The gas phase basicity can be calculated from Eq. (4). The proton 
transfer reactions and ionization reactions plays an important role in 
 atmospheric chemistry and biochemistry [16]. The gas phase proton affin-
ity is the change in enthalpy of protonation in gas phase and is calculated 
by Eq. (6):

 ΔHpg = Hg (B) + Hg (H
+) – Hg (BH+) (6)

where, the gas phase enthalpy of proton (1.48 kcal/mol) is as given in the 
literature [17].

The output files of Gaussian 03 in solution phase give the quantities 
like ΔGel and ΔGnon-el, the electrostatic and non-electrostatic contributions 
to free energy in the presence of a solvent. The non-electrostatic contri-
butions include cavitation, repulsion and dispersion energy to solvation 
energy [6].

 ΔGnon-el = ΔGcav + ΔGrep + ΔGdis (7)

The gas phase basicity, proton affinity, pKa values, electrostatic and 
non-electrostatic contributions of free energy (in the solution phase) of 
alkylamines has been computed using Eq. (7). All the calculations are 
done at a temperature of 298 K and at a pressure of 1 atmosphere.

Figure 1.1 Thermodynamic cycle employed for the calculation of pKa value.
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1.2 Computational details

The method employed in the present work is a computational approach to 
predict the pKa values of amines and focuses to reproduce the trend in pKa 
values. The necessary steps involved in the study are:

1. Selection of the basis set: Methylamine is optimized with basis sets 
such as 6–31G, 6–31G(d), 6–31G(d,p), 6–31++G, 6–31++G(d) 
and 6–311++G(d,p) with DFT-B3LYP level of theory. The pKa 
value is calculated with the results obtained from the optimiza-
tion by all these basis sets and compared with the experimental 
pKa value of methylamine. The basis set 6–311++G(d,p), which 
agree well with the experimental value (Table 1.1), is chosen for 
further study.

2. All the amines are optimized in gas phase using 6–311++G(d,p) 
and computed the properties.

3. Optimization of amines in solvent (aqueous) phase: The optimized 
geometry from the gas phase is used as the input for solution phase 
calculation. Though wide variety of PCM models are available for 
solution phase analysis, there is however no clear guidelines to say, 
whether a specific model is more suitable or reliable. In the present 
work we have chosen the IEF-PCM model with its default settings 
in Gaussian 03 for solution phase analysis.

The optimized gas phase geometries of amines (neutral and proton-
ated) studied is shown in Figures 1.2a, 1.2b and 1.2c.

taBle 1.1 pKa Values of Methylamine Obtained by Using Different Basis Sets

Basis set pKa values at 298 K relative deviation (%)

Calculated experimental

6–31G 16.34 10.50 55
6–31G(d) 14.15 10.50 38
6–31G(d,p) 14.90 10.50 41
6–31++G 12.21 10.50 16
6–31++G(d) 9.99 10.50 4
6–311++G(d,p) 10.45 10.50 0.4
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Figure 1.2a Optimized geometries of neutral and protonated primary amines.

Figure 1.2B Optimized geometries of neutral and protonated secondary amines.
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1.3 results and disCussion

1.3.1 PredicTion of Gas Phase BasiciTy

The first step for the calculation of gas phase basicity is the calculation 
of Gibbs free energy changes associated with the protonation reac-
tion of amines. All the amines and their respective protonated cations 
are optimized in gas phase using DFT (B3LYP) level of theory with 
6–311++G(d,p) as basis set. The Gibbs free energy values are directly 
obtained from the thermochemistry part of the output file. The change in 
free energy is computed with the help of the thermodynamic cycle (see 
Figure 1.1) and Eq. (4). The calculated gas phase basicity of all the amines 
studied is given in Table 1.2 (only available experimental data is given).

Figure 1.2C Optimized geometries of neutral and protonated secondary amines.
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From Table 1.2 it is clear that the computed values show good agree-
ment with the experimental results. There is only slight deviation from 
the experimental values. The graphical representation of calculated ver-
sus experimental gas phase basicities of different amines are given in 
Figure 1.3a. As expected from the experimental results, the gas phase 
basicities increases with the number of carbon atoms in the alkylamines and 
also from primary to secondary and to tertiary amines (See Figures 1.3b 
and 1.3c). In Figure 1.3c, the amines which are numbered from 1–6 are 
primary, 7–10 are secondary and 11–13 are tertiary.

1.3.2 PredicTion of Gas Phase ProTon affiniTy

Similar to the calculation of gas phase basicity, the gas phase proton affin-
ity (PA) can also be calculated with the help of the thermodynamic cycle 
shown in Figure 1.1. The enthalpy values of both neutral and proton-
ated amines are computed, and then with the help of Eq. (6), PA can be 

taBle 1.2 Gas Phase Basicity Values of Different Alkylamines

Number Amine gas phase basicity at 298 K

Calculated experimental

1 Methylamine 206.47 206.60
2 Dimethylamine 214.07 214.30
3 Trimethylamine 218.34 219.40
4 Ethylamine 210.59 210.00
5 Propylamine 212.17 211.30
6 Isopropylamine 213.73 212.50
7 Butylamine 212.63 -
8 Sec-butylamine 214.95 214.10
9 Tret-butylamine 216.37 215.10
10 Pentylamine 213.06 212.60
11 Sec-pentylamine 216.03 -
12 Tert-pentylamine 217.80 215.98
13 Hexylamine 213.27 213.50
14 Sec-hexylamine 216.43 -
15 Tert-hexylamine 218.52 -
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Figure 1.3a Calculated and experimental gas phase basicity values of different 
alkylamines at 298K.

Figure 1.3B The dependence of gas phase basicity values on the number of carbon 
atoms of different alkylamines.
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computed. All the calculations are done using B3LYP/6–311++G(d,p) in 
Gaussian 03. The calculated and the experimental gas phase proton affini-
ties of alkylamines studied are listed in Table 1.3 (only available experi-
mental values are given).

The PA increases with the number of carbon atoms but it is not general. 
The calculated values are in good agreement with the experimental results 
(see Figure 1.4).

1.3.3 calculaTion of pKa Values

The pKa value is a measure of basic strength of amines as it increases with 
the basic strength. pKa value gives an idea about how much acidic is the 
hydrogen in a molecule [3]. The basicity of amines is due to the presence 
of non-bonded pair of electrons on nitrogen atom and relatively low elec-
tronegativity of this atom. The pKa values of alkylamines are calculated 

Figure 1.3C Dependence of gas phase basicity values of different alkylamines on the 
nature of carbon atom.
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taBle 1.3 Calculated and Experimental Gas Phase Proton Affinity Values of Different 
Alkylamines

Number Amine gas phase proton affinity values at 298 K

Calculated experimental

1 Methylamine 214.71 214.90
2 Dimethylamine 221.62 222.20
3 Trimethylamine 225.84 226.40
4 Ethylamine 217.82 218.00
5 Propylamine 221.71 222.80
6 Isopropylamine 221.23 220.80
7 Butylamine 220.13 223.30
8 Sec-butylamine 222.46 222.19
9 Tret-butylamine 223.78 223.30
10 Pentylamine 220.53 220.70
11 Sec-pentylamine 223.53 –
12 Tert-pentylamine 225.11 224.13
13 Hexylamine 220.76 221.60
14 Sec-hexylamine 224.03 –
15 Tert-hexylamine 222.85 –

by using Eq. (1) and the thermodynamic cycle shown in Figure 1.1, and 
are in good agreement with the experimental results. The computed and 
the experimental pKa values of amines are tabulated in Table 1.4 (only 
available experimental values are given).

From Table 1.4, it is clear that there is no periodic increase or 
decrease in the pKa values of different amines. The pKa values of pri-
mary, secondary and tertiary amines in solution varies as secondary > 
primary > tertiary. The electron releasing groups such as alkyl groups 
when attached to the nitrogen atom of amines increases the stability 
of its positively charged conjugate acid and they enhance the basic-
ity by (+) I mechanism, i.e., the dimethylamine (pKa = 10.74) is more 
basic than the methylamine (pKa = 10.44) and which in turn is more 
basic than the trimethylamine (pKa = 10.01). Steric factor also plays 
an important role in the prediction of pKa values. When there is large 
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Figure 1.4 Calculated and experimental gas phase proton affinity values of different 
alkylamines.

Number Amine pKa values at 298 K

Calculated experimental

1 Methylamine 10.44 10.50
2 Dimethylamine 10.74 10.73
3 Trimethylamine 10.10 09.80
4 Ethylamine 10.42 10.60
5 Propylamine 10.55 10.67
6 Isopropylamine 10.61 10.63
7 Butylamine 10.66 10.68
8 Sec-butylamine 10.89 10.80
9 Tret-butylamine 10.44 10.43
10 Pentylamine 10.79 10.63
11 Sec-pentylamine 10.83 –
12 Tert-pentylamine 11.01 10.85
13 Hexylamine 10.72 10.56
14 Sec-hexylamine 10.95 –
15 Tert-hexylamine 10.36 –

taBle 1.4 pKa Values (Calculated and Experimental) of Different Alkylamines
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or multiple substituents they hinders the bond formation with proton 
and reduces the basicity. So the tertiary amines are less basic than the 
secondary amines. The results obtained from the theoretical study also 
leads to the same conclusion. The graphical representation of calculated 
and the experimental pKa values of amines are shown in Figure 1.5.

1.3.4 calculaTion of elecTrosTaTic and non-
elecTrosTaTic conTriBuTions To free enerGy

The electrostatic and non-electrostatic contributions to free energy are 
directly obtained from the output files of Gaussian 03. The electrostatic con-
tribution is the same as that of the free energy of solvation of amines which 
are given in Table 1.5. The non-electrostatic contributions include the cavi-
tation, repulsion and dispersion energies to the free energy in the presence 
of a solvent.

Figure 1.5 Calculated and experimental pKa values of different alkylamines at 298K.
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taBle 1.5 Electrostatic and Non-Electrostatic Free Energy Values of Different 
Amines

Number Amine ΔGele ΔGnon-ele

1 Methylamine –5.16 4.55

2 Methylammonium ion –70.55 4.33

3 Dimethylamine –4.08 6.46

4 Dimethylammonium ion –64.66 6.20

5 Trimethylamine –1.75 7.89

6 Trimethylammonium ion –57.15 7.76

7 Ethylamine –5.18 4.98

8 Ethylammonium ion –69.05 4.81

9 Propylamine –5.01 5.60

10 Propylammonium ion –67.76 5.45

11 Isopropylamine –5.24 6.47

12 Isopropylammonium ion –66.87 6.24

13 Butylamine –5.66 6.39

14 Butylammonium ion –68.78 6.14

15 Sec-butylamine –5.39 7.08

16 Sec-butylammonium ion –66.71 6.86

17 Tret-butylamine –4.99 7.76

18 Tret-butylammonium ion –64.20 7.56

19 Pentylamine –5.74 7.11

20 Pentylammonium ion –68.78 6.85

21 Sec-pentylamine –5.24 8.14

22 Sec-pentylammonium ion –65.64 7.91

23 Tert-pentylamine –5.01 8.33

24 Tert-pentylammonium ion –63.88 8.14

25 Hexylamine –5.84 7.84

26 Hexylammonium ion –68.80 7.58

27 Sec-hexylamine –5.32 8.89

28 Sec-hexylammonium ion –65.60 8.65

29 Tert-hexylamine –4.88 9.52
30 Tert-hexylammonium ion –61.44 9.22
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The non-electrostatic contributions to free energy increases for 
higher amines. The free energy values are more for the protonated ions 
than their corresponding neutral amines. The electrostatic contribu-
tion (free energy of solvation) of neutral and protonated amines is also 
obtained during the calculation of pKa values. It has been observed 
that the values so obtained are similar to that given in the output file 
which confirms that the calculations are true. A comparison of the cal-
culated free energy values of solvation and that obtained in the output 
file are given in Table 1.6.

1.4 ConClusion

A computational study has been performed to calculate the pKa values 
of alkylamines. The gas phase basicity and gas phase proton affinity 
values has also been computed. All the calculations were performed 

Amine ΔGele calculated ΔGele from output

Methylamine –4.85 –5.16
Dimethylamine –3.71 –4.08
Trimethylamine –1.57 –1.75
Ethylamine –4.91 –5.18
Propylamine –4.67 –5.01
Isopropylamine –5.01 –5.24
Butylamine –5.56 –5.66
Sec-butylamine –526 –5.39
Tret-butylamine –4.77 –4.99
Pentylamine –5.81 –5.74
Sec-pentylamine –5.14 –5.24
Tert-pentylamine –4.78 –5.01
Hexylamine –6.12 –5.84
Sec-hexylamine –5.54 –5.32
Tert-hexylamine –4.88 –5.01

taBle 1.6 Free Energy Values of Solvation of Neutral Alkylamines
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using DFT-B3LYP level of theory in combination with IEF-PCM solva-
tion model and 6–311++G(d,p) basis set, in Gaussian 03 software pack-
age. The computed results are in good agreement with the experimental 
results. It has been found that the pKa values vary linearly with the free 
energy values of protonation. The gas phase basicity and proton affinity 
increases with the number of carbon atom as given in the literature. The 
basicity values in solution (water) decreases in the order secondary > 
primary > tertiary as it is clear from the pKa values (pKa increases with 
basic strength). The pKa values of primary amines are approximately 
the same, i.e., near to 10.7. The pKa values of secondary amines are 
slightly higher and those of tertiary amine were slightly lower than the 
primary amines. The method adopted is simple and easy to perform. In 
future, this study can be extended to various fields such as screening 
of solvents for CO2 capture, macromolecular ligand studies, acid-base 
solubility studies, etc.

taBle 1.7 Free Energy Values of Solvation of Protonated Alkylammonium Ions

Protonated ammonium ion ΔGele calculated ΔGele from output

Methylammonium ion –70.32 –70.55

Dimethylammonium ion –63.91 –64.66

Trimethylammonium ion –56.49 –57.15

Ethylammonium ion –68.11 –69.05

Propylammonium ion –66.31 –67.76

Isopropylammonium ion –65.32 –66.87

Butylammonium ion –67.05 –68.78

Sec-butylammonium ion –64.75 –66.71

Tert-butylammonium ion –62.22 –64.20

Pentylammonium ion –67.07 –68.78

Sec-pentylammonium ion –63.47 –65.64

Tert-pentylammonium ion –61.59 –63.88

Hexylammonium ion –67.07 –68.80

Sec-hexylammonium ion –63.59 –65.60
Tert-hexylammonium ion –61.44 –63.71
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aBstraCt

Coumarins are of great interest in the field of research because of their 
tremendous biological properties. It makes these compounds so attractive 
for further backbone derivatisation and screening to meet specific 
applications. The present study depicts the correlation between struc-
tural variations of Coumarin (C), its metabolite 3,4-dihydrocoumarin 
(DC) and their respective substituted compounds with chemical reactivity 
which in turn correlates to the influence of α,β unsaturation on structures. 
All Quantum mechanical computational calculations are done in den-
sity functional theory (DFT) method using the Gaussian 09W simulation 
package. The geometries and energies of these molecules have been com-
puted at B3LYP/6–311G (2d, 2p) level of theory. Natural Bond Orbital 
(NBO) analysis of these molecules provides a quantitative evaluation 
of electron density distribution and which is used to make a qualitative 
conclusion of donor-acceptor properties of substituents with parent C and 
DC scaffolds. It helps to predict the reactive centers and nature of fea-
sible reactions in the presence of ring activating and deactivating groups. 
Time dependent density functional theory (TD-DFT) based computation is 
adopted for the evaluation of absorption (UV-Vis) spectra of the molecules 
under consideration by including one set of diffuse function in basis set, 
which is utilized to analyze the shifting of absorption maxima as the con-
sequence of different types of substituents on third position of the parent 
scaffold. The calculation of dipole moment, polarization and hyper polar-
ization are showing the extent of the application of these compounds in 
the field of nonlinear optical organic materials. Global reactive descriptors 
like ionization potential, electron affinity, electronegativity, electrophilic-
ity, softness, hardness, etc., are calculated in order to analyze the extent of 
reactivity of considering molecules. The local reactivity descriptors such 
as Fukui functions and relative nucleophilicity were also calculated for 
the better understanding of the nature of reactive site and attempted to 
predict the type of reactions that are preferable for the considering chemi-
cal systems. In addition to Quantum mechanical calculation, druggability 
of some important hydroxy coumarin systems were also examined using 
Molinspiration property calculator available online.
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2.1 introduCtion

Coumarins comprise a large class of compounds having different bio-
logical and chemical activities mainly found in the plant kingdom. These 
plants are widely distributed in tropical rain forests where several species 
are used in folk medicines [19]. Although this class of compounds is dis-
tributed in whole part of the plant, highest level is in fruits (e.g., Bilberry, 
Cloudberry), followed by the roots, stems and leaves. The occurrence of 
these compounds in diverse parts of the plant is dependent on environ-
mental conditions and seasonal changes. However the well-known source 
of Coumarins is the higher plants with richest sources being in the fam-
ily of Rutaceae, Fabiaceae, Umbelliferae [22], interestingly some of the 
important members in Coumarins have been discovered from microbial 
sources also, e.g., Novobiocin and Coumermycin from Streptomycets, and 
Aflatoxins from Aspergillus species [9, 10].

In chemical aspects, Coumarin is a member of benzopyrone family, 
all of which are consisting of benzene ring joined with α-pyrone ring. 
Benzopyrones are further classified into two categories of benzo-α-pyrone 
to which Coumarins belong and benzo-γ-pyrone of which flavanoids 
are the principal candidates. The Coumarins are of great interest due to 
their tremendous pharmacological properties and characteristic conju-
gated molecular architecture [25]. The basic structure of Coumarin is as 
given in Figure 2.1.

By recognizing the importance of the Coumarin backbone structure, 
its various natural and synthetic derivatives are utilized to meet potential 

Figure 2.1 Back bone structure of the Coumarin.
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applications in various fields. Many of them are already find their role 
due to their important pharmacological effects, including analgesic, anti-
arthritis, anti-inflammatory, anti-pyretic, anti-bacterial, anti-viral and 
anti-cancer [6] agents. Among Coumarins, hydroxy coumarins and their 
derivatives have been effectively used as anticoagulants for the treat-
ment of disorders due to the excessive undesirable clotting, such as 
thrombophlebitis and certain cardiac conditions. There are a number of 
comparative pharmacological investigations of the hydroxyl coumarin 
derivatives; e.g., 4-hydroxy coumarins have shown a good anticoagulant 
activity with low side effects and little toxicity [29]. The major subtypes 
of Coumarins are simple Coumarins, Furanocoumarins, Pyranocoumarins 
and Pyrone substituted Coumarins. The simple Coumarins are hydroxyl-
ated, alkylated, alkoxylated or glycozylated coumarins like 7-hdroxy cou-
marin and substitution always comes to the benzene ring not on pyrone 
ring. Furanocoumarins consist of five membered furan ring attached 
with Coumarin backbone and which are further categorized to linear 
or angular based on substitution at one or both side of benzene moiety, 
Pyranocoumarins are analogous to Furanocoumarins but consists of a six 
membered ring and 4-hydroxy coumarin is an example for pyrone substi-
tuted Coumarin which indicate that substitutions are present at pyrone ring 
and not to benzene moiety [25]. Many synthetic compounds are also exists 
in this division. By virtue of structural simplicity and easy of synthesis, 
7 hydroxy coumarin is regarded as the parent of complex Coumarins. One 
of the important application of hydroxy coumarins is their role in design-
ing chemo sensors to detect anions especially cyanide. It is noted that the 
π system bearing an X-H moiety (where X is an electronegative atom such 
as N or O) are considered as favorable candidates for the selective anion 
recognition as chemo sensors. Among various chemo sensors, fluorescent 
chemo sensors have its own advantages such as high selectivity, low cost, 
ease of detection and suitability as diagnostic tools for biological concerns.

The present study reports the electronic properties and chemical 
reactivity of Coumarin structure by comparing with its metabolite 
3,4-dihydro coumarin and also with their substituted structures. The chem-
ical reactivity of selected hydroxy coumarins are explained using density 
functional theory (DFT) which entails a better understanding of their 
role and importance of basic structure of Coumarin in biological world. 
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On the basis of previous description, it is possible to establish that the 
chemical and biological activity of a system is directly depends on its abil-
ity to interact covalently as well as non-covalently in a specific way. The 
computational chemistry is a useful tool for these kinds of investigations, 
studies of chemical and biological properties with specificity, rapidity and 
low cost [15]. In addition, the study of chemical reactivity descriptors 
along with substitutions at same level of theory and in silico druggability 
tests of some hydroxy coumarins are also done in order to understand their 
potential applications.

2.1.1 Theory

Computational Chemistry simulates chemical structures and reactions 
numerically based on fundamental laws of physics. It opens new frontiers 
for the chemist to study chemical phenomena by running calculations on 
computers rather than by examining reactions of compounds experimen-
tally. The recent impact of DFT methods, similar to ab-initio method in 
many ways, by the development of Quantum chemical calculation is very 
considerable. The main idea of DFT is to describe an interacting system 
of fermions via its density and not via its many body wave function [36].

2.1.1.1 nBo analysis

The mutual influences of the electronic substituents on conjugated rings 
are still at the interest area of research because of the variation in reactiv-
ity of the chemical system as the cause of substitution. With the help of 
Quantum-Chemical calculations, it is now possible to differentiate the con-
tributions from orbital interactions and predict the effect of a substituent 
on reaction center. NBO analysis is based on an approach of transforming 
multi electron wave functions of molecules into the localized form that cor-
responds to single-center [lone pair (LP)] and two centered [natural bond 
and antibonding orbitals (BD and BD*, respectively)] elements. It gives a 
deep insight into the intra and intermolecular orbital interactions in mole-
cules between filled donor and empty acceptor NBOs, which enables us to 
give a quantitative evaluation and thereby results a qualitative conclusion 
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of donor-acceptor properties of substituents [54]. For each donor (i) and 
acceptor (j) interactions are quantitatively expressed by means of second-
order perturbation interaction energy E(2) associated with delocalization 
i → j is estimated as

 E(2) = 
2 ( )

i
j i

F i, jq
e e−  (1)

where qi is the electronic occupancy in donor orbital, F(i, j) is the off diag-
onal NBO Fock matrix element and εi and εj are diagonal elements in 
orbital energies. By analyzing the interactions between occupied Lewis 
NBO (bond pair or lone pair) as donor and an unoccupied non-Lewis NBO 
(anti-bonding or Rydberg) as acceptor with their second order perturbation 
energy will give clear information regarding the origin of stabilization of 
that molecule. If the stabilization energy E(2) associated with an interaction 
is large, more will be the extent of stabilization. The NBO analysis pro-
vides an efficient method for studying inter and intra molecular bonding 
interactions and also extent a convenient basis for investigating charge 
transfer or conjugative interactions in the molecular system [16, 42].

2.1.1.2 global reactive descriptors

The utility of global reactive descriptors is of great importance to answer 
some fundamental questions in chemistry such as reactive feasibility 
(whether a reaction will take place or not) or intra molecular selectivity. 
The basic relationships within the conceptual framework of DFT are very 
useful to predict chemical potential, electronegativity, chemical hardness 
and chemical softness with respect to the number of electrons present in 
considering chemical system. The chemical hardness fundamentally signi-
fies the reluctance towards the deformation or polarization of the electron 
cloud of the atoms, ions or molecules under small perturbation encoun-
tered during chemical processes [18]. Chemical Softness is the measure of 
the capacity of a molecule to receive electrons; more precisely it is related 
with the groups or atoms present in that molecule and inversely propor-
tional to chemical hardness [36]. The chemical potential in DFT, mea-
sures escaping tendency of an electron from equilibrium, is accounted by 
the first derivative of energy with respect to the number of electrons [57] 
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and which is also the negative of electronegativity, is a measure of the 
tendency to attract electrons in a chemical bond [36].

Global reactive descriptors can be calculated by two different methods, 
one is based on the difference in total electronic energy of neutral mol-
ecule and its corresponding anion and cation, obtained from the geometry 
of the neutral molecule in order to keep the external potential as constant, 
and usually call it as ‘energy vertical’ [46].

 IPE = Ecation – Eneutral (2)

 EAE = Eneutral – Eanion (3)

The other one is based on the approximation suggested by Koopman’s 
theorem [23], by considering the difference between highest occupied 
molecular orbital (HOMO) and lowest unoccupied molecular orbit-
als (LUMO) energies of the neutral molecule under study and call it as 
‘orbital vertical’ [53]. By making use this approximation the global reac-
tive descriptors can be written as given below.

 Ionisation Potenial (IP) ≈ – EHOMO (4)

 Electron Affinity (EA) ≈ – ELUMO (5)

where EHOMO is the energy of HOMO and ELUMO is the energy of LUMO.

 Hardness (η) ≈ (IP – EA)/2 (6)

 Electronegativity (χ) ≈ (IP + EA)/2 (7)

 Softness (S) ≈ 1/2n (8)

 Chemical potential (μ) ≈ –χ (9)

 Electrophilicity index (ω) ≈ μ2/2n (10)

The global electrophilicity index (ω) is a measure of lowering in energy 
due to maximal electron flow between donor and acceptor. The elec-
trophilicity index is built up from the electronic structure of molecules, 
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independent from its nucleophilic counterpart, is replaced by an unspeci-
fied environment viewed as sea of electrons [35]. The molecule having 
high HOMO energy shows more reactivity with electrophiles while low 
LUMO energy is good for molecular reaction with nucleophile [41]. Since 
hardness corresponds to the gap between HOMO and LUMO energy level, 
high energy gap results higher hardness and lower reactivity and it also 
can be correlated with aromaticity by defining that larger HOMO-LUMO 
gap has been associated with higher aromatic nature. Hence the absolute 
hardness is considered as a criterion with high significance for determin-
ing stability and reactivity of a chemical system [3, 8].

2.1.1.3 local reactive descriptors

Beside the global reactive descriptors, it is possible to define its local 
(regional) counterpart condensed to specific atoms of a molecule. The 
local reactivity parameters can be analyzed through the evaluation of Fukui 
indices. Fukui function is an electron density based reactivity index and 
giving information regarding which atom has higher tendency to accept 
or loose electrons than others in a particular molecule, means which are 
more electrophilic or nucleophilic in nature. Based on this, reactive sites 
of a molecule can be classified as sites for electrophilic, nucleophilic or 
radical attack.

Fukui function is given by the equation

 f r r
N v rv r N

( ) ( )
( )( )

= 





 =











δρ
δ

δµ
δ

 (11)

where ρ(r) is the electron density, N is the number of electron and v(r) 
is the external potential exerted by the nucleus, μ is electronic chemical 
potential.

The calculations of condensed Fukui functions are based on the finite 
difference approximation and partitioning of the electron density ρ(r) 
between atoms in molecular systems.

For reaction with electrophiles

 fj
– = qj(N) – qj(N – 1) (12)
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For reaction with nucleophiles

 fj
+ = qj(N + 1) – qj(N) (13)

For free radical reaction

 
j j jf q N q N
0 1

2
1 1= + − − ( ) ( )  (14)

Here is the charge on the jth atomic site calculated from Mullikan popu-
lation or natural population on anion (qj(N+1)), cation (qj(N–1)) and qj(N) 
neutral species [36]. Population analysis is a mathematical way of partition-
ing the wave function or electronic density to obtain bond orders, nuclear 
charges, etc. But the natural population is more accepted than Mullikan 
population for Fukui calculation because of its improved numerical 
stability and which will help to give a better description for electronic dis-
tribution of chemical systems having high ionic character [43].

The local softness indices, sk, are closely related to condensed Fukui 
functions and global softness and it can be used for comparing reactivity 
of atomic centers between different molecules.

The local softness [56] is defined as

 S r n r
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Upon integration, yields global softness
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The relationship between the local softness and Fukui function is given 
below

 S r Sf r r
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It reflects that these quantities, condensed Fukui functions and local 
softness, are giving the same information about the relative site of 
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reactivity in a molecule. The relative nucleophilicity indices, Sk
–/Sk

+ repre-
sent the nucleophilicity of an atomic center compared with its own electro-
philicity and defined as quotient of the condensed local softness indices of 
the molecular system. The atomic center having the highest Sk

–/Sk
+ value is 

considered as the most reactive site for electrophilic attack [45].

2.1.1.4 polarisability and hyper polarisability

Polarizabilities and hyperpolarizabilities determine the strength of molec-
ular interactions, cross section of different scattering, collision processes 
and also non-linear optical properties. The development of organic non-
linear optical (NLO) materials is motivated by the prominence of their 
cost effective applications in telecommunication, computing, signal trans-
mission, embedded network sensing and even in the medical field for the 
development of sensors. The NLO property of a molecule is originated 
from the non centrosymmetric alignment of NLO chromophores while 
interacting with electromagnetic waves leads to the production of new 
fields altered in phase, frequency, amplitude or other propagation charac-
teristics from the incident fields. It is well known that impinging a beam 
of light on a material leads to the oscillation of charges on each atom. The 
amount of charge displacement in linear materials is proportional to their 
instantaneous magnitude of electric field with the same frequency of the 
incident light. The displacement of charge from the equilibrium, means 
polarization (P), for small fields is directly proportional to the applied 
field, E,

 P = α E (18)

where α is the linear polarizability.
For a NLO material, the displacement of charges from its equilibrium 

position should be represented using a nonlinear function of electric field. 
Likewise, materials which subjected to a high electric field will cause for 
the deviation of their polarisabilility from the linear regime (Gunter, 2000).

For nonlinear polarization,

 P = P0 + χ1 E + χ2E2 + χ3E3 + … (19)
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It is also noted that the total dipole moment of a chemical system arises 
while applying electric field should be calculated by accounting four com-
ponents present in the given equation

 μ = μ0 + α F+ ½ β F2 + 1/6 γ3+… (20)

where μ0 is permanent dipolemoment, α is polarisability, β is first order 
polarisability and γ is the second order polarisability. The mean polar-
izability ‘α’ can be represented in terms of x, y, z components as fol-
lows [59].

 α = (αxx + αyy + αzz)/3 (21)

The microscopic first order hyper polarisability (β) is a third rank ten-
sor having 27 tensor components. But for a molecule with no symmetry, 
these 27 elements are reduced to 10 according to Kleinman symmetry [24, 
58]. So the calculations for finding out the average hyperpolarisability 
based on the Eq. (22) is composed of these 10 irreducible tensor compo-
nents of βxxx, βxyy, βxzz, βyyy, βxxy, βyzz, βzzz, βxxz and βyyz [51].

 βtot = (β2
x + β2

y + β2
z)

1/2 (22)

where

 βx = (βxxx + βxyy + βxzz) (23)

 βy = (βyyy + βxxy + βyzz) (24)

 βz = (βzzz + βxxz + βyyz) (25)

2.1.1.5 in silico druggability test

Lipnski’s Rule of Five [28] is generally used for analyzing the extent 
of oral bioavailability properties of considering chemical systems. This 
rule is based on certain observations, an empirical rule, states that a mol-
ecule is likely to be orally active if it satisfies the following conditions: (a) 
the molecular weight should be less than 500; (b) logP value (calculated 
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from octanol/water partition coefficient) should not be greater than 5; (c) 
number of hydrogen bond donors (–OH and –NH groups) should not be 
greater than 5; and (d) number of hydrogen bond acceptors (mainly N or 
O atoms) should be at most 10. Noticeably the limits of all condition of 
this rule are 5 or its multiple, hence popularly called as ‘Rule of Five.’ The 
rule describes the molecular properties, which are important for a drug’s 
pharmacokinetics in the human body, including their absorption, distribu-
tion, metabolism and excretion (ADME). However, the rule does not pre-
dict whether a molecule is pharmacologically active or not. A compound 
is likely to be orally active as long as not more than one rule is violated. 
The extension to the Lipinski’s rule of five states that polar surface area 
(PSA) should be less than or equal to 140 Å2 and number of rotatable 
bonds should be within 10 [52]. PSA is formed from polar atoms in a mol-
ecule and calculated by using the method, termed topological PSA (TPSA), 
based on the summation of the tabulated surface contribution of polar frag-
ments [14] usually from oxygen, nitrogen and attached hydrogen.

2.2 Computational details

From the theoretical point of view, Quantum mechanical studies related 
with reactivity and physical properties of some Coumarin derivatives are 
demonstrated that DFT/B3LYP/6–311G (2d, 2p) is a reliable method and 
basis set for the calculation of geometries and related properties of them 
[39]. The gas phase structures of molecules under study in the ground state 
are optimized by performing DFT with Beck’s three parameters [2] for 
exchange interaction and Lee-Yang-Parr [26] is used to consider correla-
tion functional (B3LYP) with 6–311G (2d, 2p) basis set. The vibration anal-
ysis is also performed in order to ensure that the optimized geometries are 
corresponding to a true minimum not a transition state. All computational 
chemistry calculations are done using Gaussian 09W simulation package 
[17]. Natural Bond Orbital (NBO) analysis implemented in GAUSSIAN 
09W package is carried out at the same level of theory to get a good under-
standing of contributions from each atom in the formation of different 
molecular orbitals and various second order interactions exist between the 
subsystems. In order to study the extent of NLO property the polarisbility 
and hyper polarisability are calculated. The local (or regional) reactivity 
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descriptors, condensed Fukui functions, are evaluated from single point 
calculation in terms of the molecular coefficients and the overlap matrix 
of the system. The optimized molecular geometries are utilized for the 
single point energy calculations with the same level of theory for anions 
and cations of the considering molecules in the ground state with doublet 
multiplicity. The individual atomic charges are calculated by natural popu-
lation analysis (NPA) from NBO results, are used to calculate the Fukui 
functions of corresponding reactive sites. TD-DFT is used for the evalua-
tion of absorption (UV-Vis) spectra of molecules by including one set of 
diffuse function in the basis set.

The molecules selected for computational chemistry calculations of 
this present work are Coumarin(C), 3,4 dihydrocoumarin (DC) and with 
substitution of nitro, amino and trifluoro methyl groups at third position 
of parent ring which represents like C.NO2, C.NH2, C.CF3 and DC.NO2, 
DC.NH2 and DC.CF3 (Figure 2.2).

Figure 2.2 Optimized geometries of C, DC and their nitro, amino and trifluoro methyl 
substituted structures using B3LYP/6–311G (2d, 2p).
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In order to recognize the importance of chemical and biological prop-
erties of Coumarins, we have calculated Quantum mechanical reactivity 
descriptors as well as In silico druggability parameters of some hydroxy 
coumarins such as 7-hydroxy coumarin (7hC), 4-hydroxy coumarin (4hC), 
7-hydroxy–4-methyl coumarin (7h4mC), Esculetin (E), 4-methyl escule-
tin (4mE) (see Figure 2.3).

Biological studies related to druggability of considering molecules 
are predicted by calculating Lipnski’s Rule of Five [28], explains the 
extent of oral bio availability properties with the help of free on-line 
Cheminformatics tool namely Molinspiration property explorer. The 
SMILES [55] notations of considering structures are generated using 
Open Babel [33] and then fed into the Molinspiration software to calculate 
molecular properties such as logP, topological polar surface area, number 
of hydrogen bond donors and acceptors, molecular weight, volume and 
number of rotatable bonds.

Figure 2.3 Optimized geometries of hydroxy coumarins studied using B3LYP/6–311G 
(2d, 2p).
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2.3 results and disCussion

2.3.1 deTerminaTion of characTerisTics of 
sTrucTures from nBo analysis

It has been generally accepted that the presence of soft π electron density 
is the characteristics of C=C double bond in unsubstituted alkene. The 
more electronegative character of sp2 hybrid with respect to the sp3 is con-
sidered as one of the reasons for the better stabilization of a negative charge 
in alkene. Therefore, the expected reactivity of the C=C functionality is the 
attack of electrophiles. However, this behavior can be interestingly modi-
fied by inserting suitable substitutions. The presence of an electron with-
drawing substituents at the adjacent place of C=C double bond facilitates 
the attack of nucleophile on this reactive site. The nucleophile activation of 
α,β-unsaturated carbonyl compounds are the well recognized examples for 
this type of modifications [7]. The peculiar properties of α-benzapyrone 
are also correlated with α,β unsaturated ester group present in the par-
ent ring. In this context, studies regarding the structure of coumarin (C) 
and dihydrocoumarin (DC) by considering the possible intra molecular 
orbital interactions are certainly important. The experimentally observed 
aromatic nature of compound C and DC are accurately described with the 
help of computational thermo chemical studies by designing isodesmic 
reactions, suggests that DC is more stable than C even both are aromatic 
in nature [32]. On accounting the structural variations, the present study 
consists of the prediction of relative aromaticity of the considering sys-
tems by using NBO calculations. The differences in the thermodynamic 
and kinetic stability of these compounds also can be explained in terms 
of aromaticity and delocalization of electron density through π molecular 
orbitals.

Table 2.1 displays the calculated natural hybrids of atoms present in 
cyclic ring, the σ (C6–C5) bond is formed from the combined influence of 
hybrid sp1.76 of C6 atom (which is formed from the mixture of 36.16% s, 
63.74% p and 0.10% d atomic orbital’s) and sp1.72 of C5 (which is from 
36.72% s, 63.19% p and 0.09% d atomic orbital’s). It means that the above 
described molecular orbital is formed by the contribution of C6 and C5 
atoms in that proportion and the total occupancy of electrons in σ C6–C5 
bond is 1.9778. The C–C single bond is formed by the linear combination 



38 computational chemistry methodology

taBle 2.1 Occupancy of NBOs and Hybrids of C and DC Calculated by B3LYP/6–
311G (2d, 2p)

NBos occupancy hybrid Ao 

Coumarin

σ C6–C5 1.97781 C6 sp1.76

C5 sp1.72

s (36.16%) p (63.74%) d (0.10%)

s (36.72%) p (63.19%) d(0.09%)
π C6–C5 1.69633 C6 s0p1

C5 s0p1

s (0.00%) p (99.96%) d (0.04%)

s (0.00%) p (99.96%) d (0.04%)
σ C6–C7 1.97835 C6 sp1.8

C7 sp1.77

s (35.62%) p (64.28%) d (0.10%)

s (36.03%) p (63.86%) d (0.10%)
σ C5–C10 1.96935 C5 sp1.82

C10 sp1.83

s (35.44%) p (64.46%) d (0.09%)

s (35.26%) p (64.68%) d (0.06%)
σ C10–C9 1.97091 C10 sp2.1

C9 sp1.63

s (32.19%) p (67.71%) d (0.10%)

s (37.95%) p (62.00%) d (0.06%)
π C10–C9 1.59162 C10 s0p1

C9 s0p1

s (0.00%) p (99.98%) d (0.02%)

s (0.00%) p (99.96%) d (0.04%)
 σ C10–C9 1.97117 C10 sp2.09

C9 sp1.90

s (32.38%) p (67.55%) d (0.06%)

s (34.42%) p (65.48%) d (0.10%)
σ C9–C8 1.97331 C9 sp1.65

C8 sp1.87

s (37.65%) p (62.30%) d (0.05%)

s (34.77%) p (65.10%) d (0.12%)
σ C9–O1 1.98981 C9 sp3.15

O1 sp1.87

s (24.08%) p (75.79%) d (0.13%)

s (35.20%) p (64.62%) d (0.18%
σ C8–C7 1.97546 C8 sp1.73

C7 sp1.78

s (36.60%) p (63.31%) d (0.09%)

s (35.96%) p (63.93%) d (0.11%)

π C8–C7 1.68262 C8 s0p1

C7 s0p1

s (0.00%) p (99.95%) d (0.05%)

s (0.00%) p (99.96%) d (0.04%)
σ C4–C3 1.98109 C4 sp1.66

C3 sp1.56

s (37.57%) p (62.33%) d (0.10%)

s (39.02%) p (60.87%) d (0.11%)
π C4–C3 1.82984 C4 s0p1

C3 s0p1

s (0.00%) p (99.93%) d (0.07%)

s (0.00%) p (99.90%) d (0.10%)
σ C2–C3 1.98374 C2 sp1.48

C3 sp2.17

s (40.31%) p (59.65%) d (0.04%)

s (31.50%) p (68.36%) d (0.14%)
σ C2–O2 1.99079 C2 sp2.98

O2 sp2.25

s (25.06%) p (74.81%) d (0.12%)

s (30.69%) p (69.10%) d (0.21%)
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of two sp3 hybridized carbon atoms while sp2 hybridized carbon atoms take 
part in the formation of C=C bond and C≡C is derived from two sp hybrid-
ized atoms with the maximum occupancy of electrons in a chemical bond 
is considered as to be 2 [50]. On analyzing the composition of π orbitals of 
other carbon centers of both C and DC reveals that only p orbitals take part 
in the formation of π orbitals. For example π C6–C5 bond is formed by the 
combined influence of C6 (mixture of 0.00% s, 99.96% p and 0.04% of d 
orbital’s) and C5 (mixture of 0.00% s, 99.96% p and 0.04% of d orbital’s) 
with the occupancy of 1.6933. Likewise, it has been observed that p orbit-
als of six carbon atoms in benzene ring take part together in the formation 
of π orbital and their occupancy is nearly to 1.5, indicates the electrons 
are delocalizing among these π orbitals of the benzene ring in both C and 
DC. Even though the p orbitals are the source of π bonds in C3=C4 and 
C2=O2 of C but some slight variations are seen in their occupancy of 
1.829 and 1.979 respectively. It gives an indication for the existence of 
some sort of delocalization even which is not so strong enough to the 
same extent that seen in benzene moiety of the C. The C3–C4 and C2=O2 
bond in DC with occupancy of 1.97378 and 1.9889, respectively, indicate 
the lack of involvement of π orbital electrons in delocalization as a con-
jugated system due to the absence of bridged C3=C4 double bond which 
extends the conjugation from benzene ring to pyrone ring. From the close 
observation of hybrids of each atom in C reveals that, the carbon centers 
in benzene ring are nearly in sp2 hybridization and extended to carbon 

NBos occupancy hybrid Ao 

σ C2–O1 1.99440 C2 sp1.91

O1 sp1.36

s (34.37%) p (65.55%) d (0.09%)

s (42.17%) p (57.32%) d (0.50%)
π C2–O2 1.97940 C2 s0p1

O2 s0p1

s (0.00%) p (99.84%) d (0.16%)

s (0.00%) p (99.62%) d (0.38%)
Dihydro coumarin

σ C4–C3 1.97378 C4 sp2.70

C3 sp2.45

s (27.04%) p (72.87%) d (0.09%)

s (28.97%) p (70.93%) d (0.10%)
σ C2–C3 1.98632 C2 sp1.54

C3 sp2.86

s (39.40%) p (60.56%) d (0.04%)

s (25.89%) p (73.95%) d (0.16%)

taBle 2.1 (Continued)
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centers C10, C4 and C3 of C10–C4 and C3=C4 bonds which are the part 
of α-pyrone ring. The hybridization of C2 is observed as sp1.91, nearly to 
sp2 type, indicates the possibility of the extension of the delocalization of 
π electrons through C3=C4 and C2=O2. However, the electron occupancy 
of these bonds raises the questions regarding the strength of delocalization 
of these π electrons as the continuation of benzene ring. The shape of sp2 
hybridized orbitals of carbon centers are planar with p atomic orbital is 
placed right angle to the plane of the nucleus [15] and all carbon centers 
in C are nearly 120o with slight variations are seen for angles C9–C10–C4 
and C3–C2–O1 with value of 117.4o and 115.9o, respectively. In contrast to 
α-pyrone moiety, all carbon centers in benzene moiety are showing bond 
angle of 120o. The optimized geometry of DC consists of a planar ben-
zene ring and a heterocyclic ring with large distortion in planarity as com-
pared with C. The effect of angular strain within the sp3 hybridized carbon 
atoms and repulsion between contiguous –CH2– groups results the stag-
gered conformation of hydrogen atoms which in turn distort the planarity 
of pyrone ring in DC. Contrasting with the above behavior, C consists of 
sp2 hybridized fragment and is found to be adopted a completely planar 
structure at its most stable geometry. Furthermore, this conclusion can be 
verified by the analysis of bond order of each C–C bond in both C and DC 
which are given in Table 2.2.

If a system having alternated double bonds and there exists an aromatic 
π electron delocalization then every bond which involved in conjugation 
should be with the bond order nearly of 1.5 [7]. The bond order for C2–C3 
of C, which is placed between C3=C4 and C2=O2, is observed as 1.0962 
and likewise bond order of C4–C10, present between bridged benzene 
ring and C3=C4, is found to be 1.1560. These above mentioned bonds in 
DC are found to be with the bond order of 0.9912 and 1.0125, respectively. 
The benzene moiety present in both C and DC show the bond order nearly 
of 1.5, gives a positive correlation to the aromaticity and the bond order 
of considering systems obtained from NBO analysis (see Table 2.2). Even 
though the strong aromatic conjugation exists in the benzene moiety of 
both compounds, the extent of delocalization is varied in α-pyrone moi-
ety. It can be reasoned out for DC by considering the absence of alternate 
double bond in α-pyrone moiety for the delocalization. The bond orders 
of C enlighten the existence of delocalization even which is not as strong 
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as aromatic delocalization seen in benzene moiety. Therefore, it can be 
concluded by accounting electronic occupancies and bond orders that, the 
α-pyrone moiety present in DC has no any aromatic nature while in C 
there exists some delocalization towards C2=O2 bond which may cause 
for the reduction of aromatic nature of C, and hence DC is thermodynami-
cally more stable than C. Table 2.3 displays the second order perturbation 
energies of donor-acceptor interactions between NBO’s of C and DC due 
to resonance effect.

The higher stabilization energy values indicate the existence of strong 
interactions between π →	π* orbitals in the benzene moiety of both mol-
ecules even a slight higher value for DC than C. The interactions between 
π C7–C8 orbital to π*C5–C6 and π*C9–C10 orbitals with stabilization 
energy of 17.74 and 22.88 kcal/mol, respectively, is an evidence for delo-
calization of one π orbital with two adjacent π* orbitals. Similar type of 
interaction, π→π*, also exist between other carbon centers in the ben-
zene ring. Besides the strength of perturbation it gives additional informa-
tion regarding the preferable direction of π electron flow, so that tracking 
of these orbital interactions will help us to predict the possible reactive 
centers and mechanism of electrophilic or nucleophilic substitution on 

taBle 2.2 Bond Orders for Each Bond of C and DC from NBO Analysis

Bonds C DC

C6–C7 1.3904 1.4273
C6–C5 1.4784 1.4363
C5–C10 1.3295 1.4006
C10–C9 1.2905 1.3542
C9–C8 1.3671 1.3852
C8–C7 1.4598 1.4406
C10–C4 1.1560 1.0125
C4–C3 1.7220 1.0067
C3–C2 1.0962 0.9912
C2–O2 1.7380 1.7961
C2–O1 0.9062 0.9540
C9–O1 1.0008 0.9345
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both ring. The observed stabilizing interaction of πC9–C10→π*C3-C4 
with 15.51 kcal/mol second order perturbation energy in C also explains 
the interaction between benzene and pyrone moiety even which is lower 
than average interaction energy among aromatic orbitals of 22 kcal/mol. 
But such type of interaction is not present in compound DC because of the 
absence of C3=C4 bond.

A very strong interaction also has been observed in molecule C between 
the p-type orbital containing lone electron pair of O1 and the neighbor-
ing π*C9–C10, π*C2–O2 antibonding orbitals with perturbation energy 
of 30.30 and 35.97 kcal/mol respectively, while in the case of DC, this 
perturbation energy varied as 22.44 kcal/mol and 38.75 kcal/mol for the 
same π* molecular orbitals. It reveals that the lone electron pair of O1 in 
C is more interacting with the benzene ring than adjacent C2=O2 bond. 
Likewise, the other interactions present in C such as π C9–C10→π*C3–C4 

taBle 2.3 Second Order Perturbation Energy Between NBOs for Explaining 
Resonance Effect in C and DC

Donor NBos Acceptor NBos e(2) kcal/mol

C DC

π* C9–C10 17.73 20.31
π C6–C7 π* C7–C8 21.10 21.19

π* C6–C7 19.67 20.46
π C9–C10 π* C7–C8 16.43 19.02

π* C3–C4 15.51 0.00
π* C6–C7 17.74 19.34

π C7–C8 π* C9–C10 22.88 22.81
π* C9–C10 10.97 0.00

π C3–C4 π* C2–O2 22.65 0.00
π C2–O2 π* C3–C4 5.58 0.00

σ* C9–C10 7.19 6.33
LP(1) O1 σ* C2–C3 4.80 5.53

π* C9–C10 30.30 22.44
LP(2) O1 π* C2–O2 35.97 38.25

Note: E(2) second order perturbation energy.
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and π C3–C4→π*C9–C10 with perturbation energy of 15.51 and 10.94 
kcal/mol respectively also can be correlated to the lowering of bond order 
of C9–C10, 1.29, than other bonds in aromatic moiety, giving a strong 
support to the lowering of aromatic nature of C as the consequence of 
delocalization of lone electron pair in O1 to benzene ring. The bond order 
of C9–C10 in DC, nearly at 1.35, ensures the strong delocalization with 
in the benzene ring than in C which in turn leads to the higher aromatic 
nature of DC.

The other interactions which have high contribution in the reac-
tivity of a molecule is π*→π* [11]. These types of interactions are 
π*C9–C10→π*C3–C4 and π*C2–O2→π*C3–C4 with perturbation energy 
of 185.50 and 105.41 kcal/mol respectively present in C, but such interac-
tions between antibonding orbitals with high amount is absent in DC.

2.3.2 elecTronic effecTs of suBsTiTuenTs from nBo 
analysis

This portion of the work is devoted to a comparative estimation of the 
electronic effect of functional groups like NO2, CF3 and NH2 on third 
position (α-pyrone moiety) of C and DC structures. The inductive and 
resonance effects are the basis for the classification of substituents. Nitro 
and trifluoromethyl groups are associated with the withdrawal of electrons 
from the parent ring while amino group make available its lone electron 
pair to the π conjugated system [7].

It is generally accepted that during the interaction between a substitu-
ent and its parent ring, the manifestation of two main electronic effects is 
possible. One is inductive effect, also known as polar effect; arise from 
the covalent single bond between unlike atoms. The electron pair form-
ing the σ bond between unlike atoms is never shared absolutely equally 
for the two atoms, but always tends to be attracted towards the more 
electronegative atoms among the two [50]. It attenuates in proportion to 
the distance from a carbon atom bonded to the substituent. All inductive 
effects are permanent polarizations in the ground state of a molecule, and 
are therefore manifested in its physical properties, such as dipole moment 
and their polarisability. In addition, inductive effects operating through the 
bonds of a chemical system, an essentially analogous effect can operate 
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either through the space surrounding to the molecule or in solution, via 
molecules of solvent surround it. As all the computational calculations of 
these considering structures are performed in gas phase, the solvent effect 
on reactivity can’t be predicted from the results.

The other electronic effect is conjugative effect, also known as reso-
nance or mesomeric effect. The present system deals with the electronic 
distributions occur in unsaturated, especially in conjugated, systems via 
their π orbitals. It has been observed for almost all cases, along with meso-
meric effect there will also be an inductive effect with much smaller in 
amount than mesomeric effect as σ electrons are much less polarizable 
and hence less readily shifted than π electrons. The difference between 
this transmission of electrons via a conjugated system and the inductive 
effect in a saturated system is that the mesomeric effect suffers much less 
diminution by its transmission, and the polarity at adjacent carbon atoms 
alternates. The mesomeric, like inductive, the effects are permanent polar-
izations in the ground state of a molecule and so reflect in their physical 
properties.

The essential difference between inductive and mesomeric effects is 
reflected in their way of action, the inductive effects can operate in both 
saturated and unsaturated compounds while mesomeric effects can oper-
ate only in unsaturated, especially in conjugated, chemical systems. The 
former involve the electrons in σ bonds while the latter deals with π bonds 
and orbitals. Inductive effects transmit over only quite short distances in 
saturated chains before dying away, whereas mesomeric effects may be 
transmitted from one end to the other of quite large molecules provided 
that conjugation (delocalized π orbital) is present, through which they can 
proceed.

The energy of the donor-acceptor interaction between the orbitals of 
a substituent with the benzopyrone ring can be utilized for the evalua-
tion of the impact of an electronic effect. In accordance with the generally 
accepted designations, –I and –C effects characterize the electron accep-
tor properties of substituents while +I and +C designations for electron 
donor properties. The orbital interactions determined within NBO analysis 
by using B3LYP/6–311G (2d, 2p) level of theory is characterized accord-
ing to the scheme in Table 2.4, presents the total energies of the donor-
acceptor interaction of orbitals associated with various electronic effects.
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The energies related to individual components of the +I, –I, +C and 
–C effects, the total energies ΣEI and ΣEc for the inductive and resonance 
effects respectively, the energy ΣEi = ΣEI + ΣEc corresponds to the total 
effect of substituent. If ΣEi < 0, the substituent shows acceptor properties 
with parent ring and partial transfer of electron density from the orbitals of 
ring to substituent. If ΣEi > 0, the substituent has donor properties in prom-
inent. The extent of interaction of substituents on the parent ring of C and 
DC are shown in Figures 2.4a and 2.4b, respectively from NBO analysis.

The transfer of electron density from the natural σ-bonding orbital of 
benzopyrone ring to natural σ* antibonding orbital of substituent indi-
cates the electron accepting inductive effect (which refer to as –I effect). 
The interaction between orbitals σ (C–C) of bezopyrone ring to σ (C–N) 
in C.NO2 molecule models the partial transfer of electron density from 
benzopyrone ring to NO2 group with 10.42 kcal/mol energy is an example 
for –I effect, hence give a negative sign and characterized the value as 
–10.42 kcal/mol. The same interaction in DC.NO2 is giving the stabiliza-
tion energy of –6.22 kcal/mol only.

The transfer of electron density from the σ orbitals of a substituent to 
the σ* antibonding orbitals of benzopyrone ring is designated an electron 
donating +I inductive effect, so the energy of interaction is indicated with 
a positive sign. In the case of C.NO2, interaction of σ (C–N) → σ* (C–C) 
takes +8.61 kcal/mol stabilization energy while for DC.NO2, +2.14 kcal/
mol are attributed to the +I effect. Electron donating mesomeric +C effect 
is characterized by the transfer of electron density from natural bonding π 
orbitals of substituents to π* orbitals of benzopyrone ring. The +C effect of 
C.NO2 due to the interaction of π (O–N) → π* (C–C) is giving the energy 
of +3.89 kcal/mol while the energy of accepting interaction of π (C–C) → 
π*(O–N) with stabilization energy of –18.23 kcal/mol corresponds to –C 
effect. All donor-acceptor interactions of which their threshold interaction 
energy exceeded by the value of 0.5 kcal/mol is taken for the total elec-
tronic effect of particular functional group with benzopyrone and dihy-
drobenzopyron ring for determining the effect of substituents. It means 
that the characterizing energy of the +I effect of –NO2 group in C.NO2 
molecule is determined from the contributions of the five components and 
the –I effect of the same from the contributions of four components.
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Figure 2.4a Molecular orbital diagram showing the interaction of substituents with C.

Figure 2.4B Molecular orbital diagram showing the interaction of substituents with DC.
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The negative values of the total energies (ΣEi) of C.NO2 and DC.NO2 
ensures the general manifestation of electron-acceptor properties of NO2 
functional group. Even the NO2 group in C.NO2 is showing +I and –I as 
well as +C and –C effects, the overall effect indicate that NO2 is sub-
stantially stronger π acceptor (with greater negative value of ΣEc) than 
σ-acceptor (with lower negative value of ΣEI). It has been observed that 
the competition exists between +I and –I effects for DC.NO2 because 
of the absence of C3=C4 double bond where the substituent is attached 
which in turn reduces the possibility for the conjugative effect of –NO2 
group. On comparing the electronic effect of –CF3 in C and DC, –I effect 
is prominent as the presence of highly polarized three σ C-F bonds of –CF3 
group. By analyzing the influence of selected electron withdrawing sub-
stituents (–CF3 and –NO2) on third position of benzopyrone ring, NO2 acts 
as strong π acceptor while –CF3 shows mild σ electron accepting nature. 
The electron donating substituent, –NH2, activate the ring by exhibiting 
a strong +C effect because of the delocalization of its lone electron pair 
on nitrogen to π*C3–C4 orbital with interaction energy of +34.79 kcal/
mol. Even though the conjugative effect is prominent for –NH2 group in 
C, there exists some sort of +I and –I effect because of the polarization of 
C–N bond towards the nitrogen atom but comparatively lower in its value 
(see Table 2.4). The value of ΣEi > 0 for both C.NH2 and DC.NH2 enlighten 
the donor property of –NH2 group even conjugative effect is absent in 
DC.NH2.

2.3.3 fronTier molecular orBiTal analysis

The frontier orbital (HOMO and LUMO) are of great importance in defin-
ing the reactivity of chemical species. The HOMO energy of a molecule 
represents its ability to donate electrons, means that it is the highest orbital 
in which electrons are residing in the ground state while LUMO, which is 
the electron orbital just above the HOMO, considered as electron accept-
ing level and its energy represents the extent of electron accepting ability 
of that molecule. The reactivity of a molecule mainly depends on these 
frontier orbitals. The fully occupied or unoccupied orbital energy can be 
lowered or raised by electronic perturbation. An electron-withdrawing 
group (electron acceptor) lowers the orbital energy to the square of the 
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atomic orbital coefficient at the center where the substituent is attached, 
while an electron donor substituent is interested in raising the energy of 
molecular orbitals [12]. The HOMO-LUMO energy separation of DC and 
C are 5.984 and 4.625 eV respectively, emphasizes the higher stability 
of DC as compared with C in support of the results obtained from NBO 
analysis. Even though the aromatic nature of DC and C arise from the 
fused benzene ring present in their structures but lower than the stability 
of benzene itself with HOMO-LUMO separation of 6.737 eV. The varia-
tion of HOMO-LUMO gap of C and DC as the result of substitutions are 
shown in Table 2.5.

The conjugated molecules are generally characterized by a small 
HOMO-LUMO energy gap, as the result of significant intramolecular 
charge transfer (CT) from electron donor groups to efficient electron 
acceptor through π conjugated path. Even though the electron donating 
groups destabilize (raise the energy) the molecular orbitals, affect much 
more in HOMO than LUMO energy as seen in Table 2.6, displays the 
deviation of HOMO and LUMO energy of substituted structures from its 
unsubstituted parent molecules.

Comparing the deviation values, the destabilization is more affected in 
HOMO than LUMO energy while substituting amino group, but a slight 
variation is seen for DC. It is clearly evident that DC shows more aro-
matic nature with high-energy gap than C, because of the absence of α,β 

taBle 2.5 Quantum Chemical Parameters like HOMO, LUMO Energy, Eg and 
ENERGY of C, DC and Their Substituted Structures

molecule homo (ev) Lumo (ev) e gap (ev) energy (a.u)

C –6.699 –2.074 4.625 –497.1663
C.NO2 –7.307 –3.165 4.142 –701.723
C.CF3 –7.111 –2.559 4.552 –834.309
C.NH2 –5.799 –1.578 4.211 –552.547
DC –6.707 –0.723 5.984 –498.382
DC.NO2 –7.228 –2.225 5.003 –702.932
DC.CF3 –7.017 –1.058 5.958 –835.524
DC.NH2 –6.728 –0.769 5.959 –553.747

Note: Eg – Energy gap between HOMO-LUMO energy.
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unsaturated C3=C4 bond for delocalization from benzene ring to pyrone 
ring. Amino group envisages its electron donating ability by facilitating 
its lone electron pair to delocalize through the conjugation of attached 
chemical system which in turn leads to the destabilizatrion of HOMO of 
parent ring.

Two types of electron withdrawing substituents are selected on the basis 
of prominence of conjugative and inductive effect while they are func-
tioning. The electron withdrawing nature of nitro group is predominantly 
by its electron accepting conjugative effect compared to electron accepting 
inductive effect whereas electron withdrawing nature of trifluoromethyl 
group is because of its electron accepting inductive effect due to the pres-
ence of three fluorine atoms attached on carbon. It has been observed that 
these electron-withdrawing substituents are stabilizing the LUMO level 
than HOMO level of both C and DC, but substitution of nitro group is 
more effective than that of trifluoromethyl group. The lowering of HOMO-
LUMO gap is the consequence of the large stabilization of the LUMO due 
to the electron accepting ability of the electron withdrawing groups from 
ring system [47]. Even though the electron accepting conjugative effect 
is predominant in nitro group there exist some sort of electron accepting 
inductive effect due to the presence of two strong resonating N–O bonds. 
Hence, the LUMO level of DC is also stabilized by nitro and trifluoro 
methyl groups even in the absence of α,β unsaturated C=C double bond.

taBle 2.6 Deviation of HOMO, LUMO and Eg Values on Substitution with Parent 
Ring

molecule d(homo) d(Lumo) d(eg) 

C 0 0 0
C.NO2 –0.608 –1.091 –0.483
C.CF3 –0.412 –0.485 –0.073
C.NH2 +0.900 +0.496 –0.414
DC 0 0 0
DC.NO2 –0.521 –1.502 –0.981

DC.CF3 –0.310 –0.335 –0.026
DC.NH2 –0.021 –0.046 –0.025

Note: d: deviation; –ve sign: stabilization; +ve sign: destabilization; –ve Eg: lowering of Eg.
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The effect of substitution on frontier orbitals gives a general trend, 
even the HOMO and LUMO energies are dependent on the nature of the 
molecule. The substitution of electron donating group leads to the desta-
bilization of molecular orbitals especially HOMO energy while electron 
withdrawing group stabilizes much more the LUMO level in a conjugated 
chemical system. This trend on substitution can be effectively utilized for 
the designing of better pericyclic reactions, concerted in nature, purely 
depending on energies and nature of HOMO, LUMO and reaction condi-
tion (thermal energy or light energy) only. The effect of substituents in 
HOMO-LUMO gap of C and DC are shown in Figures 2.5a and 2.5b, 
respectively.

2.3.4 GloBal reacTiViTy descriPTors

The computed energy using B3LYP/6–311G (2d, 2p) theory indicate 
that DC is more stable compared to C by the amount of 763.04 kcal/mol. 

Figure 2.5a Frontier MO and energy gap for C and its substituted structures.
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Even though the conjugation is higher in C than DC, NBO reveals that the 
higher aromatic nature of DC is giving the extra stability to the system. 
This also reflects in HOMO-LUMO energy gap of both the compounds, 
i.e., C and DC, where later is showing higher energy gap which leads 
to the lowering of chemical reactivity. The global reactivity descriptors 
calculated by the orbital vertical method requires HOMO-LUMO energy 
gap ensures its importance in determining the kinetic and thermodynamic 
stability of the chemical system. The calculated global reactivity descrip-
tors such as ionization potential, electron affinity, global hardness, global 
softness, chemical potential, electronegativity and electrophilicity of C, 
DC and their substituted structures are tabulated in Table 2.7.

The studies regarding the reactivity of aromatic aldehyde towards acid 
catalyzed aromatic exchange reactions with DFT-based theory interpret 
the influence of aromatic ring on reactivity of molecules through delocal-
ization of π electrons conclude that the aromatic nature is positively cor-
related with hardness of a chemical system and so increase in aromaticity 
leads to the increase in hardness which in turn leads to the decrease in 

Figure 2.5B Frontier MO and energy gap for DC and its substituted structures.
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reactivity [44]. The particular results of C and DC for hardness are 2.312 
and 3.715 eV respectively confirms the above mentioned interpretation 
that higher aromatic nature and hardness correspond to higher stability 
and lower reactivity for particular aromatic system. The influence of elec-
tronic substituents on global reactivity descriptors of present systems are 
studied by inserting electron withdrawing (–NO2 and –CF3) and donating 
(–NH2) groups at C3 position on the ring and which in turn has correlated 
with their chemical reactivity. The more changes in reactivity on substitu-
tion observes for the system having lower energy gap of its unsubstituted 
form whereas greater separation causes smaller change in reactivity by 
accounting the nature of substituents. Domingo et al. states that the more 
reactive nucleophile is characterized by lower ω, μ values and inversely 
a good electrophile is characterized by high value of ω and μ (2002). The 
calculated values for global electrophilicity index (ω) are showing the 
nucleophilic power of considering heterocycles. The compound DC and 
its substituted forms are showing lower value for ω and hence they are 
more nucleophilic whereas C and its substituted compounds are electro-
philic in nature.

2.3.5 local reacTiViTy descriPTors

Besides the global reactivity descriptors, it is possible to define its 
regional counterpart condensed to atoms from the projection of the global 

taBle 2.7 Global Reactivity Descriptors (eV) Calculated for C, DC and Their 
Substituted Structures Through Orbital Vertical Method Calculated by B3LYP/6–311G 
(2d, 2p)

molecule IP eA μ Η ω χ s

C 6.699 2.074 4.386 2.312 4.163 –4.386 0.216
C.NO2 7.307 3.165 5.236 2.071 6.619 –5.236 0.241
C.CF3 7.111 2.559 4.835 2.276 5.135 –4.835 0.219
C.NH2 5.799 1.578 3.688 2.111 3.223 –3.688 0.237
DC 6.707 0.723 5.984 3.715 2.992 –3.715 0.134
DC.NO2 7.228 2.225 4.726 2.502 4.465 –4.726 0.199
DC.CF3 7.017 1.058 4.037 2.977 2.735 –4.037 0.167
DC.NH2 6.728 0.769 3.748 2.979 2.358 –3.748 0.168
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quantity into any atomic centers in the molecule by using Fukui functions. 
Reactivity of a chemical system is influenced by the factors related to 
the availability of electrons (electron density) in particular bonds, or at 
particular atoms. A position with low electron availability is likely to be 
attacked by electron rich reagent (nucleophile) while position with more 
electron availability is easily attacked by electron deficient reagent (elec-
trophile). In order to study the local reactivity descriptors, the optimized 
molecular geometries are utilized in single-point energy calculations 
which have been performed at the DFT/UB3LYP level of theory for the 
anions and cations of title molecules using ground state with doublet mul-
tiplicity. The individual atomic charges are obtained by NPA have been 
used to calculate the Fukui functions. Since this NPA exhibit improved 
numerical stability which results a better description of electronic distri-
bution of compounds having high ionic character, such as those consist 
of metallic atoms or carbon structures with polarizing groups as seen in 
present molecules [42].

The values of Fukui functions, f+ is giving the extent of nucleophilic 
attack while f– is for electrophilic attack, of C and DC with their substi-
tuted structures are summarized in Table 2.8 reveal that the most reactive 
site for nucleophilic attack in C and its substituted structures present in 
α-pyrone moiety, more specifically C4 position, while DC and its substi-
tuted forms are showing the same in benzene moiety. The most favorable 
site for electrophilic attack in C occurs on C3 position but the substitutions 
make a displacement of this reactive site from α-pyrone to benzene moi-
ety. The most feasible site for electrophilic attack in DC and its substituted 
structures present in benzene moiety. The inclusion of electron releasing 
amino group on α-pyrone ring slightly decreases the electrophilic nature 
of C4 position with value of 0.121 while the electron withdrawing groups 
increase the reactivity. It can be reasoned out by explaining the conju-
gation of lone electron pair of nitrogen atom in amino group facilitates 
higher electron density in C3═C4 bond even which is attached with cyclic 
ester group.

It has been observed that the conjugative effect is responsible for the 
change in reactive site for electrophilic attack at C7 position in C.NH2 com-
pared to C.NO2 and C.CF3 by facilitating more orbital interactions between 
π C9–C10→π* C8–C7 and π C5–C6→π* C8–C7 with perturbation energy 
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of 18.62 and 19.15 kcal/mol respectively. Likewise, DC and related struc-
tures exhibit the similar trend for nucleophilic attack with most reactive 
site of DC.NH2 is C8 while DC, DC.NO2 and DC.CF3 exhibit the reactive 
site as C7 position. The most favorable site for electrophilic attack in DC 
and its substituted structures are at C6 with variation are seen in the extent 
of reactivity in the order of DC.CF3 > DC > DC.NO2 > DC.NH2.

Relative nucleophilicity sk
–/sk

+ indices indicate the nucleophilicity of 
an atomic center compared with its own electrophilicity and defined as 
quotient of the condensed local softness indices of the molecular system. 
Atomic center having highest sk

–/sk
+ value is the most reactive nucleo-

philic site. Relative nucleophilicity has been successfully applied on the 
site selectivity studies on organic molecules in order to understand the 
reaction pathway.

It is found to be that, sk
–/sk

+ values are less subjected to the errors due to 
basis set implementation and correlation effects. On analyzing the relative 
nucleophilicity of carbon centers in C and DC summarized in Table 2.9 
indicate that the highest value of relative nucleophilicity occurs at C6 
position present in benzene moiety for both compounds.

taBle 2.9 Relative Nucleophilicity (sk
–/sk

+) Indices for Atoms in Ring System of 
C and DC

Centers C DC

sk
– sk

+ sk
–/sk

+ sk
– sk

+ sk
–/sk

+

O1 0.0134 0.0099 1.3539 0.0175 0.0022 7.9727
C2 –0.0034 0.0069 –0.4927 –0.0028 0.0175 –0.1596
C3 0.0239 0.0305 0.7836 –0.0005 –0.0010 0.5000
C4 –0.0008 0.0333 –0.0240 –0.0033 –0.0023 1.4348
C5 –0.0019 0.0188 –0.1011 0.0002 0.0073 0.0219
C6 0.0298 0.0031 9.6129 0.0337 0.0091 3.7155
C7 0.0171 0.0268 0.0638 0.0090 0.0270 0.3331
C8 0.0034 0.0102 0.3333 0.0075 0.0048 1.5625
C9 0.0179 0.0071 2.5212 0.0022 0.0043 0.5232
C10 0.0214 –0.0011 –19.454 0.0018 0.0237 0.0761
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2.3.6 uV-VisiBle aBsorPTion sPecTra

Referring to the comparative studies regarding the efficiency of TD-DFT 
and configuration interaction singles (CIS) approach, Jacquemin et al. 
[21] prescribe the TD-DFT-based calculation for excitation studies. 
TD-DFT gives a fast and often accurate estimation of transition energies 
between the energy levels of modeled system by using mono-determi-
nant wave function [4]. An important advantage of TD-DFT compared 
to other excitation approaches is the inclusion of solvent contributions in 
computational calculations. Since the reactive medium has strong influ-
ence on the reactivity and excitation of chemical species, the inclusion of 
this solvent effect on computational calculation will give better theoreti-
cal prediction [38]. Even though the excitation energies are strongly over 
estimated in CIS, there exist some major chemical features that can be 
explained using this method. On comparing the efficiency of these two 
methods for explaining solvatochromism and symmetry of the excited 
state geometries, CIS method is not always good enough to reproduce the 
result consistently. Hence TD-DFT method is selected in order to achieve 
the information regarding vertical ground-to-excited state electronic tran-
sition in gas phase of the molecules under study which is directly related 
to absorption phenomena and can be computed with the only knowledge 
of the ground state geometry.

When a sample of molecule is exposed to light having enough energy 
to facilitate a transition with in the molecule, the required quanta of energy 
will be absorbed and there by occurs the excitation from lower to higher 
energy levels. In contrast to σ electrons, which are characterized by rota-
tional symmetry of their wave function with respect to the bond direction, 
π electrons are characterized by a wave function with a node at the nucleus 
and its rotational symmetry is along a line through the nucleus. Normally 
π bonds are weaker than σ bonds because of their lower extent of overlap-
ping between the atomic orbitals involved in the π bond formation due 
to their parallel orientations. This leads to the greater possibility for the 
excitation of π electrons by absorbing photons with lower energy [48]. 
If the observed absorption maxima is higher than 200 nm, the possible 
transitions are n→ π* and π→ π*. Most of this transition will be occurred 
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normally from singlet state HOMO to LUMO, and resulting species is 
also in singlet excited state. So, if the potential energy of excited state is 
lower, higher will be the excitation possibility and it can be achieved by 
increasing the size of conjugation. Since the NBO analysis of C and DC 
reveal the inevitable role of π molecular orbitals in determining the con-
jugative effect of substituents on the reactivity, the absorption bands are 
mainly derived from π→π* electronic transitions. As considering conju-
gation, the chemical structure of C consists of an additional conjugation 
in α-pyrone ring fused with aromatic benzene while in DC the conjuga-
tion present only in benzene ring. All the electronic absorptions of C, DC 
and their substituted structures are summarized in Table 2.10, displays the 
transition from the ground state to the first excited state and are mainly 
described by one electron excitation from the HOMO to lowest unoc-
cupied molecular orbital. Since the theoretical spectra are obtained from 
the gas phase calculations without considering the solvent effects, some 
difference has been observed in absorption wavelength while comparing 
with experimental result.

On comparing the absorption wavelength of C and DC, 300 and 
245 nm, respectively, reveals the influence of extended conjugation in C 
which facilitates a red-shift in absorption (so called ‘bathochromic shift’) 
of 50 nm to it. Soon and Gordon [49] states that absorption maxima at 

taBle 2.10 Computed Energies (E), Absorption Wavelengths (λ), and Oscillator 
Strengths (f) of C and DC with Their Substituted Molecules Calculated by  
B3LYP/6–311+G (2d, 2p)

molecules e (ev) Λ	(nm) f

C 4.129 300 0.1146

C.NO2 3.482 356 0.1102

C.CF3 4.006 309 0.0997

C.NH2 3.946 314 0.3522

DC 5.053 245 0.0134
DC.NO2 4.175 297 0.0100
DC.CF3 5.067 244 0.0142
DC.NH2 5.052 246 0.0114
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324 nm of Coumarin derivative is because of the presence of α-pyrone 
ring. The absorption wavelength of C.NO2, C.CF3 and C.NH2 are 356, 
309 and 314 nm respectively whereas DC.NO2, DC.CF3 and DC.NH2 are 
shown the absorptions of 294, 244 and 246 nm, respectively. All these 
values reveal that the substitution at C3 position, whatever be the electron 
donating or withdrawing group, is giving a bathochromic shift of vary-
ing extent as per the nature of substituent and the shift follows the order 
of –NO2 > –NH2 > –CF3. From NBO analysis it has been established that 
–NO2 is showing higher electron withdrawing conjugative effect through 
its two resonance double bonds and –NH2 has electron releasing conjuga-
tive effect by making use of its lone electron pair whereas –CF3 has elec-
tron withdrawing inductive effect as the presence of three fluorine atoms. 
From a comparative study of some modeled conjugated structures, done 
by Carlos and Barry in order to explain the effect of the backbone conjuga-
tion on the potential energy surface of the ground and excited state intra 
molecular hydrogen transfer reaction concluded that over all conjugation 
of the system is larger for excited state than the ground state. It validates 
the conjugative effect of substituents are the reason for higher bathochro-
mic shift of C.NO2 and C.NH2.

2.3.7 PolarisaTion and hyPerPolarizaTion

Polarisability and hyperpolarisability values obtained from Gaussian 
09W calculation is converted to its electrostatic unit (esu) α: 1 a.u. = 0.148 
× 10–24 esu; β: 1 a.u. = 8.639 × 10–33 esu). The calculated dipole moment 
and polarization values for C and DC are 4.67 Debye, 15.461 × 10–24 esu 
and 3.88 Debye, 14.798 × 10–24 esu, respectively. The hyperpolarization 
values for these molecules are 3.871 × 10–31 and 2.877 × 10–31 esu, respec-
tively are summarized in Table 2.11.

Higher dipole moment of C indicates its relatively higher polar nature 
and thereby shows good solubility in water than DC. Dipole moment is 
considered as an important descriptor used for the analysis of biological 
properties. The values of polarization and hyperpolarization are showing 
extent of the ability of these referred molecules to polarize other mol-
ecules. It has been observed that the substitution of electron withdrawing 
groups at C3 position of both C and DC increase the values of these three 
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descriptors, while the electron donating substituent decreases the values 
of these descriptors.

Urea is considered as one of the standard compounds used as a thresh-
old for comparing NLO properties of molecules. Dipole moment, polariza-
tion and hyper polarization values for urea are 1.5256 Debye, 5.048 × 10–24 
esu and 7.803 × 10–31 esu, respectively [40]. While comparing with these 
threshold values of urea, the dipole moment and polarization values 
are higher for all considering molecules but hyper polarization values are 
lower in nature.

2.3.8 chemical reacTiViTy of hydroxy coumarins

Lin et al. [27] has investigated the effect of suppression of reactive oxy-
gen species (ROS) of eight selected Coumarin derivatives (Coumarin, 
dihydrocoumarin, 7-hydroxy coumarin, Esculetin, Scopoletin, 7-hydroxy-
4-methyl coumarin, 4-methyl esculetin and 4-hydroxy coumarin) under 
oxidative condition which results the highest activity is obtained for 
Esculetin than other seven. Here, these Coumarins (see Figure 2.3) are 
subjected to computational calculations for obtaining global reactivity 
descriptors, which are summarized in Table 2.12, and as well as druggabil-
ity parameters in order to ensure the importance of computational tools in 

taBle 2.11 Polarizability, Hyperpolarizability and Dipole Moment Calculated for C, 
DC and Their Substituted Molecules

molecules Polarisability × 10–24 
(esu)

hyperpolarisability × 
10–31 (esu)

Dipole moment 
(Debye)

C 15.461 3.871 4.67
C.NO2 18.402 6.709 7.45
C.CF3 17.486 1.291 6.21
C.NH2 18.037 3.472 3.61
DC 14.798 2.877 3.88
DC.NO2 16.909 4.927 6.16
DC.CF3 16.4904 3.427 4.82
DC.NH2 16.044 2.321 3.62
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predicting the reactivity of chemical systems and also for recognizing the 
idea about the importance of Coumarin scaffold.

Among these considering hydroxy coumarins E shows high reactivity 
with HOMO-LUMO energy gap of 4.159 eV and hardness of 2.080 eV, 
lower compared to other considered molecules. The ionization potential 
energy of E is found to be as 6.025 eV, describes the donor properties of 
a molecule and the electron affinity is 1.865 eV. The global softness is 
also higher for E with the value of 0.24 eV. The nucleophilicity is lower 
for 4 mE with value of 3.51 eV, which indicate that 4 mE is more reactive 
nucleophile among these hydroxy coumarins.

2.3.9 in silico druGGaBiliTy TesT

The in silico druggability test is carried out with the objective of screen-
ing out the above mentioned hydroxy coumarins based on the bioactivity 
and druggability with the help of Molinspiration property calculator, an 
on-line service for the calculation of important molecular properties (logP, 
polar surface area, number of hydrogen bond donors and acceptors and 
others), as well as prediction of bioactivity score for the most important 
drug targets (GPCR ligands, kinase inhibitors, ion channel modulators and 
nuclear receptors).

In the context of pharmacokinetics, the partition coefficient has a 
strong influence on ADME properties (absorption, distribution, metabo-
lism and excretion). The hydrophobicity of a compound (as measured by 
its partition coefficient) is considered as a major determinant of how drug-
like it is. More specifically, in order to absorb a drug orally, it has to pass 

taBle 2.12 Global Reactivity Descriptors (eV) Calculated for considering Hydroxy 
Coumarins Through Orbital Vertical Method Calculated by B3LYP/6–311G (2d, 2p)

molecules IP eA eg μ η ω χ s

4hC 6.608 1.795 4.813 4.201 2.406 3.667 –4.201 0.208
7hC 6.352 1.874 4.478 4.113 2.239 3.778 –4.113 0.223
7h4mC 6.291 1.757 4.534 4.024 2.267 3.571 –4.024 0.221
E 6.025 1.865 4.159 3.945 2.080 3.741 –3.945 0.240
4mE 5.954 1.739 4.215 3.846 2.107 3.510 –3.846 0.237
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through the lipid bilayers present in intestinal epithelium (a process known 
as transcellular transport) at first. For the efficient transport, the drug must 
be hydrophobic enough to partition into the lipid bilayer, but not so hydro-
phobic. When it once crosses the lipid bilayers it will not partition out 
again. Hydrophobicity plays a major role in determining where drugs are 
distributed with in the body after absorption and as a consequence how 
rapidly they are metabolized and excreted [30]. Typically, a low solubility 
is a reason for bad absorption, and therefore, the general aim is to avoid 
poorly soluble compounds.

On analyzing each criteria for satisfying Lipinski rule of five, molecu-
lar weight of all studied molecules is less than 500. The number of H-bond 
donors and acceptors never cross the limit. The detailed result of analysis 
of Lipinski’s rule of five for all molecules under study could be seen from 
Table 2.13.

Since logP represents the octanol/water ratio, the low hydrophilicity 
leads to high logP value may cause poor absorption or permeation. It is 
essential that the logP value must not be greater than five for molecule to 
have a reasonable probability of being well absorbed. Based on this, all 
the molecules in the present work are in acceptable limit and they show 
the values in between 1.00–2.01 range. The higher value of logP, 2.01, 
is shown by C and other hydroxy coumarins are with values lower than 
2.00 but greater than 1.00. The lowest logP value (1.02) is shown by the 
molecule E, a kind of dihydroxy coumarin, due to the presence of two 

taBle 2.13 Compounds Following Parameters of Lipinski’s Rule for Drug Likeness

molecule Lipinski’s Parameters extensions

logP mW hBA hBD violations TPsA nrot

C 2 146.15 2 0 0 30.21 0
DC 1.79 148.16 2 0 0 26.30 0
4hC 1.72 162.14 3 1 0 50.44 0
7hC 1.51 162.14 3 1 0 50.44 0
4m7hC 1.89 176.17 3 1 0 50.44 0
E 1.02 178.14 4 2 0 70.67 0
4 mE 1.40 192.17 4 2 0 70.67 0

Note: MW: Molecular weight, logP: Octanol-water partition coefficient, HBA: Hydrogen bond accep-
tors, HBD: Hydrogen bond donors, TPSA: Topological polar surface area.
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hydroxyl groups, which make a commendable variation in biological 
properties among E and C. As hydroxyl group is polar in nature, its water 
solubility is generally become higher, but the conjugated hydrocarbon ring 
present in the compound brings some sort of lipophilic nature also. This is 
the reason for the logP value of E falls in between 1 to 2, otherwise strong 
hydrophilic nature would be observed even negative for logP values. It is 
also clearly evident from the comparison of logP values of molecule E and 
4 mE (which contain additional methyl group at C4 position of C compared 
to E) are 1.02 and 1.40, respectively, this difference is only due to the pres-
ence of an additional hydrophobic methyl group on parent Coumarin ring.

The bioavailability of a molecule can be assessed through its TPSA 
analysis. This descriptor has shown a correlation with passive molecu-
lar transport through membranes and therefore allows a prediction of 
transport properties of drugs and has been linked to drug bioavailability. 
Generally, it has been recognized that passively absorbed molecules with a 
PSA > 140 Å2 are showing low oral bioavailability [52]. TPSA for popular 
drugs diclofenac is 49.33 Å2 and for ibuprofen is 37.33 Å2 indicate that 
even the limit is up to 140 Å2, the value below 100 Å2 is more favorable for 
good transportation through membrane [31]. It has been observed that all 
the molecules have PSA value within the prescribed limit and more favor-
ably within 100 Å2. All considering molecules are without rotatable bond 
hence so concluded that they should not be interested in conformational 
flexibility.

2.4 ConClusion

A computational study has been performed in order to investigate the 
influence of α,β unsaturation in chemical reactivity of Coumarin and some 
hydroxy coumarins. The gas phase structure of molecules in the ground 
state are optimized by performing calculations at B3LYP/6–311G (2d, 2p) 
level of theory with the help of Gaussian 09W simulation package. The 
NBO analysis shows the aromatic nature of Coumarin (C) and its metabo-
lite 3,4 dihydro coumarin (DC) are originated from their benzene moiety; 
the latter shows higher aromaticity than former. The presence of exten-
sion of conjugation from benzene to α-pyrone moiety in C is found to be 
the reason for the reduction of aromatic nature (thermodynamic stability) 
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and thereby increases the chemical reactivity. The observed correlation of 
thermodynamic stability with HOMO-LUMO energy gap extends a gen-
eral conclusion that lower aromatic nature is reflected by the lowering of 
gap between HOMO-LUMO energy levels. The HOMO-LUMO gap for 
C and DC are 4.625 and 5.984 eV, respectively. The influence of elec-
tronic effects in both C and DC are also studied by inserting substitutions 
like –NO2, –NH2 and –CF3 on third position of molecular structure which 
comes in α-pyrone ring, the results emphasis that the electron withdraw-
ing groups stabilize the molecular orbitals while electron donating groups 
destabilize them. This variation is also reflected in HOMO-LUMO gap 
and thereby in chemical reactivity also. The calculation of dipole moment, 
polarization and hyper polarization suggest that the considering systems 
are polar in nature even variations are seen on substitution, which extends 
the application of these compounds in the field of NLO organic materials. 
TD-DFT method is used for the evaluation of absorption (UV-Vis) spec-
tra of molecule by including one set of diffuse function in basis set. The 
substitutions, whatever be the electron donating or withdrawing group, is 
giving a bathochromic shift of varying extent as per the nature of substitu-
ent and the shift follows the order of –NO2>–NH2>–CF3. Fukui functions 
are showing the site-specific electrophilic and nucleophilic nature of the 
compounds. The site for nucleophilic attack in C and its substituted struc-
tures is at C4 position in α-pyrone moiety while for DC and its substi-
tuted structures are showing the same in benzene moiety. Global reactivity 
descriptors like electronegativity, electrophilicity, hardness, softness, etc., 
are calculated using orbital vertical method and the variations are seen in 
the values of these descriptors on substitution. All considering hydroxy 
coumarins satisfy Lipinski rule of five, were done using Molinspiration 
property explorer to predict the bioactivity.
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aBstraCt

Transient receptor potential-canonical 6 (TRPC6) calcium channels are cur-
rently the subject of intense investigation due to their roles in  modulating 
smooth muscle tone in blood vessels and lung airways. TRPC6  channels are 
also proposed to mediate physiological processes in the kidney, immune system 
and central nervous system. We previously reported that binding of the immu-
nophilin FKBP12 (FK506 binding protein–12 kDa) to a TRPC6 intracellular 
domain is a prerequisite for the formation of a multi-protein complex involved 
in channel regulation. This study also demonstrated that binding of FKBP12 
to TRPC6 requires prior phosphorylation of Ser768 in the putative TRPC6 
binding domain. To study the elements of molecular recognition in FKBP12 
for the TRPC6 intracellular domain, we performed molecular dynamics simu-
lations in explicit solvent on model complexes containing FKBP12 and the 
following: (i) the unphosphorylated wild-type TRPC6 intracellular binding 
domain, (ii) the wild-type TRPC6 binding domain containing a phosphory-
lated Ser768 residue, and (iii) TPRC6 peptides in which Ser768 was replaced 
with Asp or Glu. Simulations using the Generalized Born/Surface Area model 
(MM-GB/SA) predicted favorable binding and small conformational fluctua-
tions for the FKBP12/phosphorylation Ser768 TRPC6 peptide complex, due 
to the strong interactions between the phosphate group and Lys44, and Lys47 
residues in the FKBP12 binding site. Decomposition of the binding free ener-
gies into each amino acid residue identified additional important structural 
 elements necessary for this protein-protein interaction.
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3.1 introduCtion

Transient receptor potential-canonical (TRPC) channels are members 
of the mammalian TRP channel superfamily of cation channels [1, 2]. 
The seven known subtypes of TRPC channels (TRPC1–7) are widely 
expressed in cells and tissues, where they mediate the influx of extracel-
lular Ca2+ and/or Na+ in response to the activation of cell surface receptors. 
These influxes regulate key cellular functions, including contraction of 
smooth muscle, activation of immune cells, mobility of neuronal growth 
cones, and cell proliferation and migration. Because many of these func-
tions are relevant to human disease, there is currently considerable inter-
est in developing agents that activate or inhibit TRPC channels for use as 
therapeutic drugs [3–6].

Native TRPC channels comprise four protein subunits, which are sym-
metrically organized around a central pore. Each subunit contains six trans-
membrane (TM) domains and a single membrane-loop domain (located 
between TM5 and TM6) that contributes to the channel pore. The amino- 
and carboxyl-termini of each subunit are located on the intracellular side of 
the membrane. TRPC3, TRPC6 and TRPC7 channels are structurally and 
functionally related and constitute a subfamily of TRPC channels [7, 8]. 
Each of these subtypes can form homotetrameric channels or combine with 
other subfamily members to form heterotetrameric channels.

Understanding the molecular mechanisms involved in the regulation of 
TRPC channels will be important for the identification of novel drug targets 
for TRPC channel-regulated processes. Moreover, these have motivated the 
search for post-translational modifications that alter the function of TRP 
channels [9] and proteins that interact with the channels [10]. As mentioned 
above, TRPC3/6/7 channels are regulated by PKC, which phosphorylates 
the channels on a conserved serine residue in the carboxyl-terminal region 
(Ser712 in TRPC3 [11] and Ser714/Ser768 in TRPC6A/B [12]). By con-
trast, phosphorylation of TRPC3 by Src [13] and TRPC6 src-family tyrosine 
kinases [14] is required for maximal channel activation. TRPC3/6/7 chan-
nels have also been shown to directly bind several proteins including the 
calcium binding protein calmodulin [15, 16], the IP3 receptor of the endo-
plasmic reticulum [17] and the adapter protein Homer [18, 19]. Studies by 
Schiling et al. [20] have shown that TRPC3/6/7 channels also contain a bind-
ing site for the immunophilin FKBP12 (FK506 binding protein–12 kDa) 



72 computational chemistry methodology

within the carboxyl-terminal cytoplasmic domain.  Site-specific mutagen-
esis studies demonstrated that FKBP12 binds to the consensus sequence 
LPXPFYLVPSPK (X = P, V or S; Y = S or N). The serine residue within 
this segment is the target for PKC phosphorylation: Ser768 in the TRPC6A 
splice variant and Ser714 in the TRPC6B splice variant.

We previously showed that FKBP12 is a component of a TRPC6-
centered protein complex that rapidly forms following activation of endog-
enous M1 mAChR [12]. Data from that study suggest that the following 
events take place following activation of M1 mAChR with carbachol. First, 
a protein complex containing M1 mAChRs, TRPC6 channels and PKC 
rapidly assembles within the cell membrane. Second, PKC phosphorylates 
the TRPC6 channels on Ser768/Ser714. Third, phosphorylation of Ser768/
Ser714 creates a binding site for FKBP12. Fourth, binding of the FKBP12 
to TRPC6 results in the recruitment of the calcineurin/calmodulin to the 
complex. Finally, the channels are dephosphorylated by the calcineurin, 
releasing M1 mAChR from the complex.

A novel aspect of the above sequence of events is the observation 
that TRPC6 channel phosphorylation by PKC is required for the binding 
of FKBP12. Evidence for this includes the observation that coimmuno- 
precipitation of the channels and FKBP12 is blocked when channel phos-
phorylation is attenuated by PKC inhibition or by substitution of Ser768/
Ser714 with alanine or glycine [12]. Taken together, these studies show that 
phosphorylation of TRPC6 channels by PKC and the subsequent binding of 
FKBP12 play a central role in the regulation of TRPC6 channel trafficking 
and, thus, indirectly regulate TRPC6 channel activity. As described below, 
these studies implicate specific amino acid residues within each protein and 
predict that binding requires phosphorylation of Ser768/Ser714.

Molecular dynamics (MD) simulations and binding free energy calcula-
tions using implicit solvent models are powerful tools to study the interactions 
between biomacromolecules. It has been shown in numerous studies that sim-
ulation of protein-ligand complexes can provide detailed insight into ligand 
binding modes. Furthermore, their binding free energies may be accurately 
using a combination of molecular mechanics internal energies, solvation free 
energies, and vibrational entropies [21–29]. Recently, the Generalized born 
(GB) method was improved to produce comparable results with Poisson–
Boltzmann (PB) method with much reduced computational cost [30, 31]. 



molecular determinants of trPc6 channel recognition 73

All of these computational advantages make calculation of binding free 
energy of protein complexes based on MD trajectory feasible. In particular, 
there is significant precedent for application of these computational methods 
for calculation of ligand binding free energies to FKBP12 [32–36]. In this 
chapter, these techniques are successfully applied to expand our understand-
ing of the determinants of the FKBP12-TRPC6 protein-protein interaction.

3.2 Computational methods

3.2.1 TrPc6 PePTide docKinG

A prerequisite for using MD to study protein-peptide interactions is a 
template that provides information about the location and nature of the 
peptide binding site on the receptor protein. To date, co-crystal structures 
of FKBP12 have been determined with fragments of the TGF-β recep-
tor Type I (TGFβTRI; PDB entry: 1B6C) [37], bone morphogenetic pro-
tein receptor type–1B (PDB entry: 3MDY) [38], and the kinase domain 
of the type I activin receptor (PDB entry: 3H9R) [39]. In each structure, 
FKBP12 predominantly interacts with a leucyl-prolyl-initiated α-helix on 
the C-terminal side of the binding partner GS domain. The structure of 
FKBP12, partner α-helix, and binding mode are essentially identical in 
the three protein complexes. Furthermore, the amino acid sequences of 
the leucyl-prolyl-initiated peptides constituting these α-helices are also 
strongly conserved. The strong sequence and structural conservation in 
these protein-protein interactions are illustrated in the Figure 1. Sinkins 
and co-workers demonstrated that the analogous leucyl-prolyl-initiated 
peptide 759LPVPFNLVPSP769 of TRPC6 mediates its interaction with 
FKBP12 [20]. Since this sequence has been demonstrated experimentally 
to mediate the FKPB12-TRPC6 interaction and the structure of FKBP12 
domains of similar sequences are strongly conserved, the structure of the 
TRPC6 peptide was initially modeled on the α-helical structure of the 
TGFβTRI peptide.

To generate the initial geometries of the TRPC6 peptide, the 
193LPLLVQRTIAR203 helix was excised from the crystal structure of the 
FKBP12-TGF-β receptor Type I fragment complex, and the amino acids 
corresponding to those found in TRPC6 were introduced. In addition to 
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the unphosphorylated and phosphorylated wild-type peptides, Ser768Asp 
and Ser768Glu mutants were also modeled. Each peptide was capped with 
methyl and acetyl groups at the N- and C-terminal ends, respectively. These 
peptides were then fully optimized using the AMBER ff94 force field [40]. 
Possible modes of peptide binding were explored using the DOCK 5.2.0 
suite of programs [41], to generate initial structures for MD simulations. In 
doing so, the FKBP12 receptor was extracted from PDB structure 1B6C; 
protons were added in a manner consistent with physiological pH; and 
charges from the ff94 force field were applied. In docking calculations, 
the helical peptides were oriented into the FKBP12 binding site as a rigid 
body considering a maximum of 2 × 106 orientations. Torsional angles in 
the peptides for each binding mode were minimized to optimize the total 
energy score using the simplex minimizer in the DOCK suite of programs 
[42, 43]. Additional details of the docking methodology and energy scores 
for the peptides are listed in Table 3.1.

3.2.2 md simulaTion of fKBP12-TrPc6 PePTide 
comPlexes and isolaTed BindinG ParTners

In addition to the four FKBP12-TRPC6 peptide complexes, MD simula-
tions of the isolated species (FKBP12 and the various TRPC6 peptides) 

taBle 3.1 DOCK Energy Scores (kcal/mol) for the Preferred Modes of TGF-β 
Receptor Type I and TRPC6 Peptides Binding to the FKBP12 Receptora

Peptide van der Waals electrostatic Total energy score

LPLLVQRTIARb –36.2 –1.4 –37.6
LPVPFNLVPSP –36.3 –3.5 –39.8
LPVPFNLVPpSP –28.4 –12.3 –40.7
LPVPFNLVPDP –33.6 –5.0 –38.5
LPVPFNLVPEP –31.1 –12.5 –43.6

aA Connolly solvent-accessible surface of FKBP12 was generated with a probe radius of 1.4 Å for 
input to the SPHGEN program, from which a set of 57 overlapping spheres defining the FKBP12 
binding pocket was created. DOCK scoring grids with dimensions of 42×34×24 Å were created with 
the GRID program, using electrostatic potential charges from ff94 and van der Waals parameters 
from the ff99 force field.
bTGF-β receptor Type I peptide.
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were also conducted. For FKBP12 alone, the initial structure was taken 
from the crystal structure (PDB ID: 1B6C), and the initial structures of the 
four peptides were prepared as noted above. All of the MD simulations 
were conducted with the AMBER 8 suite of programs [44]. The all-atom 
force field ff03 of Duan et al. [45] was used, and the simulations were con-
ducted with explicit water solvent, represented by the TIP3P model [46]. 
Proteins and protein-peptide complexes were immersed in a box of water, 
with a minimum distance of 10 Å between the protein complex and the 
box surface, and included approximately 20,000 atoms. Periodic boundary 
conditions were applied, using the particle mesh Ewald [47–51] method 
for the long-range electrostatic treatment. The SHAKE bond-length con-
straint method [52] was applied to constrain the length of covalent bonds 
containing hydrogen during the simulations. A non-bonded interaction 
cutoff value of 8 Å was used. After initial optimization, all of the systems 
were equilibrated in 4000 steps, and heated from 0 to 300 K in the NVT 
ensemble. Then, 20 ns production runs were conducted under isothermal-
isobaric ensemble (NPT) conditions, at 300 K and 1 bar. A time constant 
of 1.2 ps was used for heat bath coupling, and 2.0 ps was used as the relax-
ation time for pressure regulation [53]. The time step was 1 fs for all of 
the 20 ns MD simulations, and in each case, coordinates were saved every 
100 steps. Details of each simulation system are listed in Table 3.2.

taBle 3.2 MD Simulation Details of FKBP12, Probe Peptides and Their Complexes

structure Water molecule 
Number

Box 
Dimension 
(Å)

Length of the 
simulation 
(ns)

equilibrium 
Time (ps)

FKBP12 5603 58×72×58 20 4
WT 3502 55×51×50 20 4
pWT 3526 54×55×49 20 4
Ser768Asp 3423 50×57×50 20 4
Ser768Glu 3442 50×56×50 20 4
FKBP12-WT 5525 58×72×58 20 4
FKBP12-pWT 5681 58×72×60 20 4
FKBP12-Ser768Asp 5614 58×72×59 20 4
FKBP12-Ser768Glu 5643 58×72×59 20 4
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3.2.3 mm/GB-sa free enerGy of BindinG calculaTions

For each peptide, the free energy of binding to FKBP12 was computed 
using the MM-GB/SA method [54], available in the AMBER program 
suite. This method uses a thermodynamic cycle to calculate the free energy 
of binding for each ligand, in this case the TRPC6-derived peptides, to 
the FKBP12 receptor [55, 56]. The free energies of binding are computed 
using the equation:

 ∆ ∆ ∆ ∆G G G Gbinding
sol

complex
sol

receptor
sol

ligand
sol= − −  (1)

where ΔGbinding
sol  is the total free energy of binding in solution, and ΔGcomplex

sol , 
ΔGreceptor

sol  and ΔGligand
sol  are free energies in solution of the complex, receptor 

and ligand, respectively. The free energy in solution of each entity (ΔGsol) 
is calculated by the following equations:

 ΔGsol = ΔGgas + ΔGsolvation (2)

 ΔGgas = Einternal + Evdw + Eelectrostatic – TΔS (3)

 ΔGsolvation = ΔGGB + ΔGnonpolar (4)

where ΔGgas is the free energy in gas phase, and ΔGsolvation is the  solvation 
energy. ΔGgas is the sum of the internal energy (Einternal), van der Waals 
(Evdw) and Coulombic (Eelectrostatic) interaction, as grave well as entropic 
contributions (ΔS). The internal energy includes bond stretching, bond 
angle, and torsional contributions to the total molecular mechanics (MM) 
energies. The solvation energy ΔGsolvation includes polar (ΔGGB) and non-
polar contributions (ΔGnonpolar). The thermodynamic cycle for binding free 
energy calculation is illustrated in Figure 3.1.

For a given FKBP12 TRPC6 peptide complex, the MM-GB/SA method 
requires snapshots from the MD trajectories for that complex, as well as 
from those of FKBP12 and the peptide alone. The first 2 ns of the MD 
simulation were considered as an equilibration period and were discarded 
for the free energy of binding calculations. For each complex, 1,000 snap-
shots were evenly extracted from the remaining 18 ns of MD trajecto-
ries for the free energy calculations. Water molecules were stripped from 
these snapshots for binding energy calculations. The contributions to the 
total free energy of binding include Coulombic interactions (Eelectrostatic), 
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van der Waals interactions (Evdw), internal energies including bond stretch-
ing, angle bending, and torsional energies (Einternal), hydrophobic effects 
(ΔGnonpolar), solvation effects (ΔGGB) and entropic effects (TΔStotal). The 
entropies used in computing the composite binding free energies for the 
free energy calculations were calculated by the normal mode (NMODE) 
module available in AMBER package [57, 58]. Each snapshot was opti-
mized in the gas-phase using conjugate gradient method with atomic pair 
distance-dependent dielectric model. After geometry optimization, fre-
quencies of the vibrational modes were computed to obtain the harmonic 
approximation of entropy at 300K.

The contribution of each individual residue to the binding free energy 
was also analyzed by means of component analysis [59]. The free energy 
contribution of each residue G(i, j), where i and j are indices of snapshots 
and residues, were estimated using Eq. (5):

 G(i, j) = Egas(i, j) + Gsolvation(i, j) – TS(i, j) (5),

where G(i, j) is the total free energy, Egas includes Eelectrostatic, Evdw, and 
Einternal, Gsolvation includes ΔGGB and ΔGnonpolar, i and j are indices of snap-
shots and residues, respectively. Internal energies (bond, angle, and dihe-
dral angle) were weighted based on the number of atoms that belong to 
each of the residues. Van der Waals contributions to the energy arising 
from atoms in a pair of residues were evenly distributed between those 
residues. The solvent-accessible surface area of each atom was estimated 
using the interaction geometry model described by Rarey et al. [60]. The 

Figure 3.1 Thermodynamic cycle for binding free energy calculation of FKBP12 and 
probe peptides.
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electrostatic energy was decomposed based on charge distribution within 
the GB model [59]. The decomposition of desolvation free energies, ΔGGB 
and ΔGnonpolar, was applied based on linear combination of pairwise over-
laps (LCPO) method. When decomposing the binding free energy contri-
butions into amino acid residues, the method of Fisher et al. [62] was used 
to calculate the translational, rotational, and vibrational entropies.

3.3 results and disCussion

3.3.1 TrPc6 PePTide docKinG

An initial study was performed to validate the docking protocol, as 
well as the computational definition of the FKBP12 receptor and the 
peptides as ligands. Docking of the 193LPLLVQRTIAR203 peptide from 
TGFβTRI was performed with the computational model of the FKBP12 
receptor in order to validate the docking procedure. This computational 
method did indeed reproduce the experimentally-derived binding mode 
of the TGFβTRI peptide with FKBP12, with a root-mean square devia-
tion (RMSD) of 1.7 Å, as displayed in Figure 3.2.

Figure 3.2 Superimposed crystal structures of FKBP12 with TFGβ receptor peptide 
(PDB code: 1BC6, LPLLVQRTIAR), bone morphogenetic protein receptor type–1B 
peptide (PDB code: 3MDY, LPLLVQRTIAK) and kinase domain of the type I activin 
receptor peptide (PDB code: 3H9R, LPFLVQRTVAR). RMSD value between docked and 
crystal TFGβ receptor peptide is 1.72 Å.
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Given this increased confidence in our computational procedure and 
the experimental precedent for FKBP12 binding to α-helical domains 
(PDB code: 1B6C, 3H9R and 3MDY), docking of four TRPC6 pep-
tides to FKBP12 was subsequently performed. The unphosphorylated 
(WT) and phosphoSer768 wild-type (pWT) TRPC6 peptides, as well 
as Ser768Asp and Ser768Glu mutants of TRPC6 were oriented into the 
FKBP12 binding pocket. From this point forward, the unphosphory-
lated and phosphorylated wild-type peptide will be referred as WT and 
pWT, respectively. The two mutants will be referred to as Ser768Asp 
and Ser768Glu, respectively. The top-scoring binding modes for the 
TGFβTRI and pWT peptides are displayed in Figure 3.2. On the basis of 
the DOCK energy score, the most energetically-favorable binding modes 
of the TRPC6 peptides reveal a different orientation relative to the exper-
imental binding mode of the TGFβTRI peptide. The energy scores for 
peptides containing a negatively-charged amino acid at position 768 are 
dominated by a significant electrostatic contribution (Table 3.1), result-
ing from the binding of the anionic side chain between two surface lysine 
residues of FKPB12 (Lys44 and Lys47). These lysine residues do not 
establish interactions with the α-helical binding domain of TGFβTRI, 
bone morphogenetic protein receptor type–1B, or the kinase domain of 
the type I activin receptor (Figure 3.2). Furthermore, crystal structures 
indicate these residues do not contact FK506 [63].

Direct structural characterization of the delicate interactions constitut-
ing the phosphorylated TRPC6-FKBP12 binding interface pose difficul-
ties for experiment. Thus, we employed MD simulations in explicit solvent 
to characterize the features of FKBP12 important for recognition of this 
phosphoprotein. These MD simulations were used to evaluate the stability 
of the protein-peptide complexes and to highlight the important residues 
involved in mediating these interactions. In combination with equivalent 
simulations of the isolated species, these simulations allowed the compu-
tation of the binding free energies of the various peptides to FKBP12.

3.3.2 rmsd of fKBP12-PePTide comPlexes

We computed the RMSD deviation for the FKBP12-peptide complexes 
over the course of each 20 ns MD simulation relative to the initial coordinates 
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of the production MD simulation (Figure 3.3). All of the  protein atoms 
were included in the RMSD calculations. During the first 2 ns, the RMSD 
values increased to ~3 Å. Beyond this time, each protein-peptide com-
plex remained stable for the course of the simulation, although there were 
notable differences in their relative flexibility as determined by decom-
position of the RMSD values into each residue (vide infra). The average 
RMSD of the FKBP12-WT complex is 3.4 ± 0.1 Å. The complex contain-
ing the pWT peptide was more stable, with an average RMSD of 3.0 ± 
0.1 Å from 3 to 20 ns. Apparently, phosphorylation of Ser768 restricts 
the conformational freedom of the protein-peptide complex, which could 
facilitate the formation of the multi-protein complex observed experimen-
tally [12]. Due to the apparent importance of a negatively charged residue 
at position 768 of TRPC6, mutations were introduced in this position to 
test the hypothesis that that anionic amino acids would behave similarly 
to the phosphorylated peptide. The Ser768Asp and Ser768Glu peptides 
displayed greater RMSD (3.8 ± 0.3 Å and 3.6 ± 0.2 Å between 3 and 20 ns, 
respectively) in their respective MD trajectories than the WT peptides, 
despite their electrostatic similarity to the phosphorylated peptide. These 
simulations indicated that intrinsic properties of the phosphate functional-
ity (or interactions other than electrostatic contributions of the negatively 
charged side chain) may contribute to TRPC6 binding.

Figure 3.3 RMSD of the four complexes during 20 ns MD simulations.
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To quantify changes in individual FKBP12 residues as a result of 
 peptide binding, the RMSD of each residue relative to those of an isolated 
FKBP12 trajectory were calculated (Figure 3.3). WT- and pWT-bound 
FKBP12 residues demonstrate comparable values to unbound FKBP12. 
In contrast, regions of the Ser768Asp- and Ser768Glu-FKBP12 com-
plexes displayed larger RMSD values than unbound FKBP12, especially 
in the 9PGDGRTFPKRG19 (referred as 10 loop), 31EDGKKF36 (30 loop) 
and 84ATGHPGIIPPH94 (80–90) regions (Figure 3.4).

Gohlke and Case [64] proposed two approaches for computing  binding 
free energies using the MM-GB/SA method. The single- trajectory approach 
relies upon the MD trajectories of the protein-protein complex alone, 
hence all of the necessary trajectory frames of each binding partner are 
extracted from the complex trajectories. The alternative separate- trajectory 
approach requires independent MD simulations of the protein-protein com-
plex and the isolated binding partners. The computational economy of the 
single-trajectory approach is obvious. However, a limitation of the single-
trajectory approach is that its accuracy depends on whether the binding 
partners undergo significant conformational changes during the binding 
event. When different results arise from these two approaches, the separate-
trajectory approach is considered to be more reliable, since each entity is 
independently simulated to model its actual state before and after binding. 
Although both approaches were applied in the present study, the remainder 

Figure 3.4 Average residue fluctuation of FKBP12 in MD simulations relative to 
isolated FKBP12.
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of the discussion is primarily devoted to the results obtained considering 
separate trajectories of the binding partners. Unless otherwise noted, sin-
gle-trajectory results are reserved for the Supporting Information.

3.3.3 free enerGy of BindinG calculaTions

Calculated binding free energies of the four complexes using their respec-
tive MD trajectories are listed in Table 3.3. All of the energy terms and 
their corresponding standard errors calculated by the MM-GB/SA method 
are provided in the Supporting Information (Table 3.4). Using the sepa-
rate-trajectory approach, the free energy of the pWT-FKBP12 complex 
was calculated to be 4.8 kcal/mol, only 0.9 kcal/mol different from result 
based on single-trajectory method (Table 3.3). This result indicates that 
the FKPB12 and pWT binding event does not involve significant overall 
conformational changes.

In contrast, the difference in the free energies of binding calcu-
lated by the two methods for the FKBP12-WT complex is much larger 
(~10 kcal/mol). The result based on separate-trajectory method is consistent 
with the experimental observation that FKBP12 does not bind unphosphor-
ylated TRPC6 in vitro [12]. Accurate calculation of binding free energies 
using the single-trajectory approach requires that the isolated binding part-
ners maintain their unbound conformations in the complex; hence it possi-
ble that phosphorylation conformationally restrains the peptide for binding 
to FKBP12. The free energy required to induce this conformational shift of 
the unphosphorylated peptide in the single-trajectory approach is absent, 
resulting in an erroneous prediction of the binding energy.

taBle 3.3 Binding Free Energy (kcal/mol) of FKBP12 and Peptide Complexesa

TrPC6 peptide single-trajectory separate-trajectory

WT –5.4 4.5

pWT –5.7 –4.8
Ser768Asp 1.3 28.0
Ser768Glu 0.0 14.1

aEntropic contribution to the binding free energy was calculated using normal mode analysis 
(NMODE in AMBER).
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Surprisingly, the mutants Ser768Asp and Ser768Glu are not predicted 
to have thermodynamically-favorable binding energies with FKBP12. 
This observation suggests these mutants cannot constitutively mimic the 
phosphoserine necessary for FKBP12 binding.

3.3.4 seParaTe-TrajecTory free enerGy of BindinG 
decomPosiTion analysis

The free energies of binding based on the separate-trajectory approach 
were decomposed into each residue with the entropic contribution 
computed with the method of Fisher et al. (Figures 3.5–3.7) In the 
pWT complex, several peptide residues (Leu759, Pro760, Val761, and 
Asn764) contribute significantly to the binding free energies. Notably, 
the N-terminal LP residues are conserved in of the FKBP12 recognition 
sequences. pSer768 also contributes a positive contribution to the binding 
free energy, although it is approximately one-third (+2.1 kcal/mol) of that 

Figure 3.5 Decomposition of binding free energies into single residues of peptide 
based on separated MD trajectories.
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Figure 3.6 Decomposition of binding free energies into single residues of FKBP12 
(residues 37 to 72) based on separated MD trajectories.

Figure 3.7 Decomposition of the binding free energies (from separate trajectory 
approach) into FKBP12 residues 73–107.
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calculated in the  single-trajectory approach (Figure 3.8). The unfavorable 
contribution (+0.9 kcal/mol) of FKBP12 Lys47 (Figure 3.6) was surpris-
ing, and may be due to the limited frames used for the binding free energy 
calculation (vide infra). Nevertheless, the negative contribution of FKBP12 
Lys44 (−3.1 kcal/mol) offsets the small positive contributions of peptide 
pSer768 and FKBP12 Lys47. The results of the energetic decomposition 
analysis are rather different for the other three complexes. It is interesting 
to note that the decomposed contributions of some residues from WT and 
Ser768Asp peptides to binding free energies are somewhat more favorable 
in separate-trajectory results than in single-trajectory results (Figures 3.5 
and 3.8). However, contributions from FKBP12 to binding free energies 
in these two complexes are more unfavorable in separate-trajectory results 
than in single-trajectory results.

In the pWT complex, both hydrophobic and hydrophilic residues from 
FKBP12 make significant contributions to binding affinity. Hydrophobic 
residues are evenly arranged at the bottom of the FKBP12 binding site 
(Figure 3.9), forming a hydrophobic pocket to host the peptide ligand. 

Figure 3.8 Decomposition of the binding free energies into single residues in the 
TRPC6 peptides. Data are based on single MD trajectory.
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Phe36, Val55, Ile56, Trp59, and Phe99 are located at the bottom of the 
binding pocket. His87, Ile90, and Ile91 (from the 80–90 loop) form a 
hydrophobic wall on one side, while Phe46, Phe48 and Met49 form another 
hydrophobic wall on the opposite side. Overall, these residues form a large, 
“U-shaped” hydrophobic pocket to host the N-terminal end of the peptide. 
A number of hydrophilic residues with hydrogen-bonding and ion pair 
interaction capabilities are arranged above the rim of this hydrophobic cav-
ity (Figure 3.9). Asp37, Arg42, Lys44 and Lys47 are located on one side, 
while Gln53 and Glu54 are on the other side of the hydrophobic cavity.

Figure 3.9 Residues with significant contribution to thetotal binding free energy at 
the binding site of FKBP12. Hydrophobic residues: Tyr26, Phe36, Phe39, Phe46, Phe48, 
Met49, Trp54, Val55, Ile56, Tyr82, His87, Ile90, and Ile91. Hydrophilic residues: Asp37, 
Arg42, Lys44, Lys47, Glu54, and Gln53.
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3.3.5 inTeracTions amonG fKBP12 lys44, lys47 and 
PePTide residue 768

Despite the apparently unfavorable energetic contribution of Lys47  predicted 
by decomposition of the separate-trajectory data, single-trajectory data and pair-
wise distance analyzes support both Lys residues being important for interac-
tion with pSer768 (Figure 3.10). In the FKBP12-WT complex (Figure 3.10A), 
Ser768 does not have a stable interaction either Lys residues. By contrast, the 
pSer768 maintains stable interactions with the Lys residues throughout the MD 
simulation (Figure 3.10B). In the early stages of the MD simulation, the peptide 
phosphoserine residue is strongly coupled to FKBP12 Lys47. The pSer768-Oγ 
to Lys47-Nε distance remains ~ 5 Å, while the pSer768-Oγ to Lys44-Nε and 
Lys44-Nε to Lys47-Nε distances are much longer (>10 Å). The two FKBP12 
lysines residues approach one another and at 7.1 ns achieve a minimum dis-
tance of 3.8 Å. The negative charge of the phosphate group apparently screens 

Figure 3.10 Atomic pair distance analysis for Lys44, Lys47 and Residue 768 from 
probe peptides. A. WT complex (Lys44-Nε:Ser768-Oγ, black; Lys47-Nε:Ser768-Oγ, dark 
gray; Lys44-Nε:Lys47-Nε, light gray); B. pWT complex (Lys44-Nε:pSer768-Oγ, black; 
Lys47-Nε:pSer768-Oγ, dark gray; Lys44-Nε:Lys47-Nε, light gray); C. Ser768Asp complex, 
(Lys44-Nε:Asp768-Cγ, black; Lys47-Nε: Asp768-Cγ, dark gray; Lys44-Nε:Lys47-Nε, 
light gray); D. Ser768Glu complex, (Lys44-Nε:Glu768-Cδ, black; Lys47-Nε:Glu768-Cδ, 
dark gray; Lys44-Nε:Lys47-Nε, light gray).
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the repulsion between the lysines, allowing them to approach each other and 
transfer the salt bridge. The close approach of the two lysine amino groups 
allow transfer of the ion pair interaction with the peptide phosphoserine to 
FKBP12 Lys44. This switching occurs four times throughout the 20 ns MD 
simulation. This process is illustrated in Figure 3.11. After each switch, either 
FKBP12 Lys44 or Lys47 remains in close contact with the peptide phospho-
serine residue, indicating that the two lysine residues are equally important 
when interacting with the phosphate group.

Figure 3.11 Transient ionic interaction between the pWT phosphoSer768 and FKBP12 
Lysines 44 and 47: (a) surface of FKBP12, (b) phosphate group forming salt bridge with 
Lys47, (c) transition state during switch, (d) phosphate group forming salt bridge with 
Lys44. Distances are in Å.
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In the Ser768Asp mutant complex, the peptide Asp768 residue has a close 
contact with the Lys44 of FKBP12. This observation supports our hypothesis 
that the carboxylate side chain is capable of mimicking the anionic character 
of the phosphoserine by forming an apparent ion pair. However, the car-
boxylate side chain cannot recruit both lysines for interaction when bound 
to FKBP12. (Figure 3.10C) After 5 ns of the MD simulation involving the 
Ser768Asp peptide, the FKBP12 Lys47 amino group approaches γ-carbon 
of peptide Asp768 (Asp768-Cγ), with a concomitant increase in the Lys44-
Nε-Asp768-Cγ distance. Between 5 to 7 ns, these side chains remain within 
5 to 8 Å. Despite the approach of FKBP12 Lys47 several times during the 
simulation, the apparent salt bridge involving the carboxylate unit is not 
transferred to Lys44. Beyond 7 ns, FKBP12 Lys47 returns to the previous 
configuration. An analogous trajectory consistent with another ‘switch’ of 
the cationic partner occurs between 14 and 15 ns, but is also unsuccessful. 
Indeed, the anionic side chain in the Ser768Asp peptide forms an apparent 
salt bridge with one of the Lys residues, however; the carboxylate unit is not 
sufficient to recruit both FKBP12 Lys44 and 47 as cationic partners, as is 
observed in the pWT peptide. The dual recruitment of these lysine residues 
appears to be a prerequisite for favorable binding affinity.

The Ser768Glu mutant (Figure 3.10D) behaves quite differently from 
the Ser768Asp mutant. First, peptide Glu768 cannot maintain close contact 
with FKBP12 Lys44. Although the Lys44-Nε and δ carbon of peptide Glu768 
(Glu768Cδ) can approach one another within 3 Å to form salt bridge briefly 
at 5 ns of simulation, the dynamics of FKBP12 Lys44 and peptide Glu768 are 
not strongly coupled through the course of our simulation. Instead, this dis-
tance fluctuates between 5 to 15 Å afterward. The distance from Glu768-Cδ 
to Lys47-Nε is much longer than to Lys44-Nε. Peptide Glu768 appears to be 
ineffective in involving interaction with both lysine residues. From compar-
ing the behavior of the two Ser768 mutants, we see that while glutamate and 
aspartate residues differ by only one side-chain methylene unit, this small 
structural difference causes large deviations in protein-protein interactions.

3.4 ConClusions

In this study, we have applied MD simulations to study interactions between 
FKBP12 and TRPC6 channel peptides. Experiments suggest phosphory-
lation of Ser768 in the TRPC6 intracellular domain is a prerequisite for 
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FKBP12 binding and subsequent formation of a multiprotein complex. The 
FKBP12-pWT complex is the most stable and the least flexible among the 
studied peptide complexes. Both Ser768Asp and Ser768Glu complexes 
have larger RMSD than those in the pWT complex. The calculated free 
energies of binding showed that the pWT peptide but not WT peptide has 
a thermodynamically favorable binding affinity with FKBP12, consistent 
with experimental data. Neither the Ser768Asp nor Ser768Glu mutants 
demonstrate a thermodynamically favorable binding affinity with FKBP12. 
These calculations indicate these mutants cannot constitutively mimic the 
phosphoserine residue, which is necessary for FKBP12 binding.

The decomposition of binding free energies into individual residues 
of the FKBP12 and TRPC6 peptide revealed a specific binding pocket 
composed of both hydrophobic and hydrophilic residues for the recog-
nition and interaction of FKBP12 with the TRPC6 intracellular domain. 
About twenty residues, including both hydrophobic and hydrophilic resi-
dues contributed significantly to the FKBP12-TRPC6 binding energy. 
Hydrophobic residues formed a “U” shaped binding pocket to recognize 
hydrophobic residues in the TRPC6 binding domain. Lys44 and Lys47, 
surrounding the rim of the hydrophobic cavity, apparently contribute the 
key elements for recognition of the phosphopeptide.
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aBstraCt

Pyruvate dehydrogenase complex (PDC) is one of the largest enzyme 
complexes in mammals. It regulates the decarboxylation of pyruvate, a 
key step in metabolism. It depletes the carbohydrate reserves in the body. 
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To regulate this enzyme, there is another enzyme, pyruvate dehydrogenase 
kinase (PDHK), which phosphorylates PDC, rendering it inactive. In turn, 
too much activity of this enzyme reduces metabolism, leading to diseases 
like diabetes. Therefore, there needs to be a delicate balance between the 
two enzymes and one needs to inhibit PDHK under some conditions in 
order to activate PDC. PDHK is actually an enzyme of four types named 
PDHK1, PDHK2, PDHK3 and PDHK4, all of which have similar amino 
acid sequences, yet differ in their activities and tissue distribution. Of 
these, PDHK2 is the most widely distributed in mammalian tissues, and 
we have focused on this in our work. This chapter describes our work on 
finding inhibitors of this enzyme. Pyruvate is the most obvious inhibitor of 
this enzyme, since it is the substrate of PDC. Another similar small mol-
ecule is dichloroacetate (DCA), which has proven effective for controlling 
cancer, but is toxic in itself. Starting from the coordinates of the DCA-
PDHK2 complex available in the protein data bank, we explored the inter-
actions within this complex. Using drug databases, we looked for similar 
non-toxic molecules that could dock similarly into the DCA binding site, 
but could not find any suitable molecule. Since pyruvate also binds into 
the same site, we also performed virtual screening to find molecules simi-
lar to pyruvate, and found some candidates, which were experimentally 
found to be more potent than DCA without the toxicity. We continued 
looking for more potent inhibitors based on different strategies, which are 
described in this chapter.

4.1 introduCtion

The power of computational chemistry in solving everyday problems, be it 
in the fields of life sciences or materials sciences, is growing rapidly. The 
growth of this field of chemistry can be ascribed not only to the design of 
better algorithms to solve numerical problems, but also to the increasing 
computational power. The contributions of numerous computer scientists, 
chemists, physicists, biologists and mathematicians to this rapidly devel-
oping field cannot be ignored. Who would have thought even two decades 
ago that today it would be possible to carry out ab initio computations on 
enzymes and nanostructures on the humble PC? And that too with accu-
racy that sometimes surpasses experiment. More and more properties are 
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being added to the list of results available from computational chemistry 
software. However, a word of caution here. It is not enough to churn out 
numbers – it is also important to understand how to interpret the numbers 
and design further computer experiments. For this, a basic knowledge of 
chemistry is essential – understanding of inter- and intramolecular interac-
tions, hydrogen bonding, etc. My intention is to say that, instead of using 
these software as black boxes, we should try to understand what the num-
bers are trying to tell us.

In this chapter, I take you through my still ongoing journey to the 
quest for potent PDHK inhibitors. Here, I confine myself to a part of the 
research work, i.e., that based on the natural physiological inhibitors of 
kinase activity. This journey started about ten years ago, when we started 
work on pyruvic acid, a very important molecule in biology, since it is an 
essential component of the metabolism process. In our quest to understand 
the structure and reactivity of this molecule, we carried out several studies 
[13–15] on the conformational stability, properties and decarboxylation 
reaction of the molecule, as this is the reaction involved in the metabo-
lism of carbohydrates. Pyruvate dehydrogenase, an enzyme responsible 
for metabolism, catalyzes the conversion of pyruvate to acetic acid, com-
plexed with coenzyme-A, the entire complex being named acetyl-CoA. 
The pyruvate dehydrogenase enzyme is actually a complex of several dif-
ferent activities, called the pyruvate dehydrogenase complex (PDC) and is 
one of the largest multienzymes found in living cells. The decarboxylation 
reaction is coupled (Scheme 1) to the reduction of nicotinamide adenine 
dinucleotide (NAD+) to NADH [23].

This reaction depletes the carbohydrate reserves in mammals, and 
hence, to conserve these resources under conditions of fasting or patholog-
ical conditions associated with insulin resistance, such as obesity and dia-
betes, the PDC activity is reduced [6, 16, 20, 28]. This happens by the action 
of another enzyme, the pyruvate dehydrogenase kinase (PDHK), which 
phosphorylates PDC, rendering it inactive. In humans and other mammals, 
there are at least four PDHK enzymes (PDHK1, PDHK2, PDHK3 and 
PDHK4), all of which are similar in their amino acid sequence, but very 
different in their activities, tissue distribution and regulation [3, 8, 24]. Of 
these, PDHK2 is the most widely distributed amongst tissues [3, 32] and 
we focus on it in this work.
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In turn, the PDHKs are regulated by the amounts of reactants and prod-
ucts of the PDC reaction shown in Scheme 1. Thus, the products of this 
reaction, i.e., acetyl-CoA and NADH activate PDHK, promoting phos-
phorylation and thus inactivation of PDC [21]. Conversely, the reactants 
(pyruvate and CoA) inhibit PDHK, hence promoting PDC activity. In cer-
tain conditions, this is desirable. For example, cancer cells have inacti-
vated PDC; therefore, inhibition of PDHK is suggested as a possible line 
of treatment for cancer. Other diseases that can be targeted with this kind of 
treatment are heart ischemia and insulin resistant diabetes. Therefore, the 
pharmaceutical industry is keen to identify potent inhibitors of the PDHKs.

From the foregoing discussion, it is clear that pyruvate and CoA can 
be taken as models to design PDHK inhibitors. Let us first discuss on our 
search for inhibitors based on pyruvate.

4.2 inhiBitors Based on pyruvate

As stated above, pyruvate is an important physiological inhibitor of 
kinase activity. Another similar molecule, dichloroacetate (DCA), which 
is a well-known activator of PDC [2, 30], has also been used in cancer 
therapy, but clinical trials on this molecule had to be dropped prematurely 
because of its toxicity [25, 26]. However, because of its effectiveness 
against cancer cells, it continued to be used clandestinely. Therefore, the 
need of the hour is to find more potent inhibitors without the accompany-
ing toxicity.

Towards this end, we undertook a study to identify small molecule 
inhibitors similar to pyruvate and DCA [10], to compute their absorption, 
distribution, metabolism, and excretion (ADME) properties, and short-list 
those expected to be non-toxic to humans and more potent than DCA for 

sCheme 1 Reactants and products amounts of the PDC reaction.



further biological evaluation. The crystal structure of pyruvate complexed 
with PDHK2 could not be determined, but Knoechel et al. [18] determined 
that of DCA complexed with PDHK2. It was found that DCA binds at the 
same site as pyruvate. We first characterized this site, and then docked 
similar molecules at this site and calculated their docking scores using a 
variety of procedures. The Schrödinger suite was used for these studies.

4.2.1 The dca/PyruVaTe BindinG siTe

We first carried out a protein refinement. The starting coordinates of the 
DCA-PDHK2 complex were taken from the crystal structure [18] depos-
ited in the Research Collaboratory for Structural Bioinformatics (RCSB) 
Protein Data Bank (http://www.rcsb.org) (PDB ID: 2bu8). Most crystal 
structures taken from X-ray diffraction are incomplete since they lack 
hydrogen atoms (XRD is not able to provide hydrogen positions with 
accuracy because of the low atomic number and hence small peaks due 
to hydrogen) and hence the protonation and tautomeric states of the 
residues. Hydrogen atoms were added to the structure at the most likely 
positions of hydroxyl and thiol hydrogen atoms, protonation states and 
tautomers of His residues, and Chi ‘flip’ assignments for Asn, Gln and His 
residues were selected. Co-crystallized water molecules beyond 5 Å of the 
active site were removed. The protein structure was first optimized using 
a molecular mechanics calculation using the OPLS–2005 force-field [9]. 
Minimizations were performed until the average root mean square devia-
tion of the non-hydrogen atoms reached 0.3 Å.

DCA is predicted to be in the ionized state (–1) at the physiological pH 
and the overall charge on the complex is thus +6. Indeed, since the pKa 
value of DCA is 1.48, it is very corrosive, and only its salts have been used 
in therapy. In agreement with Knoechel et al. [18], we found that the resi-
dues lining the DCA binding pocket of human PDHK2 are Leu53, Tyr80, 
Ser83, Ile111, Tyr112, Arg114, His115, Asp117, Arg154, Ile157, Arg158, 
and Ile161. We ran into a difficulty here. During the protein refinement, 
the IMPACT minimization made both the CO bonds of the carboxylate 
group of DCA equal in length (1.251 Å). However, in the original 2bu8 
structure, the two CO bonds of the carboxylate group have different bond 
lengths; one has a typical carbonyl bond length of 1.182 Å and the other is 
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close to the single C-O bond length in C-OH (1.324 Å). Because of its low 
pKa, it is unlikely that DCA exists in anything but the ionized form in the 
human body. Therefore, the asymmetry must arise from differences in the 
environment of the two C-O groups.

To resolve this issue and to gain better insight into the mechanism 
of DCA recognition by PDHK2, we investigated charge polarization 
effects. Since pyruvate and DCA exist as negatively charged ions at the 
physiological pH, their binding to PDHK is governed by charge polariza-
tion effects, which cannot be adequately treated by classical molecular 
mechanics (MM) methods. Ab initio quantum mechanics (QM) is required 
to study interactions involving charged species in a protein environment. 
However, even with today’s computer technology, full QM calculations 
of entire proteins are still not within reach. Mixed QM/MM calculations 
provide the ideal solution by separating out the reactive core, which can 
be accurately described with QM, while treating the remainder of the com-
plex more efficiently with MM. We used QSite, the QM/MM component 
of Schrödinger, to treat the DCA molecule using density functional the-
ory (B3LYP/6–31G(d)) [1] and the rest of the protein by the OPLS–2005 
force-field [9]. As expected, the QM/MM minimization again restored the 
difference in the CO bond lengths. It was found that, not only is there a 
hydrogen bond with Arg154, another one with Arg158 is present for the 
longer C-O bond (1.256 Å). The other oxygen is involved in hydrogen 
bonding with Tyr80 and His115. This C-O bond is shorter (1.244 Å), indi-
cating that the Arg form stronger hydrogen bonds. Klyuyeva et al. [17] 
who examined the model of Knoechel et al. [18] using alanine scanning 
mutagenesis, also showed the importance of His115, but they failed to 
establish the role of the arginines in DCA recognition. According to our 
results, they do play an important role. Figure 4.1 shows the optimized 
structure of DCA in the protein binding site.

4.2.2 PyruVaTe docKinG

In order to validate the docking procedure, we first removed the ligand (DCA) 
from the protein and re-docked it into the protein, using the extra precision 
(XP) mode of Glide [5] as our docking engine. A grid having coordinates 
56.5, 44.6 and 80.9 Å was created with its centroid at the ligand and a grid of 



size 48×48×48 Å3 was created. No constraint was placed on the docking site. 
On superposition with the original structure, the root mean square deviation 
(RMSD) of the atomic positions was found to be only 0.270 Å. The carbox-
ylate oxygens were found to form hydrogen bonds with Arg154 and Arg158. 
Pyruvate is also expected to dock at the same position and it was found that, 
in this case, there are no hydrogen bonding interactions with the protein. The 
Glide XP scores for the two ligands are –5.67 and –4.69, respectively, show-
ing that DCA docks better and can help replace the pyruvate moiety, which 
does not appear to form hydrogen bonds with the protein.

After validating our docking procedure, it was the turn to find more 
potent inhibitors than DCA and pyruvate. For this, we performed a virtual 
screening of small drug-like molecules, since both DCA and pyruvate are 
small and fit into a small binding site.

Figure 4.1 QSite optimized DCA-bound PDHK2 showing extensive hydrogen bonding 
(yellow lines) of the oxygens.
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4.2.3 small druG-liKe molecules

For this purpose, we searched for small drug-like molecules. Since pyru-
vate and DCA have molecular weights of 87 and 128 g mol–1, respec-
tively, we limited our search to drug-like molecules having a molecular 
weight upto 250 g mol–1. Smiles representations of 798 such molecules 
were downloaded from www.zincdocking.org and they were subjected to 
the LigPrep protocol, which searches for tautomers and rotamers of the 
ligands and predicts the most likely ones and their ionization states in the 
pH range 7±2. The ligand library consisted of molecules exhibiting a neu-
tral state, positively charged state and negatively charged ones.

The 798 molecules were then individually docked into the DCA dock-
ing site without imposing any constraints. Barring two, all the rest found 
suitable docking poses and their Glide XP scores ranged from –5.76 to 
5.57. Only the 80 top-ranked ligands (10%) were selected for the next step, 
the last ligand in this selection having a Glide XP score of –4.68, close to 
that of pyruvate. The original set consisted of ligands in all possible ion-
ization states – neutral, positively and negatively charged at physiological 
pH, but only the neutral ones (except one negatively charged ligand) found 
their way to the top 10% list. Most of the ligands that were top rankers 
were the ones having molecular weights in the range 72–88 g mol–1, the 
average being 84 g mol–1. For the full set, the range was 57–90, and the 
average was 80. Hence the lower molecular weight compounds (< 72 g 
mol–1) did not figure in the top 10% list. Similarly, for the full set, the 
molecular volume ranged between 257 and 456 Å3 and the average vol-
ume was 368 Å3, while for the selected molecules, the range was 329 to 
446 Å3, with an average of 392 Å3. Again, the optimum volume for dock-
ing was in the higher volume range. What was surprising was that instead 
of negatively charged ions, the top rankers were small alcohols and esters.

The next step was to look for the best scoring function to describe the 
affinity of a ligand to the binding site. There is no hard and fast rule to 
decide which of the scoring functions performs best. One has to decide 
the best scoring function for a given dataset on the basis of how well it 
correlates with the ligand properties. We subjected the complexes to vari-
ous minimization procedures, and their other properties were generated. 
Specifically, eMBrAcE, Prime/MM-GBSA scoring, and Liaison scoring 

www.zincdocking.org


were performed. Basically all of these compute the binding affinity as the 
difference in energies of the energy minimized complex and the free ligand 
and protein.

ΔE = Ecomplex – Eligand – Eprotein

The difference is in the force-field and treatment of solvation. Only the 
best scoring pose for each ligand was taken into consideration.

In eMBrAcE (Multi-Ligand Bimolecular Association with Energetics), 
the OPLS_2005 force-field with a constant dielectric electrostatic treat-
ment of 1.0 [29, 32] is used. Traditional MM methods are used to calcu-
late the ligand–receptor interaction energies (Gele, GvdW, Gsolv) by a GB/
SA method [22] for the electrostatic part of solvation energy and solvent-
accessible surface for the non-polar part of solvation energy. A conjugate 
gradient minimization protocol with default values is used in all minimiza-
tions. The full effects of solvation and relaxation are taken into account.

The prime MM-GBSA method combines OPLS molecular mechanics 
(MM) energies (EMM), surface generalized Born (SGB) solvation model 
for polar solvation (GSGB), and a nonpolar solvation term (GNP). The GNP 
term comprises the nonpolar solvent accessible surface area and van der 
Waals interactions.

The Liaison program uses a linear interaction approximation (LIA) 
model. The LIA model is an empirical method fitted to a set of known binding 
free energies. Liaison runs MM simulations for the ligand-receptor complex, 
and for the free ligand and free receptor using the SGB continuum solva-
tion model. The simulation data and empirical binding affinities are analyzed 
to generate the Liaison parameters, which are subsequently used to predict 
binding energies for other ligands with the same receptor. The empirical 
function used by Liaison for the prediction of binding affinities is as follows:

 ∆G U U U U U UvdW
b

vdW
f

elec
b

elec
f b f= −( ) + −( ) + −( )α β γ cov cov  

In this equation, 〈 〉, b and f represent the ensemble average, the bound 
form, and the free form of the ligand, respectively. Parameters α, β and γ 
are the coefficients. UvdW, Uelec and Ucav are the van der Waals, electrostatic 
and cavity energy terms in the SGB model, respectively.

In Silico design of PdhK inhibitors 105



106 computational chemistry methodology

Table 4.1 gives the Pearson correlation matrix for the various scoring 
functions, and it can be seen that there is no significant correlation between 
any pair of functions, and we must therefore look for the scoring function 
amongst these that best describes the biological activity.

In the absence of experimental data on the biological activities of the 
ligands, we tried to correlate the scoring functions with various ligand-
based descriptors. Since none of these scoring functions correlate with 
each other, each one should be independently tested for dependence on the 
ligand parameters. The biological activity is expected to correlate with the 
ligand-based descriptors; hence, the score that displays the best correla-
tion with the ligand structure parameters is also expected to give the best 
description of the biological activity.

The various ligand-based descriptors used in the present study include 
the structural parameters, as well as the properties calculated in QikProp. 
It may be pointed out that many of the structure based parameters are 
highly correlated with each other. For example, the number of rings is 
correlated with the number of aliphatic rings and number of aromatic 
rings, so some of these descriptors were removed from the regression 
analysis.

Taking the various scoring functions like Glide Score, Glide Energy, 
eMBRaCe energies, Liaison Score and Prime-MM/GBSA scores in turn, 
we found that the best correlation is with the Liaison score (R2 = 0.967). 
The respective R2 values for Glide Score (0.917), Glide Energy (0.843), 
eMBrAcE (0.890) and Prime MM-GBSA (0.911) are only slightly 
smaller. Since the regression coefficient is largest for the LiaScore, we 
concentrated our attention on this score. Figure 4.2 gives the residual 
plots for LiaScore. It can be seen that the distribution is fairly normal and 
the peak is at zero residual. The normal probability plot of the residuals 

taBle 4.1 Pearson Correlation Matrix for the Various Scoring Functions in Schrödinger 
glide score glide energy emBrAce Liascore

glide energy –0.065
emBrAce –0.035 0.085
Liascore 0.226 –0.092 0.034
Prime mm-gBsA 0.050 0.509 0.208 –0.328



is linear. No pattern in the plot of the residuals versus the fitted values is 
detected, nor do the residuals depend upon the observation order.

In order to decrease the number of predictors for better interpretation, 
we carried out a step-wise reduction. The LiaScore can be expressed as:

 LiaScore = 3.767 – 1.26 Num chiral centers – 0.603 H  
 – 0.42 accptHB – 0.60 logKp – 0.56 IP(eV) + 0.0084 FOSA  
 + 1.16 C – 0.50 polrz + 1.69 aliphatic ketone – 0.66 Neutral  
 carbonyls – 0.43 Ethers  (1)

with R2 is 0.631. Increase in the number of chiral centers, hydrogen atoms, 
hydrogen bond acceptors, neutral carbonyls and ether groups increase bind-
ing. Similarly, increase in logKp (skin permeability), ionization potential, 
and polarizability also favors binding. However, increase in carbon atoms 
and aliphatic ketones decreases binding, as does increase in hydrophobic 
component of surface area (FOSA).

We then rescored the ligands according to their LiaScores. We also 
estimated the pIC50 values from the LiaScores. The top eight scorers 
(Table 4.2) were then taken for further analysis. It is found that two of the 

Figure 4.2 Residual plots for LiaScore.
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taBle 4.2 The Eight Ligands with the Highest Liaison Scores 
s. No. structure glide 

score
Liascore Prime 

∆Gbind

glide 
energy

pKd

1 OH

cyclopentanol

–5.76 –4.62 –13.10 –12.98 –3.39

2 HO CH3

(1R)-1-cyclopropylethan-1-ol

–5.54 –4.56 –9.35 –13.74 –3.34

3 O

OH
(3R)-oxolan-3-ol

–5.06 –4.44 –9.98 –14.33 –3.25

4

N+

H

pyridin-1-ium

–4.82 –4.35 2.36 –8.38 –3.19

5 HO

Cyclopropylmethanol

–4.94 –4.32 –12.55 –14.62 –3.17

6 OH

cyclobutanol

–5.01 –4.28 –12.51 –13.97 –3.14



ligands are the same but with different conformations. It is heartening to 
note that the top four ligands according to the LiaScore also figure among 
the top eight for Glide Score and eMBrAcE and Prime.

Interestingly, the eight molecules are all small alcohols, except the 
pyridinium ion at the fourth position. The higher scoring ligands are small 
ring alcohols. They all score better than the pyruvate ion, which has a 
Glide Score of –4.69. However, although the pyridinium ion has good 
Glide Score and LiaScore, meaning that it docks well, it has a positive 
value for the Prime free energy of binding, and was thus rejected.

For relating the calculated free energies of binding with the biological 
activity, the latter must be somehow quantified in a form that is also related 
to free energy changes. Biological activity is often reported as ED50 (dose/
concentration required to achieve 50% of maximal response), IC50 (con-
centration required to achieve 50% inhibition), or LD50 (dose/concentration 
resulting in death of 50% of a population). Through simple receptor theory 
[4], the values of ED50, IC50, and LD50 can be shown to be equal to the dis-
sociation equilibrium constant of the drug and its receptor, Kd, when non-
competitive kinetics apply. The logarithm of Kd, or equivalently a value such 
as IC50, is therefore proportional to the free energy change of drug binding.

 

K

G RT K

d

binding d

=
−

= −

[ ][ ]
[ ]

ln

receptor drug
receptor drug

Δ  (2)

s. No. structure glide 
score

Liascore Prime 
∆Gbind

glide 
energy

pKd

7 OH

cyclopent-3-en-1-ol

–5.40 –4.26 –7.54 –12.16 –3.12

8

H3C

CH3

OH

(2S)-butan-2-ol

–4.98 –4.23 –14.19 –14.57 –3.10

taBle 4.2 (Continued)
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The pKd values estimated from the Liaison free energies of binding are 
also given in Table 4.2. Except cyclopentanol, all the molecules exhibit 
a smaller Glide Score than DCA (–5.67). We, therefore, looked for other 
drug-like molecules which could exhibit better potency than DCA. The 
obvious choice is pyruvate-like molecules that have higher potency than 
pyruvate, so that they can compete successfully with it for binding to 
PDHK2.

4.2.4 PyruVaTe-liKe molecules

We next investigated drug-like molecules that resemble pyruvate. About 
83 such molecules that found docking poses were identified. Most of 
these are negatively charged like the pyruvate ion and have the pyru-
vate –COCOO– grouping. Their Glide docking scores range from –7.74 
to 5.01. Thirty-six of these have docking scores above –4.69, the value 
obtained for pyruvate, and are therefore good candidates for further 
evaluation.

As expected, these molecules exhibit better ligand binding to PDHK2. 
Taking all the structure-related parameters into account, we obtained 
regression equations. The calculated R2 values are 0.955 (Glide Score), 
0.961 (Glide Energy), 0.953 (eMBrAcE total energy without constraints), 
0.979 (LiaScore), and 0.990 for Prime MM-GBSA ∆Gbinding. The graphs 
related to the Prime MM-GBSA free energy of binding are displayed in 
Figure 4.3. It can be seen that the residuals are fairly normally distributed 
around the 0.0 value and all statistical “goodness of fit” tests are satisfied.

The partial least squares with 10 components give a straight line graph 
passing through the origin, signifying the good correlation (Figure 4.4).

To understand the dependence of the Prime MM-GBSA free energies 
of binding on the various structure-related parameters, we performed step-
wise regression, and obtained the following regression equation:

Prime-MM/GBSA = –137.27 + 15.73 Num charged acceptor groups 
+ 132 Charged amines + 0.0179 QPPCaco + 1.35 FISA + 0.219 MW 
+ 7.30 Aliphatic carbons – 6.2 Num chiral centers + 3.82 stars + 46.7 
QPlogKp + 0.84 dipole – 7.7 EA + 40 QPlogBB + 0.151 SASA (3)



Figure 4.3 Residual plots for Prime MM-GBSA ∆Gbind.
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Figure 4.4 Partial least squares response plot for Prime MM-GBSA ∆Gbind.
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The regression coefficient is 0.948. Unlike the equation for the previ-
ous set of molecules, which showed dependence only on shape and size 
parameters, this equation shows an interesting dependence on molecular 
and ADME properties too. First and foremost, increase in the number 
of charged acceptor groups and charged amines in the ligand is not con-
ducive to stronger binding. However, increase in the apparent CACO–2 
permeability (in mm s–1) decreases the magnitude of the (negative) free 
energy of binding. Increase in hydrophilic component of the solvent-
accessible surface area (FISA), molecular weight and number of ali-
phatic carbons all decrease the free energy of binding. On the other hand, 
chirality helps in stronger binding. Next in importance is logKp, the skin 
permeability in cm h–1, which should be high. The ligand should have 
a small dipole moment, but high electron affinity favors stronger bind-
ing. These quantum mechanical quantities were calculated by the PM3 
method [27]. Both QPlogBB (brain/blood barrier) and solvent accessible 
surface area (SASA) decrease the magnitude of the free energy of bind-
ing. Hence, the ligand should be nonpolar with a more negative energy 
of the lowest unoccupied molecular orbital (LUMO), i.e. it should be 
a good electron acceptor.

From Table 4.3 it can be seen that the ligands having the highest 
scores are the methyl and ethyl esters of pyruvic acid. Of these, the for-
mer stands out as one having exceptional binding affinity. As seen from 
Eq. (3), ligands having no charged acceptor groups or charged amines 
are preferred, and these two ligands satisfy this condition. The Caco, 
FISA, logKp, logBB and SASA values are 531, 134, –3.9, –0.46 and 269, 
respectively. It has the maximum number of stars in the set (10), and the 
molecular weight is also small (102). This means that it has the maxi-
mum violations from 95% of the known drugs. The dipole moment is 
5.56 D and the electron affinity (0.61 eV) is also smaller than the average 
(0.71 eV). However, most of the molecules showing higher binding affin-
ity violate the range of 95% of the drugs.

4.2.5 dca-liKe molecules

There are 1001 molecules in this category in the drug bank, but, except for 
one molecule, no ligand could find a good pose. The reason is that most of 



taBle 4.3 The Ligands Having the Highest Free Energies of Binding 
No. structure glide 

score
Liascore Prime mm-

GBSA	ΔGbind
glide 
energy

pKd

1 CH3

O

O

CH3

O

methyl 2-oxopropanoate

–4.42 –4.49 –21.83 –21.95 –3.83

2
H3C O

O

CH3

O

ethyl 2-oxopropanoate

–4.17 –3.10 –13.73 –22.21 –2.41

3 CH3

O

O

OO

O

(5S)-5-ethoxyoxolane-
2,3,4-trione

–5.45 –5.51 –13.56 –22.97 –2.38

4

O

O

H3C

O

Br

methyl-3-bromo-2-
oxopropanoate

–4.42 –3.75 –12.67 –21.72 –2.22

5 CH3

O

OO

H3C

(4R,5R)-4,5-
dimethyloxolane-2,3-dione

–5.39 –5.33 –12.38 –7.66 –2.17

6

H3C
O

O

O CH3

O

methyl 2,4-dioxopentanoate

–4.60 –4.28 –8.88 –20.97 –1.56
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the molecules in this category are too large to fit into this docking site. The 
only molecule that finds a docking pose is 6,7-dihydro–3H-purin–6-one. 
However, a number of its tautomers, rotamers and ionized forms also find 
suitable docking poses, as shown in Table 4.4.

From Table 4.4, it is obvious that the free energy of binding for all tau-
tomers is positive. Therefore, none of these ligands needs to be considered 
any further.

4.2.6 discussion

A virtual library consisting of small drug-like molecules and pyruvate-
like molecules was created and analyzed for its docking score and binding 
affinity. The five molecules with the highest binding affinities are found 
to be methyl 2-oxopropanoate (–21.83), (2S)-butan–2-ol (–14.19), ethyl 
2-oxopropanoate (–13.73), (5S)–5-ethoxyoxalane–2,3,4-trione (–13.56), 
and cyclopentanol (–13.10). Two of these are esters of pyruvic acid and 
two are small aliphatic alcohols. None of the molecules violates Lipinski’s 
Rule of Five.

The most active molecule is expected to be the methyl ester of pyru-
vic acid. From our QSAR studies, we had seen that the active molecule 
should be nonpolar, with a small number of aliphatic carbons, and hence 
the methyl ester seems to be the best choice. A potential possibility of 
hydrolysis to pyruvic acid is ruled out, as the ester form is predicted to 
be the major microspecies at the physiological pH of 7.4. However, it has 
no primary metabolites and metabolism and excretion could be major 
issues. Moreover, this molecule is small compared to 95% of the known 
drug molecules, as is evident from its small molecular weight, 102 (aver-
age range 130–725), SASA, 292 (300–1000), molecular volume, 421 Å3 
(500–2000), and polarizability, 10 Å3 (13–70). Its ionization potential, 
10.6 eV (7.9–10.5), logP (hexadecane/gas), 2.9 (4.0–18.0), and logP 
(ocatanol/gas), 4.8 (8.0–35.0) also do not fall in the normal range. The 
second molecule, (2S)-butan-2-ol, and the third, the ethyl ester, also suf-
fer on the same account. The fourth molecule, (5S)–5-ethoxyoxolane–
2,3,4-trione, has a slightly higher ionization potential (10.6 eV) than the 
average drug molecule, and also has some aqueous solubility issues, as 



taBle 4.4 Tautomers of 6,7-dihydro–3H-purin–6-one, Along with Their Glide Scores 
and Prime MM-GBSA ΔGbind 

No. structure glide gscore Prime	MM-GBSA	ΔGbind

1 H

N H

N

O

N

H

N

H

6,7-dihydro-3H-purin-6-one

–4.83 1.57

2

H

N

H

N N H

N

O–

7H-purin-6-ol anion

–4.75 28.74

3

H
O

N

H

H

N N H

N

7H-purin-6-ol

–4.66 8.26

4

H
O

N

H

N

H

N H

N

9H-purin-6-ol

–4.51 5.27

5

H
N

HN

N

H

H

N

O

6,7-dihydro-1H-purin-6-one

–4.09 17.61
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its logS for aqueous solubility is predicted as 2.0 (average –6.5 to 0.5), 
and its logP for octanol/water is –2.8, while the average drug molecule 
has values between –2.0 and 6.5. Its logK for hsa protein binding (–2.8) 
is also lower than the average drug molecule –1.5 to +1.5, and there are 
no primary metabolites. However, this drug has been screened by the 
NCI Yeast Anticancer Drug Screen for its ability to inhibit the growth of 
selected yeast strains altered in DNA damage repair or cell cycle control 
and found inactive. Cyclopentanol exhibits eleven violations of the nor-
mal drug range.

Another promising compound is methyl–3-bromo–2-oxopropanoate, 
which shows a small number of violations and has a relatively high bind-
ing free energy of –12.67 kcal mol–1. The only violations are related to the 
molecular size and polarizability, which are slightly smaller than the usual 
drug molecule. Its likely metabolism pathway is α-hydroxylation of the 
carbonyl group. This compound, methyl bromopyruvate, has also been 
under investigation by the National Cancer Institute.

No. structure glide gscore Prime	MM-GBSA	ΔGbind

6 H

N H

N

O

N

H

H

N

6,9-dihydro-3H-purin-6-one

–4.05 3.23

7 H

N H

N

O

N+

H

H

N

H

6,7-dihydro-3H-1,3,7,9λ4-
purin-6-one

2.34 19.59

taBle 4.4 (Continued)



(4R,5R)-4,5-dimethyloxolane–2,3-dione also has no metabolism pathway 
and needs to be discarded. The next molecule, methyl 2,4-dioxopentano-
ate, can also metabolize via α-hydroxylation of a carbonyl group, and has 
very slight deviations from the normal drug range. Its ionization potential 
(10.8 eV), log for aqueous solubility (0.7) and logK hsa (–1.6) are only slightly 
different from the range observed for 95% of drug molecules. The methylene 
protons are slightly acidic, with a predicted pKa value of 8.36. As seen from 
Figure 4.5, at the physiological pH, about 10% of the anion is present.

Therefore, the most promising molecules are (2S)-butan–2-ol (1), ethyl 
2-oxopropanoate (2) and, particularly, methyl–3-bromo–2-oxopropanoate 
(3), which show the least number of violations of the 95% range. These 
compounds were purchased from the Sigma-Aldrich Co. and their biologi-
cal evaluation performed.

Figure 4.5 Distribution of both microspecies of (4R,5R)–4,5-dimethyloxolane–2,3-
dione. Chart generated by ChemAxon’s Marvin Sketch.

In Silico design of PdhK inhibitors 117



118 computational chemistry methodology

4.2.7 exPerimenTal

PDC containing intrinsic kinase activity was incubated for 45 min at 37°C 
in a buffer (40 mM Mops (pH 7.10/0.5 mM EDTA/30 mM KCl/1.0 mM 
CaCl2/0.25 mM acetyl-CoA/0.05 mM NADH/3 mM dithiothreitol/10 mM 
NaF) at a concentration of approximately 75 μg mL–1. Subsequently, the 
PDHK reaction was performed in a total volume of 100 μL at 37°C and 
was initiated by dilution of the PDC mixture four-fold in 1.5x buffer con-
taining 50 μM ADP and 100 μM ATP. After 5 min the reaction was turned 
off by the addition of stopping buffer (50 mM ADP/50 mM pyruvate).

The PDC activity was assayed in a total volume of 200 μL at 37°C by 
addition of 100 mM Tris (pH 7.5)/0.60 mM EDTA/0.75 mM CaCl2/2.0 mM 
thiamine production of NADH at 340 nm as the NADH-related change in 
absorbance at 340 nm.

PDHK inhibition was calculated as follows:

 
Inhibition A A

A A
ATPadded ATP

noATP ATP

(%) =
−

−
100

 

Table 4.5 compares the measured activities of the three compounds 
with that of DCA under the same conditions. The values are the mean ± 
SD of independent experiments.

Though these results were successful in discovering more potent non-
toxic inhibitors of PDHK, e.g., compounds 2 and 3, there is room for further 
improvement. Also, the docking scores are not too good. Towards this end, 
we tried to adopt a different strategy using the other substrate of the pyruvate 
reaction, i.e. CoA. A synthetic alternative is the allosteric inhibitor, Pfz3 (N(2-
aminoethyl)–2-{3-chloro–4-[(4-isopropylbenzyl) oxy]  phenyl} acetamide).

taBle 4.5 Percentage PDHK2 Inhibition at 1 μM Concentration 
Compound IC50 (μm) IC50 (μm) mean Ki % PDhK inhibition

DCA >1000 126±6.02 NS 64.03%
[1] 4.3±0.12 11.8±0.86 2.9±0.98 51.91%
[2] 9.6±1.37 46.2±5.24 5.1±0.02 77.68%
[3] 6.1±0.94 16.0±1.05 8.6±1.14 81.34%



4.3 pfz3

This inhibitor was found in screening inhibition of PDHK associated with 
porcine PDHK2. It has been suggested that this inhibitor may be acting as 
an analog of CoA (structural comparison, Scheme 2).

Pfz3 binds in an extended site at one end of the R domain. Since the 
binding site of Pfz3 is distant to the ATP-binding site and the proposed 
catalytic machinery, Knoechel et al. [18] postulated that it inhibits PDHK2 
by an allosteric mechanism. The binding pocket is located at one end of 
the 4-helix bundle. It is very lipophilic and extends approximately 15 Å 
into the core of the domain [18].

4.3.1 docKinG mode of Pfz3

To study the molecular basis of interaction and affinity of binding of Pfz3, 
the docking site of Pfz3 was analyzed in detail [7]. We found that the –
NH2 group should exist in the protonated form at pH values 7 ± 2, which 
includes the physiological pH. The protonated state is lower in energy 
than the neutral one by 3.4 kcal mol–1. The refined structure (Figure 4.5) of 
the ligand in complex with PDHK2, shows the amino end protruding out, 
and that the rest of the structure embedded in the receptor is almost pla-
nar. Figure 4.6 also shows the hydrogen bonding interactions. Specifically, 

sCheme 2 Comparison of CoA and Pfz3 structures.
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there is a C=O---H-N interaction with Arg66, whereas the peptide N-H 
and that of the end amino group form hydrogen bonds with the carbonyls 
of Tyr374 and Thr376, respectively.

It can be seen that only the amino end of the ligand is involved in 
hydrogen bonding with the amino acid residues of PDHK2. The recep-
tor grid for docking was first generated. This is shown in Figure 43.7, 
where the pink squares represent hydrophobic cells. It can be seen that 
the isopropyl end of the molecule is embedded in the hydrophobic 
region.

To validate the procedure, we first removed the ligand Pfz3 and red-
ocked it into the receptor. It was found that this structure, when superim-
posed on the crystal structure, has an RMSD of only 0.26 Å compared 
with the original structure. The largest deviation is for the NH2 group of 
Gly319, which undergoes a flip in the docked structure.

Figure 4.6 Hydrogen bonding between the ligand and receptor sites.



We now used this knowledge about the interactions involved to design 
better inhibitors based on Pfz3. To prepare the compound libraries, we 
considered the following substitutions:

1. Replacement of the amino group by –NHCH3 or – N(CH3)2. Since 
the NH2 protons are involved in hydrogen bonding with the C=O 
of Thr376, this substitution is likely to decrease the binding energy 
and was so rejected.

2. Replacement of the carbonyl group by the thiocarbonyl group may 
also reduce the binding energy since there is a hydrogen bond of 
the carbonyl group with Arg66, but, on the other hand, sulfur com-
pounds exhibit biological activities.

3. Replacement of Cl– by another halogen was considered. It was 
found that all other halogens improve the binding energy, but Br– 
gives the best binding energy results.

Figure 4.7 Receptor grid used for docking of Pfz3 analogs.
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4. Finally, the isopropyl group fits loosely in the lipophilic region. 
Halogens, particularly fluorine, increase the hydrophobicity of a 
group, and hence all the hydrogens of the isopropyl group were 
replaced by fluorines to improve lipophilic binding.

5. A methyl substituent on the aromatic ring close to the isopropyl end 
may further improve lipophilic binding. Calculations showed that 
substitution at the ortho position results in greater increase in the 
binding activity as compared to substitution at the meta position.

Accordingly, taking Scheme 3 as a template, we prepared a compound 
library consisting of the compounds given in Table 4.6.

The docking results of these ligands are given in Table 4.7. The rank-
ing of ligands is based on their Glide scores. All the 16 ligands accepted 
poses with the receptor (PDHK2). The difference in Glide scores among 
all the 16 ligands is very small (–15.39±1.18), suggesting that they dock 
at the same site.

Comparing P1 and P2, we find that replacement of a hydrogen on 
the phenyl ring by a methyl group increases the Glide Score. Similarly, 
replacement of the –CH(CH3)2 group by –CF(CF3)3, as in P3, improves 
the score considerably. In fact, of the top nine ligands, eight have this 
grouping. A marginal improvement is observed on replacement of –Cl by 
–Br, as in P5, but substitution of the carbonyl oxygen by sulfur decreases 
the score.

NH

W Z

Y

X

NH2

sCheme 3 Template for compound library.



taBle 4.6 Structures of the Compounds Used in This Work 
Compound X y Z W

P1 (Pfz3) O Cl CH(CH3)3 H
P2 O Cl CH(CH3)3 CH3

P3 O Cl CF(CF3)3 H
P4 O Cl CF(CF3)3 CH3

P5 O Br CH(CH3)3 H
P6 O Br CH(CH3)3 CH3

P7 O Br CF(CF3)3 H
P8 O Br CF(CF3)3 CH3

P9 S Cl CH(CH3)3 H
P10 S Cl CH(CH3)3 CH3

P11 S Cl CF(CF3)3 H
P12 S Cl CF(CF3)3 CH3

P13 S Br CH(CH3)3 H
P14 S Br CH(CH3)3 CH3

P15 S Br CF(CF3)3 H
P16 S Br CF(CF3)3 CH3

Analysis of the components of the Glide score clearly reveals that 
the binding site is very lipophilic and lipophilic interactions dominate 
(Table 4.8). For example, for the highest ranked ligand, P4, the largest 
contribution is the van der Waals energy term (–41.53). The lipophilic con-
tact term is also large (–11.02), and the Coulomb energy term is –8.02. 
However, the contributions of the other terms – hydrogen bonding (–1.90), 
penalty for buried polar groups (0.0), penalty for freezing rotatable bonds 
(0.47), and polar interactions at the active site (0.24) are negligible com-
pletely. On an average, the lipophilic contact term contributes 70% to the 
Glide Score, showing that this is the dominant interaction controlling the 
ranking of a ligand. The second contact term, the vdW interaction energy, 
contributes –39.77 kcal mol–1 on an average. The average of the hydrogen 
bonding terms is –1.98 kcal mol–1, corresponding to roughly three hydro-
gen bonds. An analysis of the terms in Table 4.8 reveals that the higher 
ranked ligands score better in the van der Waals terms. It is thus obvious 
why the large groups –CF(CF3)3 and –CH3 (in place of –H) improve the 
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score by improving the contact at the site. They simultaneously increase 
the lipophilic contact term. Sulfur, on the other hand, decreases the hydro-
gen bond contribution.

All the 16 Pfz3 analogs are found to be good binders of PDHK2 (dock-
ing score –15.39±1.18), with Pfz3 itself having the second lowest score 
(–15.08). This proves that its analogs could be potential drugs for second-
generation drug development. However, these are unknown molecules and 
their ADME properties ought to be determined to ascertain their toxicity.

4.3.2 PredicTed adme ProPerTies

These properties consist of principal descriptors and physiochemical 
properties with a detailed analysis of the predicted polarizability (Polrz), 
predicted octanol/gas partition coefficient (logPoct), water/gas parti-
tion coefficient (logPw), octanol/water partition coefficient (logPo/w), 

taBle 4.7 The Docking Results (kcal mol–1) of Pfz3 and Its Analogs in the Original 
Crystal Structure of PDHK2 (2bu7) Using Glide-XP 
rank Ligand glide score emodel einternal

1 P4 –16.57 –78.24 5.19
2 P15 –16.51 –81.30 23.51
3 P16 –16.35 –58.91 2.64
4 P8 –16.22 –73.82 14.80
5 P14 –15.96 –73.02 9.53
6 P11 –15.84 –81.30 9.73
7 P3 –15.68 –77.27 2.28
8 P12 –15.60 –64.47 36.05
9 P7 –15.49 –75.42 5.82
10 P6 –15.47 –76.62 8.36
11 P2 –15.43 –76.74 4.59
12 P10 –15.38 –72.15 7.63
13 P5 –15.22 –78.48 9.33
14 P13 –15.18 –77.02 10.81
15 P1 (Pfz3) –15.08 –71.70 11.13
16 P9 –14.21 –69.40 7.99



IC50 value for blockage of HERG K+ channels (logHERG), apparent 
Caco–2 cell permeability in mm/s (PCaco), brain/blood partition coeffi-
cient (logBB), apparent MDCK cell permeability (PMDCK), skin perme-
ability (logKp), and %human absorption in the intestines (QP%). Caco–2 
cells are a model for the gut-blood barrier, whereas MDCK cells are con-
sidered to be good mimics for the blood-brain barrier. The predicted sol-
ubilities, molecular weights, ionization potentials and electron affinities 
were also evaluated (Tables 4.9a–c).

The acceptability of the proposed drug molecules was also analyzed 
in terms of Lipinski’s rule of five [19]. This is a rule of thumb to evalu-
ate drug likeness, or determine if a chemical compound with a certain 
pharmacological or biological activity has properties that would make it 
a likely orally active drug in humans. Poor absorption or permeation are 
more likely when a ligand violates Lipinski’s rule of five, i.e. has more 
than five hydrogen donors, the molecular weight is over 500, the logP is 
over 5, and the sum of N’s and O’s is over 10.

taBle 4.8 Decomposition of the Glide Score into the Various Energy Terms 
Ligand lipo hbond Eburp EvdW Ecoul Erotb Esite

P1 –10.78 –2.30 –0.59 –34.65 –8.57 0.74 0.16
P2 –10.95 –2.40 –0.50 –36.83 –9.31 0.69 0.13
P3 –10.31 –1.75 0.00 –41.54 –7.41 0.49 0.17
P4 –11.02 –1.90 0.00 –41.53 –8.02 0.47 0.24
P5 –10.49 –2.53 –0.30 –41.40 –8.85 0.60 0.15
P6 –11.01 –2.49 –0.20 –38.71 –8.72 0.56 0.16
P7 –10.35 –1.50 0.00 –40.75 –6.69 0.42 0.05
P8 –11.32 –1.73 0.00 –38.80 –7.54 0.40 0.30
P9 –10.51 –1.49 –0.49 –40.86 –5.05 0.68 0.32
P10 –10.76 –2.42 –0.39 –42.10 –8.35 0.64 0.18
P11 –10.58 –1.90 0.00 –43.03 –7.26 0.46 0.10
P12 –11.09 –1.67 0.00 –33.42 –6.96 0.44 0.32
P13 –10.64 –2.40 –0.19 –42.28 –8.16 0.56 0.16
P14 –12.17 –1.51 –0.10 –37.58 –8.17 0.53 0.13
P15 –10.72 –1.90 0.00 –41.87 –7.08 0.40 0.19
P16 –11.12 –1.72 0.00 –40.89 –6.61 0.32 0.29
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taBle 4.9a Descriptors Calculated for Pfz3 and Its Analogs by QikProp Simulation 
Ligand Polrz/Å3 logPC16 logPoct logPw logPo/w logs CIlogs

P1 37.55 12.49 19.17 12.71 3.05 –2.93 –3.60
P2 39.10 12.71 19.63 12.53 3.28 –3.34 –3.93
P3 41.49 12.16 21.93 12.16 4.51 –5.17 –6.58
P4 43.17 12.57 22.29 12.26 4.71 –5.39 –6.92
P5 39.67 13.18 19.89 12.92 3.38 –3.58 –4.64
P6 44.09 14.47 21.34 13.27 4.01 –4.75 –4.98
P7 41.49 12.08 22.35 12.13 4.50 –5.22 –7.65
P8 42.82 12.42 22.11 12.82 4.58 –4.75 –7.99
P9 39.77 13.39 19.93 9.56 4.62 –5.33 –4.81
P10 41.61 13.58 20.38 9.28 5.01 –5.49 –5.14
P11 42.59 12.57 21.68 9.52 5.93 –6.52 –7.81
P12 44.78 13.03 22.57 9.39 6.27 –7.01 –8.15
P13 40.58 13.52 20.08 9.45 4.89 –5.35 –5.86
P14 39.82 12.95 20.04 9.17 4.56 –5.04 –6.19
P15 42.94 12.67 22.56 9.55 5.97 –6.93 –8.88
P16 44.16 12.89 22.72 9.38 6.11 –7.02 –9.22

The rule describes molecular properties important for a drug’s phar-
macokinetics in the human body, including its ADME. However, the rule 
does not predict if a compound is pharmacologically active [19]. In this 
study, out of 16 ligands, 12 structures showed allowed values for the prop-
erties analyzed and exhibited drug-like characteristics based on Lipinski’s 
rule of 5, as it allows up to 1 violation. Only the analogs P11, P12, P15 and 
P16 do not show drug-like characteristics owing to their high molecular 
weights.

4.3.3 discussion

Natural and prepared compounds (Table 4.6) were evaluated using dock-
ing and their binding energy with PDHK2. The docking results showed 
that structurally homologous inhibitors bind in a very similar pattern at 
the active site of PDHK2, which suggests that homologous inhibitors have 
similar binding patterns in and modes of interaction with PDHK2, and have 



taBle 4.9B Predicted ADME Properties of the Compounds

Ligand logherg PCaco logBB PmDCK/
mm s–1 logKp IP/ev eA/ev

P1 –4.83 99.32 –0.63 181.83 –4.21 9.42 0.35
P2 –4.76 92.60 –0.96 167.67 –4.40 9.33 0.34
P3 –5.22 141.94 –0.10 3121.41 –4.05 9.14 0.73
P4 –5.16 122.59 –0.19 2417.28 –4.22 9.16 0.72
P5 –5.25 97.33 –0.69 191.51 –4.16 9.50 0.36
P6 –5.82 89.07 –0.84 166.61 –4.16 9.39 0.40
P7 –5.28 142.28 –0.12 2996.07 –4.05 9.68 0.77
P8 –4.81 85.28 –0.24 1813.66 –4.42 9.69 0.85
P9 –6.76 362.53 –0.26 767.92 –3.63 8.28 1.00
P10 –6.38 453.17 –0.11 1017.94 –3.56 8.64 0.90
P11 –6.47 428.08 0.37 >10000 –3.54 8.77 1.21
P12 –6.48 468.24 0.37 >10000 –3.55 8.73 1.00
P13 –6.58 489.55 –0.06 1214.41 –3.38 8.62 0.87
P14 –6.22 352.56 –0.29 560.98 –3.84 8.04 1.15
P15 –6.79 420.03 0.31 >10000 –3.57 8.26 1.21
P16 –6.59 430.73 0.29 >10000 –3.64 8.60 1.15

a similar inhibitory mechanism. The most potent inhibitor should have the 
best interaction with PDHK2. It can be seen that substitution of functional 
groups at positions X, Y, Z and W leads to an increase in the binding affinity 
of modified analogs which is even more intense than that of Pfz3. For exam-
ple, substitution of O, Cl, CF(CF3)3 and CH3 in P4; S, Br, CF(CF3)3, and H 
in case of P15; S, Br, CF(CF3)3, and CH3 in the P16; and O, Br, CF(CF3)3, 
and CH3 in the P8 analog at X, Y, Z and W positions in the scaffold struc-
ture of Pfz3 obtained the best results with docking scores = –16.57, –16.51, 
–16.35 and –16.22; FEB = –22.09, –23.82, –15.78 and –19.74 kcal mol–1. 
Further, ADME screening provided a peer analysis for the final selection 
of potential candidates from the compound library generated. Based on 
the overall analysis we can conclude that the analog P4 (with Glide score: 
–16.57, Emodel = –78.24 kcal mol–1, Table 4.7) is the most potent analog. It 
exhibits effective binding in the active site of PDHK2, and could be used 
for second-generation drug development. The next two analogs, P15 and 
P16, also exhibit high Glide Scores, but do not qualify Lipinki’s rule of 5, as 
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both show two violations. Another candidate that can be considered is P8, 
which has a Glide Score of –16.22 and its Emodel = –73.88 kcal mol–1. Both 
P4 and P8 have similar substitutions, except that in the latter Cl is replaced 
by Br. The results indicate that substitution of the isopropyl group with its 
fluoro analog has the greatest effect on the GlideScore.

The combined approach of docking–ADME screening used in this 
work has the power to express the binding affinity of a large set of ligands 
in the receptor as well as to validate them as potential candidates for 
 second generation drug discovery.

4.4 ConClusions

Overall, we may say that this step-wise approach to drug discovery has 
yielded good results in the form of analogs of Pfz3, which owes its activ-
ity to its structural similarity to CoA. Most of the proposed modifications 

taBle 4.9C Principal Descriptors Calculated for Pfz3 and Its Analogs 
by QikProp Simulation 
Ligand QP% mol. Wt. PsA N & o Donor hB rule of 5

P1 81.78 360.883 69.852 4 3 0
P2 78.64 374.909 70.011 4 3 0
P3 83.87 486.816 68.508 4 3 0
P4 81.38 500.843 70.063 4 3 1
P5 82.79 405.334 69.693 4 3 0
P6 83.26 419.36 70.178 4 3 0
P7 84.01 531.267 70.958 4 3 1
P8 78.56 545.294 70.576 4 3 1
P9 89.73 376.943 54.895 3 3 0
P10 90.05 390.97 50.586 3 3 1
P11 90.66 502.877 50.872 3 3 2
P12 90.03 516.904 50.643 3 3 2
P13 92.92 421.394 50.437 3 3 0
P14 86.05 435.421 56.382 3 3 0
P15 90.17 547.328 53.72 3 3 2
P16 88.75 561.355 52.576 3 3 2



in the original ligand have yielded more potent analogs. One particular 
modification suggested that fluorine substitution greatly enhances lipo-
philic binding and should be considered for further modifications. Such 
synthetic modifications, such as in AZ12, have been carried out, leading to 
enhanced biological activity. We searched for even more potent inhibitors 
based on AZ12 and found a few likely candidates. The results have been 
published elsewhere [11, 12].
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5.1 introduCtion: why we need a 
CyBerinFrastruCture For moleCular sCienCes

5.1.1 eVoluTion of molecular modelinG

The development of quantum chemistry and molecular mechanics meth-
ods in the middle of the 20th century and the birth of computers and of 
computer based simulations in the same years lead swiftly to the appli-
cation of these methodologies to address computational chemistry prob-
lems: the first computer simulation of a liquid was performed in 1953 [1] 
while the ab initio Hartree–Fock calculations on diatomic molecules were 
carried out in 1956 at MIT [2], using a basis set of Slater orbitals. The idea 
of a in silico chemical lab not restricted to theoreticians and developers 
of new methods, which was visionary only a few years before came into 
being by the end of the ‘60, when the first generation of “black box” com-
puter programs developed to address quantum chemistry problems, the 
first being POLYATOM [3]. It was followed rapidly by others such as 
Gaussian70, IBMOL [4] and others; one of these, Gaussian09 [7] is today 
the most worldwide adopted quantum chemistry program. It is notewor-
thy that the first steps of computer molecular graphics were also made at 
MIT and ORNL (such as ORTEP-III [6, 7]) in the same period: molecular 
graphics was recognized since the beginning both as an independent field 
of research in chemistry and as fundamental tool for the understanding of 
data coming from simulations or experiments. A decade later terms such 
as “computational chemistry” or “molecular modeling” were well estab-
lished: the Journal of Computational Chemistry was first published in 
1980. The field of computational chemistry was celebrated by Nobel Prizes 
in 1998 (Walter Kohn, “for his development of the density-functional 
theory” and John Pople, “for his development of computational methods 
in quantum chemistry” (The Nobel Prize in Chemistry 1998 http://www.
nobelprize.org/nobel_prizes/chemistry/laureates/1998/index.html)] and 
in 2013 [Martin Karplus, Michael Levitt and Arieh Warshel received the 
2013 Nobel Prize in Chemistry for “the development of multiscale models 
for complex chemical systems” (Nobel Prize in Chemistry 2013 http://
www.nobelprize.org/nobel_prizes/chemistry/laureates/2013/)]. Given the 
existence of Moore’s Law [11] and the continuous increase of computer 
power (see Figure 5.1) it was possible for computational chemistry to 

http://www.nobelprize.org/nobel_prizes/chemistry/laureates/1998/index.html)
http://www.nobelprize.org/nobel_prizes/chemistry/laureates/2013/)]
http://www.nobelprize.org/nobel_prizes/chemistry/laureates/2013/)]
http://www.nobelprize.org/nobel_prizes/chemistry/laureates/1998/index.html)
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undergo an equally fast paced evolution in both the theoretical finesse 
of the models with which the systems under investigation were studied 
and their size and complexity as Table 5.1 shows in the case molecular 
mechanics and biochemical systems [12].

Another point deserving mention in Table 5.1, and which holds true also 
for quantum chemistry applications, is the extension in the time domain 
of the phenomena studied as well as the sheer physical size increase of the 
systems simulated (in terms of number of atoms and/or basis functions or 
any other relevant criterion). Quantum mechanical or classical simulation 
can now be performed on thousands or hundreds of thousands of atoms 
and multi-scale methods allow us to describe in a unified framework phe-
nomena spanning several orders of magnitude in time and space.

Figure 5.1 Moore’s Law: the Number of Total Transistor (and, Consequently of Flops) 
Present in each Chip Doubles Almost Yearly.
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In addition, computer software for molecular modeling, in particu-
lar “black box” programs composed by hundreds of thousands of lines 
of code, are nowadays used primarily by non-computational specialists. 
Such a trend may be observed, for example by the number of references to 
‘DFT’ or ‘TD-DFT’ or ‘Gaussian’ found on Scopus (Figure 5.2):

This has been possible for three fundamental reasons which hold true 
for both commercial (e.g Gaussian [7] and academic software (e.g., MolPro 
and GAMESS):

1. Some applications which with the previous hardware generation 
were restricted to run on supercomputers are now feasible also for 
personal workstations or even laptops;

2. User (graphical) interfaces have been developed in order to run/
understand/manage/export the data feeded in and obtained by 
the use of computational chemistry software; however it must be 
observed that the integration and power of these interfaces usually 

taBle 5.1 Evolution of Size and Complexity of Biological Phenomena Studied by 
Computational Chemistry Methods

year system simulated time

1957 Bidimensional rigid disks 10 ps
1964 Monoatomic Liquids 5 ps
1971 Molecular Liquids 10 ps
1971 Melted Salts 10 ps
1975 Simple polymers 20 ps
1977 Small protein in vacuo 20 ps
1982 Simple membrane model 20 ps
1983 Protein crystal 2 ps
1986 DNA in water 100 ps
1989 Complex DNA-Protein 100 ps
1993 Protein/DNA in solution 100 ps
1996 Protein/DNA in solution 10 ns
2000 Protein/DNA in solution 100 ns
2004 Protein/DNA in solution 1 μs
2010 Protein/DNA in solution 1 ms
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remains behind that of the “computational engine”. Very often 
users work with text parsers, spreadsheets and script in some high 
level interpreted language (e.g., Perl, Python) to perform all the 
tasks needed;

3. There are several supercomputing centers worldwide that man-
age these software on supercomputers with millions of processors 
and allow their use to academic or non-academic researchers as a 
service.

The situation sketched above corresponds to an increasing number of 
researchers working world wide over an increasing number of problems 
of increasing complexity, and accumulating an increasing amount of sci-
entific information, a situation by far not unique to molecular modeling or 
chemistry in general. The repetition of the word “increasing” in the sen-
tence could create the perception of a Babel’s tower situation of irrevers-
ible disorder if some appropriate change in the way of managing research 
is not made in order to facilitate data integration, enabling collaboration 

Figure 5.2 References to ‘DFT’ or ‘TD-DFT’ or ‘Gaussian’ in chemistry journals 
found in Scopus between 2000 and 2014.
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among the various actors involved and converting data accumulation 
into scientific breakthroughs. This fact, which could be regarded “just” 
as important may become critical in a time of grant-driven and project-
driven research which often groups into a common effort specialists from 
several fields, making necessary not only to possess a way to integrate 
knowledge but also to “transcend specific disciplinary perspectives” [15]. 
The irreducible multidisciplinary character of modern research has been 
effectively summed up in a famous image. It showed how complex and 
intertwined were the connections between scientific disciplines using a 
map of keywords from 800,000 papers from 776 different areas.

From all the data shown in the precedent paragraphs it is clear that 
an incremental progress in the capabilities of the “traditional” molecular 
modeling tool boxes may not be sufficient to ensure an acceptable rate 
of scientific productivity and to convert this gargantuan amount of infor-
mation into real knowledge and comprehension. One tool to achieve this 
conversion, is the integration of existing and new research tools and pro-
tocols in what is defined as a cyberinfrastructure to carry out this type 
of data intensive research. This is by no means a simple technologi-
cal upgrade: just like at some point computer became powerful enough 
to help the spawning of computational sciences and thus changed the 
way in which overall research is conduct, the widespread development 
of advanced cyberinfrastructures is likely to have a “cultural” effect on 
research in several disciplines as already proposed by Hey [19] and syn-
thesized in the book The Fourth Paradigm (Hey et al., 2009). In particu-
lar, this is true in molecular sciences: the typical bottom up approach 
(see Section ‘Space and Time Domain of Molecular Modeling: Method 
Integration’) used for investigating nanoscopic phenomena involves the 
integration of knowledge and skills from different areas which need to 
be integrated in some way.

5.1.2 WhaT is a cyBerinfrasTucTure?

In addition to the “information crisis” cited above, there is yet another 
problem that we have to consider: even if Moore’s Law will still hold for 
a few years more, this will occur in a way which has changed Information 
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Technology. The number of transistors on a chip is still growing but they 
are now distributed in a number of cores yielding limited advancement 
in single processor peak performance. This is primarily caused by heat 
dissipation problems on the same core: the power/volume ratio of mod-
ern processors (W/m3) would otherwise exceed that of a nuclear power 
plant. This change in CPU evolution has a profound effect on computa-
tional chemistry since we cannot expect a scale up in system size (time 
and space) that depends on a serial application unless the problem and 
the software may be turned in a (massively) parallel application which 
has always a considerable cost and may not be feasible for theoretical or 
practical reasons (e.g., a big existing code-base). However, there is also 
a positive side in the “many core” era: since technological stacks such 
as web oriented applications, databases and data mining techniques, grid 
based applications and high performance networks may now be deployed 
even on a relatively small scale with acceptable effort and cost. These 
technologies constitute the backbone of massive cyberinfrastructures (CI) 
in several disciplines such as high energy physics (e.g., The Worldwide 
LHC Computing Grid | WLCG, http://wlcg.web.cern.ch), genomics (e.g., 
the Ensembl Genome Browser, http://www.ensembl.org), protein crys-
tallography (e.g., the RCS Protein Databank, http://www.rcsb.org/pdb/
home/home.do). Another cyberinfrastructure related to chemistry is the 
CombeChem project (http://www.combechem.org) related to combinato-
rial chemistry and drug discovery and which tries to adopt some of the 
features of eScience paradigm described by Hey [19]. One of the existing 
cyberinfrastructures with the highest specific emphasis on molecular mod-
eling is the Computational Chemistry Grid (GridChem, https://www.grid-
chem.org) project which tries to integrate hardware resources distributed 
across the US to deliver computational resources to a wide community and 
integrating “traditional” computational chemistry tools with data manage-
ment technologies and workflow facilities.

Indiana University has developed one of the most widely cited defi-
nitions of cyberinfrastructure: “a set of computing systems, data storage 
systems visualization environments, and people all linked together by 
software and high performance networks, to improve research productiv-
ity and enable breakthroughs not otherwise possible”. The term ‘cyberin-
frastructure’ was coined in the late 1990s, it was used in a press briefing on 

http://wlcg.web.cern.ch)
http://www.ensembl.org)
http://www.rcsb.org/pdb/home/home.do
http://www.combechem.org) related
https://www.gridchem
https://www.gridchem
http://www.rcsb.org/pdb/home/home.do
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Presidential Decision Directives 63 by the President of the United States on 
May 22, 1998. But only in 2003 was popularized by The National Science 
Foundation (NSF) with the publication of “Revolutionizing Science and 
Engineering Through Cyberinfrastructure: Report of the National Science 
Foundation Blue-Ribbon Advisory Panel on Cyberinfrastructure” by 
Atkins et al. [25] described the technology substrate of Cyberinfrastructure, 
involving the following components:

• high-end general-purpose computing centers that provide super-
computing capabilities to the community at large.

• Data repositories that are well curated and that store and make 
available to all researchers large volumes and many types of data, 
both in raw form and as associated derived products.

• Digital libraries that contain the intellectual legacy of researchers 
and provide mechanisms for sharing, annotating, reviewing, and dis-
seminating knowledge in a collaborative context.

• high-speed networks that connect computing resources, data 
repositories, and digital libraries.

• software and services for specific community (e.g., chemical data 
management and analysis).

The National Science Foundation (NSF) has made cyberinfrastruc-
tures a central theme in its plans for developing and delivering tools to 
enhance scientific discovery, and has set out an aggressive set of plans 
for development of cyberinfrastructure as a national discovery environ-
ment [26].

In 2004, the NSF funded a project for the development of a CI for 
computational chemistry community. GridChem, cited above, provides 
a collection of grid-based resources to routinely run chemical physics 
applications and integrates a desktop environment into an infrastructure 
for a specific community of users. The GridChem client, is a Java desktop 
application that provides an interface to integrate the hardware, software 
and middleware resources necessary to solve quantum chemistry prob-
lems using grid technologies. Currently the GridChem Science gateway 
integrates pre- and post- processing components with the high perfor-
mance applications and provides data management infrastructures. The 
authentication system is based on proxy certificates that are used for vari-
ous services where authentication is required.
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The national cyberinfrastructure in the USA is not a single entity. 
Extreme Science and Engineering Discovery Environment (XSEDE, 
https://www.xsede.org). The Open Science Grid (OSG, http://www.open-
sciencegrid.org) projects are the middleware of the infrastructure, pro-
viding access to CI computers and clusters. Service organizations use 
the resources of XSEDE and OSG to create unified user experiences for 
different research communities. Other NSF Cyberinfrastructure Projects 
includes:

• EarthCube (http://earthcube.org) is a new research initiative of the 
U. S. National Science Foundation, with the mission to develop 
community-guided cyberinfrastructure integrating data, models and 
other resources across geoscience disciplines.

• ICME, i.e., the Integrated Computational Materials Engineering 
(National Research Council, 2008) cyberinfrastructure provides 
storage, access, and computational capabilities for study a variety of 
materials used in multiscale engineering and design.

• nanoHUB.org (https://nanohub.org) is a science and engineering 
gateway comprising community-contributed resources and geared 
toward educational applications, professional networking, and inter-
active simulation tools for nanotechnology.

• Vhub.org (https://vhub.org) is a CI for collaborative volcano research 
and risk mitigation.

• Ocean Observatories Initiative (http://oceanobservatories.org) man-
ages and integrates data from all OOI sensors, linking marine infra-
structure to scientists and users.

• GriPhyN (Grid Physics Network in ATLAS http://www.usatlas.bnl.
gov/computing/grid/griphyn/) for sharing high-energy physics data 
from single, large data sources.

5.1.3 chaPTer summary

Obviously, pure “number crunching” software (e.g., GROMACS [35] or 
Orca [36]) is a key component of a cyberinfrastructure; however its inte-
gration in it depends on the implementation of the data fruition and man-
agement aspects and for this reason this chapter will deal mainly with the 
other parts which constitute a cyberinfrastructure.

https://www.xsede.org). The
http://www.opensciencegrid
http://www.opensciencegrid
http://earthcube.org) is
https://nanohub.org) is
https://vhub.org) is
http://oceanobservatories.org) manages
http://www.usatlas.bnlgov/computing/grid/griphyn/
http://www.usatlas.bnlgov/computing/grid/griphyn/
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In general such a cyberinfrastructure may be considered as the inte-
gration of computational chemistry techniques and tools with the tech-
nologies listed in Section 5.1.2. For this reason the chapter is organized as 
follows: in Section 5.2 a very brief resume of what is molecular modeling 
and what are its physical basis is given, trying to explain the reasons to 
create a cyberinfrastructure. Section 5.3 deals with some of the technolo-
gies which underpin the development of a cyberinfrastructure for molecu-
lar modeling focusing on data fruition and molecular graphics. Section 5.4 
shows a possible implementation of these technologies illustrating a num-
ber of case studies.

5.2 moleCular modeling: simulating the 
interaCtions Between moleCules, ChemiCal 
suBstanCes, and light

The purpose of this section is to list in the first part (very briefly) the vari-
ous types of molecular modeling approach and to sketch in the second one 
how they are complementary used and why their integration in a dedicated 
CI may be of great interest. We will not give a detailed presentation of the 
mathematical foundations of the various methods listed since it is not the 
focus of this chapter and because there is plenty of excellent textbooks on 
the various topics [36–41].

The term Molecular Modeling includes a set of algorithms and tech-
niques based on the principles of quantum mechanics and statistical ther-
modynamics applied to investigate the properties of chemical substances 
and reactions. From a methodological point of view it is a branch of 
computational sciences and it is composed by software, the algorithms it 
includes and the mathematical models on which the algorithms are based. 
The approach of a computational chemist as compared to an experimental 
one may be summarized in the flowchart shown in Figure 5.3.

Molecular modeling is applied to make predictions about a wide num-
ber of properties, such as:

• predict molecular geometries and conformations, i.e., the (different) 
possible shapes of molecules and their relative energies;

• predict chemical reactivity by individuation of electrophilic or 
nucleophilic sites in different conditions;
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• predict the bulk properties of a substance, e.g., the density vs. tem-
perature in a given phase or the dielectric constant;

• predict how the environment may affect the properties of a molecule, 
e.g., by changing the dipole moment;

• prediction of IR, microware, UV or NMR spectra;
• prediction of the mechanical properties of large molecular assem-

blies over a given span of time, e.g., the folding or unfolding of 
proteins or the interactions between drugs and their targets.

Molecular modeling is useful in several types of applications, includ-
ing drug discovery, structural biology, organic synthesis, nanotechnology 
and material science and it is often used to predict properties or to make 
mechanistic hypotheses used for the interpretation of experimental data.

It is often (not always) cheaper than experimental methods and in many 
cases it does not involve the risks and hazards connected with the former. 
Based on the type of approximations introduced to solve Schrödinger’s 
equation molecular modeling methods may be divided in three very broad 

Figure 5.3 Computational workflow as compared to an experimental one in molecular 
sciences.
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categories: classical (Molecular Mechanics, MM), wave function (e.g., ab 
initio) and density functional (DFT) methods which may be applied over a 
wide and intertwined range of space and time domains.

5.2.1 molecular mechanics

In molecular mechanics methods, electrons are included in completely 
implicit way and Schrödinger’s equation is replaced by a classical 
description of the motion of atoms. These atoms are actually point 
charges endowed with masses and other parameters to approximate 
nuclear repulsion and dispersion forces; bonds are described by means 
of harmonic or Morse springs; bond angles and torsions are included by 
means of additional potential terms. The forces with which the atoms 
interact depend only on their positions and on a reduced set of param-
eters called a force field; no chemical reactions can take place and purely 
quantum phenomena (e.g., tunneling) are completely disregarded. The 
computational cost of typical MM calculation usually scales as N2 or 
better depending on the type of approximations used to deal with long 
range effects.

MM methods are often applied in the framework of Molecular 
Dynamics (MD) or MonteCarlo (MC) simulations in which the low com-
putational cost is coupled with the ability of these techniques to explore 
the phase space of a system and thus to achieve a good statistical descrip-
tion of complex systems with many degrees of freedom (see Table 5.2). 
Molecular docking is also usually based on MM type approximations plus 
additional techniques to improve the conformational search.

taBle 5.2 Computational Cost Scaling with the Respect to the Number of Atoms for 
Hartree Fock and Post Hartree Fock Computations

method scaling Behavior

HF N4

MP2 N5

MP3, CISD, CCSD N5

MP4, CCSD(T) N7

MP5, CISDT N8
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5.2.2 WaVe funcTion meThods

Electronic structure methods are based on the law of quantum mechanics 
rather than classical physics and they instead of depends on a number of 
empirical parameters (the force field). They are based, in principle, on 
limited number of fundamental physical constants such as the electronic 
and nuclear masses and charges and Planck’s constant. Quantum mechan-
ics states that all the properties of a molecule may be obtained by solving 
Schrödinger equation and obtaining the system’s energy and wave func-
tion. However, the Schrödinger equation can be solved exactly in a very 
limited number of scenarios. Thus approximations are used; the less seri-
ous these are, the “higher” the level of the ab initio calculation is said to 
be. There are two major classes of electronic structure methods: semiem-
pirical methods, which solve an approximate form of the Schrödinger 
equation that depends on having appropriate parameters available for 
the type of chemical system under investigation (from which the defi-
nition of semiempirical) and ab initio methods, are based solely on the 
laws of quantum mechanics. Electronic structure methods, in particular, 
highly correlated methods, are able to deliver a whole lot of information 
about chemical reactivity, spectroscopic properties and other effects that 
are completely beyond the scope of MM. However this comes at high 
computational cost, as shown in Table 5.2: the basic electronic structure 
approach, the Hartree Fock method (which is seldom an appropriate choice 
to describe e.g., organic molecules or reactions), scales as N4 and the cost 
of post Hartree Fock methods grows steadily.

This implies that the use of ES methods is restricted the applications 
involving a relatively small number of atoms (and electrons!) over (for 
time dependent phenomena) a limited time span.

5.2.3 densiTy funcTional meThods

The basis for Density Functional Theory (DFT) is the proof by Hohenberg 
and Kohn that the ground state electronic energy is determined completely 
by the electron density ρ, i.e., there exists a one-to-one correspondence 
between the electron density of a system and the energy. This functional 
may be divided into four parts: kinetic energy, Coulombic attraction 
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between the electron and between the electrons and nuclei and attraction 
between the nuclei and an exchange correlation functional. The first three 
functionals are known and easily described, but the Exchange-correlation 
functional is not. Thus, while the H-K theorem proves that a functional 
must exist, it’s exact composition is non-trivial and presently unknown. In 
place of an exact solution, approximations are made to the Exc term which 
give rise to different levels of theory. DFT methods use the same basis 
functions as HF methods and apply a similar convergence (SCF) optimi-
zation protocol. DFT methods often scale as N4 or better, the same cost of 
HF while giving usually better results and thus yielding a good balance 
between the accuracy of the results and the computational cost.

5.2.4 sPace and Time domain of molecular modelinG: 
mulTiscale aPProaches

The main point of the precedent paragraphs is to underline the different 
degrees of accuracy of physical information, amount of statistical sam-
pling and complexity of the studied systems that can be attained with dif-
ferent molecular modeling approaches. In other word the same complex 
molecular system can be studied from a number of different perspec-
tives to address different physical properties: in short, with molecular 
modeling is possible to describe a set of phenomena spanning several 
orders of magnitude over time and space as shown. Figure 5.4 shows a 
“bottom-up” envisioning of a complete molecular modeling framework 
in which the higher level, first principle approaches are used to build a 
solid and physically consistent basis that can constitute the reference for 
the application on less detailed models which are used to study more 
complex phenomena.

If the proper corrections are made to switch continuously between 
the different layers that compose the complete physical model it is pos-
sible to integrate multiple computational techniques into a unified com-
putational protocol, i.e., applying a multiple scale approach over time or 
space or both. This unification can take place either with a unique suite of 
computer codes (e.g., ONIOM [42] calculations in Gaussian) or wrapping 
up  different specialized software at a higher level “meta package” taking 
advantage of widespread used codes and concentrating efforts in the com-
munication and integration part (a strategy used for example by ChemShell, 
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http://www.stfc.ac.uk/SCD/research/app/ccg/40495.aspx); both approaches 
have their own advantages and drawback. There is another aspect of method 
integration which concern the different or integrated tools used to perform 
preliminary (pre-processing) or final (post-processing) analysis over com-
putation data since even this may involve some kind of “scaling up” e.g., 
if calculating a bulk microscopic property or using velocities autocorrela-
tion functions to estimate infrared spectra. The main point of this discus-
sion is to show that a research project involving a significative amount of 
molecular modeling will likely involve several experts in different fields 
(including experimentalists and computational experts) either just applying 
existing tools of exploring new methodologies (i.e., conducting some soft-
ware development work in computational chemistry) a situation that could 
greatly benefit from the development of a dedicated cyber infrastructure.

Figure 5.4 Pictorial representation of time and space domains of phenomena that can 
be studied with molecular modeling: a bottom up perspective. On the fastest and smallest 
end there are interactions between electrons and light (e.g., UV/visible spectroscopic 
transitions) which are usually investigated by means of ab-initio or DFT methods; nuclear 
motion within molecules, i.e., molecular vibrations is connected with IR spectroscopy and 
is still studied by quantum chemistry approaches by may also be described by classical 
methods if very accurate force fields are available; the internal degrees of freedom of large 
macromolecules over timescales from nanoseconds to hundreds of nanoseconds constitute 
the target of MD or MC studies with classical atomistic force fields, while larger systems 
(e.g., protein assemblies) or longer phenomena (phase transitions, protein unfolding) may 
involve further approximations such as the use of coarse graining techniques.

http://www.stfc.ac.uk/SCD/research/app/ccg/40495.aspx); both
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5.3 the elements oF a CyBerinFrastruCture 
For moleCular modeling and Computational 
speCtrosCopy

5.3.1 daTa fruiTion

The graphical display of information has been one of the oldest forms of 
communication known to man, having its origins in cave drawings dated 
as early as 30,000 B.C. It allows to communicate clearly and quickly a 
large amount of information. Tufte [45] gave the definition of the data 
visualization as “data graphics visually display measured quantities by 
means of the combined use of points, lines, a coordinate system, numbers, 
symbols, words, shading, and color”. It’s much easier for our brain to rec-
ognize patterns and comprehend an image rather than numbers and words. 
The increasing accessibility and quantity of data requires effective ways to 
analyze and communicate the information that datasets contain in simple, 
easy-to-understand formats. Visualization serves two major purposes, data 
presentation and data analysis and thus, in the context of a data intensive 
research environment, data sharing. Since most of the research activity is 
communicated in form of short “manuscripts” data presentation is one of 
the most important components of research since visualizing data is the 
most effective way to communicate it to others. Using visualization for 
data analysis allows us to discover hidden information from datasets. Raw 
data becomes useful only when we apply methods of deriving insights 
from it. Large data sets present specific scaling problems due to dimen-
sionality and heterogeneity of sources and items, and deriving knowledge 
from these data set is impossible without visual tools.

The human ability to process visual information can augment analy-
sis, especially when analytic results are presented in iterative and interac-
tive ways. Visual analytics, the science of analytical reasoning enabled 
by interactive visual interfaces, can be used to synthesize the informa-
tion content and derive insight from massive, dynamic, ambiguous, and 
even conflicting data. Suitable fully interactive visualizations enhance 
one’s ability to interpret and analyze data. Researchers can thus detect 
the expected and discover the unexpected, uncovering hidden associa-
tions and deriving knowledge from information. As an added benefit, their 
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insights are more easily and effectively communicated to others. Kelleher 
and Wagener [48] drew up the 10 guidelines to follow for an effective data 
presentation (see Figure 5.5):

1. create the simplest graph that conveys the information you want to 
convey.

2. consider the type of encoding object and attribute used to create a 
plot.

3. focus on visualizing patterns or on visualizing details, depending 
on the purpose of the plot.

Figure 5.5 Visual examples of the Kelleher’s guidelines. (Adapted from Kelleher, C., 
& Wagener, T. (2011). Environ. Model. Softw., 26, 822–827. © With permission from 
Elsevier.)
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 4. select meaningful axis ranges.
 5. data transformations and carefully chosen graph aspect ratios can 

be used to emphasize rates of change for time series data.
 6. plot overlapping points in a way that density differences become 

apparent in scatter plots.
 7. use lines when connecting sequential data in time-series plots.
 8. aggregate larger datasets in meaningful ways.
 9. keep axis ranges as similar as possible to compare.
10. select an appropriate color scheme based on the type of data.

Ben Fry [49] describes the seven stages typically involved in under-
standing data:

• Acquire: obtain the data, whether from a file on a disk or a source 
over a network.

• Parse: provide some structure for the data’s meaning, and order it 
into categories.

• Filter: remove all but the data of interest.
• Mine: apply methods from statistics or data mining as a way to 

 discern patterns or place the data in mathematical context.
• Represent: choose a basic visual model, such as a bar graph, list, or tree.
• Refine: improve the basic representation to make it clearer and more 

visually engaging.
• Interact: add methods for manipulating the data or controlling what 

features are visible.

It was illustrated the process for developing a useful visualization, 
from acquiring data to interacting with it. An equally important step for an 
effective is the right choosing of the most adequate visualization design 
pattern. It will immediately tell users about how the data is organized and 
what you are trying to communicate about the data. The visualization pat-
tern depends also on the type of data you want to see. Figure 5.7 shows 

Figure 5.6 The seven stages of visualization [48].
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the list of data visualization patterns which can be combined in several 
patterns to create a single message in which each pattern can then be used 
to represent specific variables in the data.

The design of the individual elements play an important role in commu-
nicating information to others. There are certain visual features in design 
that will work pre-attentively (Kelleher e Wagener, 2011).These attributes 
are processed in parallel by the low-level visual system and caught imme-
diately our eye when we look at visualization. Then, the brain filters and 
processes what is important. Information that has the highest salience 
(a stimulus that stands out the most) or relevance to what a person is think-
ing about is selected for further and more complete analysis by conscious 
(attentive) processing. These attributes come into play implicitly when we 
analyze any visualization. In Figure 5.8 a list of the pre-attentive attributes.

5.3.2 molecular GraPhics

As cited in the Introduction together with “computational engines” 
molecular graphics were developed since the birth of molecular model-
ing, evolving in a sort of extension of the “classical” chemical language 

Figure 5.7 Data visualization patterns.
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based on formulas [50]. Nowadays, many good software packages are 
available for interactive 3-D molecular graphics with focus one several 
areas of molecular modeling, including biochemistry and structural 
biology (e.g., VMD [51] or UCSF Chimera [52]), quantum chemistry 
(Molden, GaussView and ECCE [55]), and crystallography and mate-
rial science (XCrysDen [56] and PLATON [57]). Many of them provide 
the ability to extend their functionality through scripts or plug-ins and 
in some cases may act as front-end for a computational software (e.g., 
GaussView for Gaussian or VMD [51] for NAMD [58]). The following 
list includes some of the most commons conventions used in modern 
molecular graphics to represent molecules and molecular properties, 

Figure 5.8 Different encoding objects can be used in data visualization. (Reprinted 
from Kelleher, C., & Wagener, T. (2011). Environ. Model. Softw., 26, 822–827. © With 
permission from Elsevier.)
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each one coupled with an example from Figure 5.9, obtained with the 
Caffeine molecular viewer [59].

• All-atoms models: atoms and bonds are represented by combina-
tions of cylinders and spheres with different coloring, shading and 
dimensions according to their nature and/or to highlight some par-
ticular subset of atoms.

• “Ribbon” models: for large macromolecules, instead of drawing 
all the atoms it may be convenient to highlight a supramolecular 

Figure 5.9 Different representation conventions for biopolymers: (a) Ball-and-stick 
representation of the Ubiquitine protein from a crystallographic structure at 1.8 Å (PDB 
ID 1UBQ). Atom colors, radii and bond thickness are based on the atomic number. (b) 
Ribbon representation of the same protein; the secondary structure motifs are easily 
observable and ribbon thickness and color are customized to highlight different secondary 
structures (thin: coil; thick: α helices, in green or 310 helices, in orange). β-sheets (blue or 
violet) are represented as arrow pairs with each arrow pointing from the N-terminal to the 
C-terminal residue in the sheet; color and thickness may also be exploited to distinguish 
between several regions with the same secondary structure (e.g., the first violet β-strand 
as compared to the others). Transition between different secondary structure types is 
highlighted by color and thickness gradients. (c) Ribbon representation of B-DNA duplex 
of 13 base pairs; the phosphate backbone is drawn with a purple/gray ribbon, narrower 
or wider at the end to show the different composition typical of terminal nucleosides; 
bases are drawn to highlight purines or pyrimidines and each base has a different color. (d) 
Drawing of the same double strand with the central four base pairs selected and depicted 
with different color and thickness.
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structural motif (e.g., the DNA double helix) using continuous 
ribbon shaped lines; again color, size, shading and textures may be 
combined to convey several layer of information, in combination 
with all-atoms conventions.

• Isosurfaces and slicing planes: the property under investigation (e.g., 
Van der Waals surfaces, atomic orbitals, electrostatic potentials) 
is drawn using a particular isosurface to show, at a constant value, its 
distribution in three dimensional space or the average along one axis 
for a slicing plane. The featured property may convey further data 
employing color gradients.

With molecular graphics (see Figure 5.10), a sequence of different 
structures and related properties may be visualized watching the system 
as it passes from a starting condition to a final one. These “frames” may 
originate from some type of atomistic simulation thus there is a well-
defined temporal relation between all frames; but they can also originate 
from experiments, e.g., they can be models in which coordinates have 

Figure 5.10 Different ways of representing different molecular structure and 
properties. (a-b) Highest occupied (HOMO, panel a) and lowest unoccupied (LUMO, 
panel b) molecular orbitals of the OMe-Phenylene bis imidazole molecule. Orbital surface 
and phase is represented using transparent isosurfaces of different color. (c) Altered ribbons 
used to represent the structural disorder (β factor) as calculated from MD simulations from 
Ref. [60]. The figure compares the changed induced on the b factor upon interaction of 
protein–DNA complex (the nucleic acid is not shown) with the topotecan drug. Ribbon 
color (from blue to red) and size are proportional to increasing b factor.
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been fitted with respect to some kind of spectroscopic data, and thus 
represent alternative possible conformations of a molecular system; 
or they can represent related but different systems, e.g., point mutations 
of the same protein.

5.3.3 daTa manaGemenT and inTeGraTion

Modern research is more than ever dealing with data management. Powerful 
computers and complex software analysis produce a very large amount of 
data, heterogeneous in terms of formats and meanings, but often correlated 
and fundamental for the success of the research. Management and integra-
tion are not trivial tasks, in the everyday life of a modern researcher, since 
data sets may be intrinsically different from each other and applications 
must deal with the a large variety of data. In particular, according on how 
they are organized, we can categorize the data as follows:

• Simple structured data: these data can be organized into simple 
tables that are structured based on business rules.

• Complex structured data: this kind of data is complex in nature and 
is suited for the object-relational features of the Oracle database such 
as collections, references, and user defined types.

• Semi-structured data: this kind of data has a logical structure that 
is not typically interpreted by the database. For example, an output 
file of a quantum mechanics program document that is processed by 
your application or an external service, can be thought of as semi-
structured data.

• Unstructured data: this kind of data is not broken down into smaller 
logical structures and is not typically interpreted by the database or 
your application. A photographic image stored as a binary file is an 
example of unstructured data.

In order to create specialized search engines, data mining tools, and 
data visualization tools, the data will need to be annotated with relevant 
“metadata” giving information as to provenance, content, conditions, and so 
on [17]. This is a very important process in the integration phase, because 
it offers to other users a simple way for the comprehension of the data-
sets. Metadata are, of course, specific in different fields and studies, but 
they are the key for sharing and analyzing data across different domains, 
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designing software with custom functions that operate on data, but driven 
by metadata. As an example, we can consider what usually happens in many 
Computational Chemistry laboratories, where most of the researchers write 
their own scripts for extracting and handling the information suitable for 
their work. However, these scripts are often too tailored to specific needs to 
be employed in a wider community of users. In fact, Alsberg et al. [61] pro-
posed a more general approach to manage quantum chemistry results where 
extracted data tables can be further processed and analyzed. Chemical data 
contained in output files from different quantum chemical programs are auto-
matically extracted and incorporated into a relational database (PostgreSQL, 
http://www.postgresql.org). This type of data management is particularly 
suited for projects involving a large number of molecules.

Another significant aspect related to the datasets, is the Data Integration, 
which studies how to combine data from heterogeneous data sources in a 
single context. The researchers work with different instruments, producing 
a large amount of heterogeneous formats, including relational databases, 
text files, XML files, spreadsheets and images. This information is then 
stored in storage systems, with their own indexing and data access meth-
ods, often very specific for that particular research activity.

In 2003, Lincoln Stein in his Integrating Biological Databases paper 
[62] wrote that “life would be much simpler if there was a single bio-
logical database, but this would be a poor solution. The diverse databases 
reflect the expertise and interests of the groups that maintain them. A sin-
gle database would reflect a series of compromises that would ultimately 
impoverish the information resources that are available to the scientific 
community. A better solution would maintain the scientific and political 
independence of the databases, but allow the information that they contain 
to be easily integrated to enable cross-database queries. Unfortunately, this 
is not trivial”.

Various standardized data access (APIs ODBC, JDBC, XQJ, OLE DB 
and ADO.NET) have been developed to offer a specific set of commands 
to retrieve and modify data from a generic data source. There are also 
standard formats for representing data within a file that are very impor-
tant to information integration. The best-known of these is XML, which 
has emerged as a standard universal representation format. The National 
Science Foundation initiatives Sustainable Digital Data Preservation and 

http://www.postgresql.org). This
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Access Network Partner (DataNet) are intended to make data integration 
easier for scientists by providing cyberinfrastructures and setting stan-
dards. The first two steps are going to be Data Conservancy and DataONE.

Data Conservancy focuses on connection of systems into infrastructures 
through a program informed by user-centered design and research, sustained 
through a portfolio of funding streams, and managed through a shared, coor-
dinated governance structure. Built on existing exemplar scientific projects, 
communities and virtual organizations that have deep engagement with sci-
entists and extensive experience with large-scale, distributed system devel-
opment. The goal of Data Conservancy is to support new forms of inquiry 
and learning that address important research challenges. Data Conservancy 
will also accomplish this goal through creation, implementation and sustained 
management of an integrated and comprehensive data curation strategy.

DataONE will link together existing CIs to provide a distributed 
framework, sound management, and robust technologies that enable 
long-term preservation of diverse multi-scale, multi-discipline, and multi-
national observational data. The distributed framework will be composed 
of Coordinating Nodes currently located at the Oak Ridge Campus, 
University of California Santa Barbara, and University of New Mexico, 
and many Member Nodes, located globally. DataONE will also provide 
an Investigator Tool Kit that will provide the DataONE users community 
with tools for accessing and using DataONE efficiently.

Advances in semantic expression, interoperability and integration, rea-
soning and validation, multilingualism and copyright issues, provided by 
powerful, automatic, and easy to use tools may lead to change in cultural 
data management and help the core of the community embrace semantic 
technologies.

5.4 Forging soFtware tools into a 
CyBerinFrastruCture For moleCular sCienCes

5.4.1 sPace and hardWare disTriBuTion

We talked about what an CI could do, what can be made of and which 
fields can take advantages from such a structure. Something that we still 
miss in the discussion is where a CI could be placed in a research center. 
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We are not going to talk about this in details but a short mention on these 
topics is due, which concern of high speed networks part of a CI (see 
Section 5.1.2) before presenting the type of CI for molecular sciences 
we envision. Considering the complexity of the system and the variety 
of the hardware involved, we can think the infrastructure as a huge and 
interconnected network of pieces of hardware, with power consumption 
and high-speed network needs. Cluster machines may be placed in a single 
location, for a better management, but this may not the most common case. 
In fact, most of the institution fights everyday with the lack of space, not 
considering the costs of maintenance for big data centers. A logical solu-
tion could be a distributed architecture, not only from the software point 
of view, but also for the machines themselves. Different research centers 
could have part of the cyberinfrastructure, sharing calculation power and 
costs in a more efficient way, using optical fibers and secure network pro-
tocols. This, in our opinion, is an important issue, because the problem 
of the space could be a limitation in developing proper infrastructures, 
limiting the possibilities for researcher to extend their facilities. Sharing 
could be the solution, opening also to close collaborations not only from 
the research point of view, but also in the management of the resources.

5.4.2 sofTWare Tools

This paragraph illustrates some of the software tools which constitute the 
computational and data fruition aspects of a cyberinfrastructure for the 
creation, analysis and sharing of data related to molecular sciences, which 
are divided in four categories: computational tools, data visualization, data 
management and science gateways.

5.4.2.1 Computational tools

This module is composed by JOYCE [63] and VMS-Comp applications. 
JOYCE is a tool for the parameterization of intramolecular force fields 
(FFs) from quantum mechanical data. It reads a trial FF file in which both 
all the selected (redundant) internal coordinates (RIC) and the associated 
model functions which define the intramolecular potential are specified. 
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The equilibrium values of the selected internal coordinates are read by 
the JOYCE program from a formatted checkpoint file (.fchk) produced 
by the GAUSSIAN 09 package. Finally, the force constants are computed 
by the JOYCE procedure from the first and second derivatives again 
read from the ‘.fchk’ file.

The description of the peculiar chemical traits specifying the system 
under study encoded in the adopted force field allowing an adequate 
exploration of the phase space of such large systems can only be achieved 
with simulation methods based on classical mechanics. The selection of 

Figure 5.11 Our Cyberinfrastructure for analysis and visualization of chemical data.
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the most appropriate FF for the investigated system is therefore crucial for 
the reliability of the simulated results.

VMS-Comp is able to read data issuing from different Electronic 
Structure Codes (ESC, such as Gaussian09 or Dalton [64]) and to com-
pute vibrational, electronic, electronic spin resonance (ESR), or micro-
wave (MW) spectra. It simulates these spectra by links of the Gaussian 
09 code or by specific codes for the interpretation of spectroscopies not 
yet included in Gaussian (e.g., ESR and MW). For details please refer to 
Section 5.3.

5.4.2.2 data visualization

The Data Visualization module contains two powerful multiplatform 
graphical tools, Ulysses [65] and VMS-Draw [66] able to analyze several 
types of numerical inputs and direct outputs from the Computational Tools 
component and to create, model, and save molecular structures, loading 
data from common file formats.

Ulysses includes an automated wizard, though several choices by the 
user are necessary to obtain the best FF, starting from the definition of the 
internal coordinates (IC) to be considered in the process (bonds, angles, 
dihedrals between either bonded or nonbonded quadruplets, and interact-
ing nonbonded couples), that makes up the molecular ‘topology.’ Having 
collected all the QM data (energy, gradient, and Hessian matrix) and the 
topology interactively defined, Ulysses is able to call the Joyce routine 
to parameterize the intramolecular FF. When the parameterization proce-
dure ends, the user can export the developed topology in formats (.top and 
.com) suitable for MD simulations with the Gromacs 4.5 software [35], or 
for MM/MD studies with Gaussian 09, and validate the FF as he prefers. 
Ulysses’s workflow is described in Figure 5.12.

The ESCs and VMS-Comp results can be directly operated by VMS-
DRAW (see Figure 5.13). It guides the user to analyze a number of different 
spectroscopic observables, and mix and compare them with experimental 
findings. VMS-Draw is a new all-in-one GUI with the goal of standardiz-
ing results, increasing the productivity of both computationally and exper-
imentally oriented researchers, and allowing an easier and faster sharing 
of results, in all the significant ranges of the electromagnetic field.
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Among features not yet available in literature, we can mention the 
possibility of plotting anharmonic vibrational spectra, vibrationally 
resolved electronic spectra, Resonance Raman spectra, as well as of nor-
malization, conversion and other manipulations of several spectra at the 
same time. VMS-Draw provides an integrated environment for direct com-
parison between different types of theoretical and experimental spectra, 
allowing several manipulations like shifting and rescaling. Furthermore, 
several computed spectra can be combined in a weighted mixture to better 
reproduce the experimental conditions. Special attention is paid to ease 
of use, generality and robustness for a panel of spectroscopic techniques 
and quantum mechanical approaches. Depending on the kind of data to 
be analyzed, VMS-Draw produces different types of graphical representa-
tions, including 2D or 3D plots, bar charts, or heat maps. In the current 
version of VMS Draw, parsers for Gaussian output files are supported, 

Figure 5.12 The user is only asked to provide a Gaussian 09 file containing the energy, 
gradient, and Hessian matrix of a minimum energy configuration of the selected molecule. 
Ulysses includes an automated wizard to create the molecular ‘topology’, the user has to 
choose the internal coordinates (IC) to be parameterized. Ulysses calls the Joyce routine to 
parameterize the intramolecular FF. When the parameterization procedure ends, the user 
can complete the topology file directly Ulysses adding Intermolecular FF which can be 
easily extracted from online libraries or literature and use it for MD simulations.
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however a new format file was designed for use with a generic data source, 
which is independent of any QM code. Among other integrated features, 
one may quote the convolution of stick spectra in order to obtain realis-
tic line-shapes or the deconvolution to obtain the stick spectrum from a 
convoluted one. It is also possible to analyze and visualize, together with 
the structure, the molecular orbitals, Polarizable Continuum Model (PCM) 
cavity and/or the vibrational motions of molecular systems thanks to 3D 
interactive tools.

Another software tool of our CI for molecular sciences is Caffeine. The 
aim of Caffeine project is to develop an integrated system for computa-
tional chemistry that will take maximum advantage from VR technologies 
in order to visualize and model complex molecular structures in a natural 
and effective way. Although initially designed for immersive VR systems, 
Caffeine is available for various environments, ranging from standard 

Figure 5.13 VMS can be used for two main purposes: for creating high-quality 
graphics or for analyzing the results of Gaussian 09 QM program through the interactive 
tools.
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desktop systems to low cost VR platforms (e.g., the Oculus Rift). Caffeine, 
in particular, will provide innovative features to assist users along a typi-
cal computational path and it will provide state-of-the-art technologies for 
molecular visualization and user interaction. Currently, only the molecular 
viewer component is actively developed, for both desktop and immersive 
Virtual Reality systems [59]. In future developments, it will also allow 
users to create, model, and save molecular structures, loading data from 
the most diffused file formats or dedicated DBs. It will also be possible to 
run a simulation directly from the editor: Caffeine will take care of cre-
ating the corresponding job and submitting it to high-performance com-
puting clusters. The results of these simulations, stored in files or in a 
chemical DB, will then be retrieved into Caffeine, which will provide the 
tools necessary for a complete analysis of the results. These features are 
summarized in Figure 5.14.

Caffeine is implemented in C++, and exploits some of the more popu-
lar and robust open-source cross platform toolkits, like OpenSceneGraph 

Figure 5.14 The aim of the Caffeine project, an integrated system for computational 
chemistry.
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(http://www.openscenegraph.org), Open Babel (http://openbabel.org), 
Qt (http://qt-project.org) and the ENet Reliable UDP networking library 
(http://enet.bespin.org). In particular, the rendering module is based on 
OpenSceneGraph, a high-performance 3-D engine used in fields such as 
visual simulation, games, VR, and scientific visualization. On top of these 
toolkits, a set of dedicated software modules have been developed, provid-
ing features like:

• A distributed scene graph and modules dedicated to head-tracked 
stereoscopy and keystoning, which simplify the development of 
applications for cluster-based immersive virtual reality systems (like 
CAVE systems).

• GPU-accelerated rendering of spheres and cylinders (employed 
in the implementation of “all-atoms” representations of molecular 
structures, as shown in Figure 5.9a).

• Generation of three-dimensional “pathline” geometries (employed 
in the implementation of ribbon representations, as shown in 
Figure 5.9b–d).

Altogether, these modules form a library called “Moka” [59]. Moka 
has been developed as part of the Caffeine project, but it is designed with 
generality in mind, in the hope of make use of it also in others projects and 
application fields.

5.4.2.3 data management

The Data Management module aims to improve the sharing and the enrich-
ment of heterogeneous data and expertise in a collaborative way through 
user-friendly tools. It allows a continuous exchange of information 
between the other three components of CI and it is used to simplify the 
creation of the complicated input files or to manage complex computa-
tional results in the effective and flexible way.

It promotes more efficient use and reuse of information; reduces data 
redundancy and promotes better data management. Most of computational 
results are semi-structured and unstructured data, often in large text file. 
Some databases support the Large Object (LOB) datatypes (http://docs.
oracle.com/cd/E11882_01/appdev.112/e18294/toc.htm) which can hold 

http://www.openscenegraph.org)
http://qt-project.org) and
http://enet.bespin.org). In
http://docs.oracle.com/cd/E11882_01/appdev.112/e18294/toc.htm
http://openbabel.org
http://docs.oracle.com/cd/E11882_01/appdev.112/e18294/toc.htm
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up to 128 TB for single entry and are thus well suited to deal with this 
type of data. For this reason we have exploited LOBs as implemented in 
PostgreSQL (http://www.postgresql.org).

Storing data in LOBs enables us to access and manipulate the data effi-
ciently in our application. With the growth of the internet and content-rich 
applications, it has become imperative that the database support a datatype 
that:

• can store unstructured and semi-structured data in an efficient 
manner;

• is optimized for large amounts of data;
• provides a uniform way of accessing data stored within the database 

or outside the database.

The design of this block is crucial for both effectiveness and reliability 
of the entire architecture. First, we need to build a high-speed access with 
fail-safe capabilities on top of the data stack. This is achieved by using an 
enterprise NAS providing an high-speed storing capability to our system. 
Then, we designed a framework aiming at managing and enriching what 
has been produced in the first step. RICHS [65] is a framework aims at 
the production and use of scientific content in a heterogeneous environment 
of increasing integration between different disciplines. It is easy to access 
and understand for various categories of users, offering the possibility of 
direct interaction with various data. It relies on a middleware Virtual Reality 
Modeling (VRM), which handles remote input and output infrastructure, 
converting different sets of information in a unified virtual view can be used 
by a wide range of different devices and applications. The database contains 
heterogeneous information such as molecular structures, chemical analysis, 
computational and experimental results, but also information to assist in the 
conservation and safeguard of cultural heritage. The data interchange to/
from Data Visualization module is provided by standard formats and proto-
cols, according to the paradigm of web-services.

5.4.2.4 science gateways

By definition, a Science Gateway is a “community-development set of 
tools, applications, and data that is integrated via a portal or a suite of 
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applications, usually in a graphical user interface, that is further custom-
ized to meet the needs of a specific community”. We have developed 
a pre-processing module in order to support the user in the process of 
creating complex input to HPC simulations and to interface efficiently 
with the module Computational Tools. This module supports the Portable 
Batch System (or simply PBS) allowing users to manage a job’s life-
cycle on spot and on-demand. Our client PBS, based on SSH protocol and 
Jamberoo program (Vasilyev, Jamberoo-Cross-PlatformMolecularEditor/
BuilderHome http://sf.anu.edu.au/~vvv900/cct/appl/jmoleditor), allows 
users to transfer files from the local system to the queue system and vice 
versa. In addition, user can submit a job on selected queue, monitor job’s 
status and retrieve results. The results will be analyzed by our data visual-
ization module as shown in Figure 5.15.

This module include the L-GRID portal [82], a light gateway to access 
distributed European Grid resources. It provides the control over the com-
plete lifecycle of a Grid Job, from its submission and status monitoring, to 
the output retrieval. The system, based on the Globus Grid middleware, is 
implemented as client-server architecture. There is no need of user regis-
tration on the server side, and the user needs only his own X.509 personal 
certificate. It allows to reduce the time spent for the job submission, grant-
ing at the same time a higher efficiency and a better security level in proxy 
delegation and management.

In the grid world it is often necessary for a remote service to act on a 
user’s behalf, e.g., a job running on a remote site needs to be able to talk to 
other servers to transfer files, and it therefore needs to prove that it is entitled 

Figure 5.15 The user-friendly tool to manage a job’s life-cycle on-demand.

http://sf.anu.edu.au/~vvv900/cct/appl/jmoleditor)
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to use the user’s identity (this is known as delegation). The implementa-
tion of a mechanism for delegation dynamic server-side L-GRID allowed 
us to extend the concept of Grid to the connected clients too. The user client 
becomes itself part of the Grid infrastructure. The end user needs a valid 
X.509 personal certificate and an access to the Internet in order to benefit 
from large amounts of resources. The X.509 personal certificate does not get 
out from the local machine, strictly compliant to the security policies.

L-GRID provides access to the European Grid Infrastructure (EGI, 
http://www.egi.eu), which is a publicly funded e-infrastructure put together 
to give scientists access to more than 370,000 logical CPUs, 170 PB of disk 
capacity to drive research and innovation in Europe. Resources are provided 
by about 350 resource centers who are distributed across 56 countries in 
Europe, the Asia-Pacific region, Canada and Latin America (Figure 5.16).

5.4.3 a case sTudy in The deVeloPmenT of a 
cyBerinfrasTucTure for molecular sciences

Our CI is mainly devoted to computational spectroscopy and includes both 
general utilities for experimentally-oriented scientists and advanced tools 
for theoreticians and developers. The infrastructure can offer an invaluable 
aid in pre-organizing and presenting in a more direct way the information 
produced by measurements and/or computations focusing attention on 
the underlying physical-chemical features without being concerned with 

Figure 5.16 LGRID’s interaction with the EGI Grid infrastructure.

http://www.egi.eu)
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technical details. It supports users in various tasks of research: complex 
input generation, job management, access to the latest computational tools 
for spectroscopy, data storage, data analysis, data presentation, and avail-
ability and reliability by using cloud-based resources.

We consider mandatory providing user-friendly access to the latest 
developments of computational spectroscopy also to non-specialists. User-
friendly graphical tools are developed to better facilitate creating the com-
plex text-based input files for ESCs, as shown in Figure 5.17. Different 
ESCs were implemented to simulate the various types of spectroscopies 
which are analyzed by our data visualization module.

An important consideration for all modern ESCs is their parallel scal-
ability on high-performance computer (HPC) architectures that open up 
the possibility of simulating very large physical systems entirely ab initio. 
Therefore, it becomes very important to provide transparent access to 
parallel and distributed computing systems. Thanks to our science gate-
ways, users can access to resources and services of the European Grid 
Infrastructure or of a workload manager such as the Portable Batch System 
(PBS) (Figures 5.18 and 5.19).

The computational results are saved in a cloud storage platform that 
facilitates the reuse and reduces the redundancy of Information.

Concerning the post-treatment of spectroscopic simulations, to the best 
of our knowledge, none of the available all-in-one packages is flexible 

Figure 5.17 GUI for Gaussian 09 input generation using JMol [25] integrated in 
VMS Draw.
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enough to process the rich information produced by ESCs for excited 
electronic states. For this reason VMS-Draw has been designed to include 
several other post-processing tools, including, of course, the plot the 
contributions of different electronic transitions to the different bands of 
absorption of emission spectrum (Figure 5.20).

Whenever a Gaussian output file is opened, VMS-Draw is able to com-
pare a reference vibrational spectrum with its computed harmonic and/or 
anharmonic counterparts. Figure 5.21 shows, as an example, the compari-
son between the experimental, harmonic, and anharmonic IR spectra of 
nicotine in chloroform solution. The stick-spectra are superposed to the 

Figure 5.18 Science gateways can hide the complexities of distributed infrastructures 
from researchers.

Figure 5.19 Users query the storage platform and display the results through 
visualization tools or web portal. VMS-Draw can retrieve, analyze, and compare the 
computational results and experimental data stored on our Cloud Storage Platform. In 
addition, the stored data can be accessed through our web portal.
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convoluted ones, allowing for an easier assignment of the experimental 
bands since clicking on a peak shows the nature of each excitation.

The Resonance Raman (RR) spectrum of a system can be recorded 
(and computed) for different incident frequencies, so that a 3D plot show-
ing the dependence of the absorption on both the Raman shift (on the 
X axis) and the incident frequency (on the Y axis) could be more informa-
tive. VMS-Draw is able to perform the convolution of each stick spectrum 
and also the interpolation along the incident frequency axis producing 
either a 2D heath map or a 3D plot. An example of 3D spectrum is shown 
in Figure 5.22.

In anharmonic computations, one of the most effective approaches 
is based on the perturbative treatment of the molecular hamiltonian (the 
VPT2 approach), which takes into account the contribution of the third and 
fourth derivatives of the total energy in a perturbative way. An analysis of 
the Kiij force constants is helpful in order to perform the correct choice of 
the normal modes which need to be computed and of those which can be 
safely neglected (Figure 5.23).

Several tools are available to analyze in detail the outcome of anhar-
monic computations which are described in full detail in Ref [66]. 

Figure 5.20 Contribution of One-Electron Transitions (Percentages) to the one photon 
absorption of CN-Phenylene bis-imidazole.
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One photon absorption and emission involve transitions between vibra-
tional energy levels of two different electronic states. In order to visual-
ize geometry changes accompanying electronic excitations, a tool has 
been set up, which superposes simplified stick and ball models of the 
equilibrium geometries of ground and excited states drawn in differ-
ent colors. Further information concerning the Vibronic contributions 
can be obtained, including Duschinsky matrix, Shift Vector (in terms 
of the normal modes of the initial state) and Spectrum Convergence 
(Figure 5.24).

VMS Draw provides an integrated environment for direct compari-
son between different types of theoretical and experimental spectra. 
It offers runtime manipulation of spectra positions and intensities in 

Figure 5.21 Experimental and Computed (Harmonic and Anharmonic) IR Spectra of 
Nicotine in chloroform solution.
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order to compare more properly experimental and theoretical results. 
Furthermore, users can perform the deconvolution of an experimental 
spectrum.

Complex molecular mixtures can be evaluated varying the contribu-
tions of single-components. VMS Draw has integrated an algorithm for 
evaluating the color of a spectrum in the visible region. Finally, it is able 
to visualize the molecular orbitals and the Polarizable Continuum Model 
(PCM) cavity of molecular systems thanks to 3D interactive tools and 
change the iso-surface properties (Figure 5.25).

Figure 5.22 Resonance Raman spectrum of chlorophyll a1 as a function of both 
Raman shift (X axis) and incident frequency (Y axis) cm–1.
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Figure 5.23 Heat diagram describing couplings between normal modes (from X 
matrix) of glycine. The strongly coupled NH2 symmetric and CH2 asymmetric stretching 
are highlighted by arrows. Fully anharmonic (24 modes) and reduced dimensionality (only 
5 high-frequency modes) computed spectra are also shown.

Figure 5.24 Analysis of vibrationally resolved electronic spectra.

Figure 5.25 3D interactive tools.
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VMS Draw allows users a highly customizable plotting functionality 
via user-modifiable settings in order to produce publication quality graphs 
and to communicate complex ideas with clarity, precision, and efficiency. 
VMS DRAW “visually displays measured quantities by means of the com-
bined use of points, lines, a coordinate system, numbers, symbols, words, 
shading, and color” [73] (Figure 5.26).
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aBstraCt

Computational chemistry methods are fast becoming an inevitable tool 
in design of new drugs and materials. Their applications to the in silico 
design of new photoactive materials have been very attractive although 
rational design of such materials is still under development. This chapter 
discusses the use of state-of-the-art computational methods to rationally 
design, to study and to model photoactive compounds for applications in 
solar cells. As a result, the main focus is a low-cost photovoltaic device 
known as dye sensitized solar cells (DSSCs).

The unique architecture of DSSC provides numerous  possibilities 
to alter its components, one of which is to design and synthesize 
more  efficient dye photosensitizers for DSSCs. In this Chapter, we dis-
cuss how computers can help in the development of photoactive mol-
ecules based on rational in solar cells. The well-established TA-St-CA 
organic dye has been employed as the reference structure for new 
compounds.

6.1 introduCtion

It is estimated that the global need for energy would be double by 2050 
and triple by the end of this century. Currently, fossil fuels are the pri-
mary source for energy supply in the world. A serious consequence of the 
excessive use of fossil fuels is the environmental impact such as global 
warming. Another warning issue is the limited resources of fossil fuels. 
As a result of such problems associated with traditional fossil fuels, it has 
been a significant challenge for scientists to replace fossil fuels with clean, 
renewable and sustainable energy sources.

Solar energy is the largest source of clean energy readily available. 
However, it is not the major source of electricity power generation yet; 
mainly because of the high cost of the current conventional silicon-based 
solar cells. Dye sensitized solar cells (DSSCs) [1] are a newer generation 
of solar cells compared to the well-known silicon-based cells. They have 
gained considerable attention in the last two decades, as potentially an 
inexpensive alternative to conventional costly silicon cells. Nevertheless, 
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the efficiency of DSSCs in comparison to traditional silicon based solar 
cells is still very low.

A DSSC is a complex device composed of several components. That 
is, the conversion of solar radiation into electrical energy in this device 
depends on the interplay of several key components. The main components 
of a DSSC are a dye photosensitizer (photoactive material), a semiconduc-
tor film (usually TiO2), and an electrolyte composition (usually iodide/tri-
iodide). In a DSSC, the light is absorbed by a dye photosensitizer, which is 
grafted onto the semiconductor surface through a suitable anchoring group. 
Incident photons, with enough energy to be absorbed, create an excited state 
of the dye. Upon excitation, an electron will be injected from the photosen-
sitizer to the conduction band of the semiconductor (e.g., TiO2). The dye is 
then transferred into the oxidization state and the injected electron reaches 
the anode by diffusion through the nanoparticles of the semiconductor. The 
oxidized dye sensitizer is regenerated by a redox couple dissolved in elec-
trolyte by transferring electrons from the counter electrode.

The unique modular structure and the process of electron generation 
and charge separation in the DSSCs differentiate them from all other types 
of solar cells. Such modular architecture of DSSCs provides many pos-
sibility of altering its components. As a result, over the past twenty years 
significant and increasing amount of research efforts have been dedicated 
to the design and synthesis of new materials such as dye photosensitiz-
ers. Such considerable research effort has been put forward in the hope 
of improving DSSC’s power conversion efficiency. Nevertheless, most of 
these research efforts have been based on the “bottle neck” of the dye 
synthesis procedures.

With regard to the development of new photosensitizer materials, it is 
difficult for synthetic chemists to generate high-performance dyes with 
desirable properties prior to the experiments on the assembled cell, with-
out necessary theoretical support. Unfortunately, the structure and prop-
erty relationship of the new dyes can’t be obtained only from “chemical 
intuition” without the support of quantum mechanical calculations. In 
some cases, disappointing results from final stage testing of the synthe-
sized dyes indicate an urgent need to understand the physical behavior of 
dyes at the molecular level. Such information needs to be obtained prior to 
experiments taking place. To overcome this bottleneck in the development 
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of new DCCSs with better efficiencies, state-of-the-art computational 
methods need to be employed.

Today, powerful supercomputing facilities have become important 
research recourses. As a result, accurate first-principle based quantum 
chemical calculations are more accessible. Such calculations are a power-
ful tool to understand the already existing materials, as well as to design 
new materials in silico. Therefore, it is possible to screen, to predict and to 
design desirable properties of new materials prior to synthesis by means of 
simulations (or modeling) and computational studies.

Computational modeling has proven to be efficient and practical 
in many aspects of DSSC materials and processes studies. A large and 
growing body of literature has investigated the applications of compu-
tational methods to the study of DSSC components. The applications 
of first-principles computational simulations for DSSCs have been 
reviewed by Pastore and co-workers [2] and other authors such as De 
Angelis and Fantacci [3] and Labat et al. [4]. A most recent review in 
2014 summaries the importance of the prediction and design power of 
model discoveries for a number of areas including DSSCs [5]. According 
to these references, quantum mechanical calculations based on density 
functional theory (DFT) and time dependent DFT (TD-DFT), are accept-
able and suitable tools to computationally model and study the dye sen-
sitized solar cells.

The computational means available can be categorized into two main 
areas, (a) the computational simulation of individual components of 
DSSCs in isolation (i.e., the dye sensitizer, the TiO2 semiconductor and 
the redox couple), and (b) the computational probe of the interactions 
between two or more components. Simulations of interactions are usually 
more demanding compared to the studies of the individual components. 
The most studied interactions between two components of DSSCs are the 
properties related to the adsorption of dyes on the surfaces of the TiO2 
semiconductor, such as binding modes and aggregation of photosensitizers 
on the TiO2 surface, the UV-Vis absorption spectra of the dye-TiO2 system, 
as well as the electron injection process [2b]. In this regard, computational 
modeling studies have been conducted on the surface and/or nanoparticles 
of TiO2 by employing either cluster-based approaches or periodic bound-
ary conditions (PBC). The PBC model is capable of modeling an infinite 
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periodic solid/crystal. This model is usually applied on a periodic slab of 
3–4 layers of TiO2 [6].

To investigate individual components such as dyes in isolation, a large 
number of studies have been performed on the ground and excited state 
properties of the dye photosensitizers by means of DFT and TD-DFT 
calculations. For example, the molecular structure (geometry), the shape 
and the energy levels of the frontier molecular orbitals, polarizability and 
hyperpolarizability, and UV-Vis absorption spectra of photosensitizers can 
be investigated by DFT and TD-DFT approaches [2b]. The rational chemi-
cal modification of a high performing dye structure to produce more effi-
cient new dyes has been the target of research for years [7, 8]. As a result, 
this chapter will concentrate on our recent study in this direction.

6.2 rational Computational design

The term ‘rational design’ is generally understood to mean a design strat-
egy to obtain a well-defined goal or target [9]. This goal is usually achiev-
ing a desirable behavior for the object under design. In the context of drug 
design, chemical structures of an existing drug can be rationally changed 
in order to obtain desirable properties and functionalities such as drug 
potency as well as to reduce or to eliminate unwanted properties such as 
toxicity and side effects, etc. The new molecular structures are designed 
based on the key principle that states “structure determines function”. As 
a result, new compounds such as new drugs are designed for obtaining 
(or eliminating) particular properties by rationally changing their chemi-
cal structures. Computer based model discoveries can contribute in this 
process before the syntheses processes are implemented. In the study of 
photoactive compounds for DSSC applications, a similar process to drug 
design can be adopted. In the following sections, details of our rational 
design for generating new organic photoactive materials (dye sensitizers) 
will be discussed.

The ultimate goal of the rational design presented here is to produce 
new photosensitizers (dyes) which can enhance the total efficiency of the 
DSSCs. One of the very well-known routes to enhance the total efficiency 
of DSSC is to increase the short-circuit current density, Jsc, of the cell [10]. 
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Increase of the short-circuit current density can be achieved through the 
expansion of the absorption region of the dye sensitizer into the near infra-
red (NIR) region [11]. In other words, shifting the absorption spectra to 
longer wavelengths (i.e., a bathochromic shift or red-shift) can enhance 
the overall efficiency of DSSC. [12]. In order to make a bathochromic 
shift in the absorption spectra of the rationally designed compounds, their 
highest occupied molecular orbital (HOMO) and their lowest unoccupied 
molecular orbital (LUMO) energy levels need to be fine-tuned. As a result, 
one can rationally modify the chemical structure of the existing dye com-
pounds to reduce the HOMO-LUMO energy gap, in order to red-shift the 
absorption spectra of the new dyes. To achieve the desirable outcome, one 
needs a thorough understanding of the existing (reference) dyes and their 
structure-property relationships.

Central to the structure of organic dye sensitizers is the concept of 
D-π-A configuration. As shown in Figure 6.1(a), ‘D’ stands for an elec-
tron donor group, ‘π’ for a π-conjugated bridge (also known as spacer 
or linker) and ‘A’ for an electron acceptor moiety [13]. Some particular 
chemical groups which are employed as D-, π- and A-groups reported 
in literature [14], are shown in Figure 6.1(b). The D-π-A dye structure 
is an effective and flexible approach, which allows chemical changes of 
the structures and therefore the properties of dye sensitizers, in order to 
achieve and to enhance the desirable properties. For example, chemi-
cal changes will impact on the valence orbitals such as the HOMO and 
the LUMO of a dye photosensitizer. For many D-π-A structured dyes, 
rational chemical modifications can be made on a particular fragment, 
e.g., D or π or A individually, in order to shift the energy levels of the 
valence orbitals of the new dyes towards the desirable directions [15]. 
Computer modeling provides the information on the property changes 
which are caused by the chemical structural changes, prior to synthesis 
of the new dyes.

The rational design is applied on the structure of already well-per-
forming photosensitizers with D-π-A configurations. These photosensi-
tizers are designated as “the reference,” “the original” or “the parent” 
dyes throughout this chapter. The reference photosensitizers are selected 
based on their overall performance in an assembled working solar cell, 
from the literature. By modifying the chemical structure of the reference 
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dyes towards the desirable properties, new dye photosensitizers are 
designed. The main target is producing new dyes with reduced HOMO-
LUMO energy gap and red-shifted absorption spectra in comparison to 
the parent (reference) dye.

A variety of approaches can be adapted to red-shift the absorption 
spectra of a particular D-π-A dye, such as: (i) making modifications into 
the structure of the π-conjugated bridge, (ii) employing stronger electron-
donating groups (D), (iii) increasing the electron-withdrawing character of 
the acceptor group (A), and (iv) increasing the length of the π-conjugated 

Figure 6.1 (a) A scheme of D-π-A dye configuration. (b) Some example of chemical 
groups employed for different moieties of the metal-free organic dye sensitizers.
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bridge [16]. However, not all chemical changes would result in the desir-
able properties and would reduce the unwanted properties. That is, signifi-
cant effort is needed to establish the structure-property relationship, so that 
the new dyes can be rationally designed.

As indicated before, three components of a reference D-π-A dye can 
be changed chemically for the desirable functionalities. For example, the 
structures of the π-conjugated bridges of two reference dyes, known as 
TA-St-CA [17] and Carbz-PAHTDDT [18] sensitizers, have been chemi-
cally changed to rationally design new dyes with improved properties [8]. 
These reference TA-St-CA and Carbz-PAHTDDT sensitizers are proven to 
be well performing dyes in experimental settings.

In this book chapter, a case study will be presented to give the details 
of our rational design to modify the donor (D) section of the TA-St-CA 
dye. It will be explained that how strong electron-donating groups can be 
employed (i.e., the second approach as listed above) to rationally design 
new photosensitizers with reduced HOMO-LUMO energy gap, as well 
as enhanced and red-shifted photo absorption spectra, compared with the 
parent TA-St-CA dye.

6.3 Computational details

The new dyes are designed in silico. The rational of the chemical changes 
is based on our study of the structure-property relationship in recent years 
[8]. The previous studies suggest that modeling provides a very useful role 
in prediction of their properties before the expensive synthesis processes 
begin. In the present study, computational methods based on quantum 
mechanical calculations are employed to model and calculate properties of 
the new dyes for their energy levels such as the HOMOs and the LUMOs, 
as well as the UV-Vis absorption spectra. DFT and TD-DFT are employed 
in the calculations.

The DFT and TD-DFT models (here model means a combination of 
DFT functional and basis set) are validated based on the agreement of 
the calculations with available experimental data for the reference dye. 
Models which provide the best agreement with experiment for the refer-
ence dye are then selected to study the corresponding new dyes.
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In the case study presented in this chapter, all quantum mechanical 
calculations are performed using the DFT-based PBE0 [19] hybrid den-
sity functional and polarized split-valence triple-zeta 6–311G(d) basis set. 
The geometries of the molecular systems are obtained without any geo-
metric and symmetric constraints. The DFT-based PBE0 functional is a 
hybrid of PBE with 25% HF exchange term contribution and is shown 
to be a reliable functional to calculate the excitation energies of dye mol-
ecules [20]. As a result, it has been widely employed to study the colors 
of many industrial organic dyes. The PBE0/6–311G(d) model has been 
shown [8a] to provide a good agreement with the available experimental 
data for the reference TA-St-CA dye [17]. Therefore, the present study 
employs this model to study the new dye molecules derived from the refer-
ence TA-St-CA structure. All calculations are based on Gaussian 09 com-
putational chemistry package [21].

The structures (geometries) of the TA-St-CA dye photosensitizer and 
its derivatives in three dimensional (3D) spaces were obtained through 
energy optimizations. To ensure that the optimized structure is a true mini-
mum, it is necessary to ensure that no imaginary frequencies are found 
for the optimized structure. As a result, frequency calculations are per-
formed on the optimized geometries of the reference dyes and the new 
dyes. Based on the optimized geometries, single point energy calculations 
are employed to obtain the properties of the dyes such as molecular energy 
levels and isodensity properties.

It is important to include the effects of solvation on the calculations 
of molecular properties, because many experimental measurements of 
the dyes take place in solutions. For example, the experimental measure-
ments of the absorption spectra of the dye photosensitizers are usually 
measured in the presence of a solution. Ideally, solvent effects are to be 
calculated explicitly with the inclusion of solvent molecules. However, 
this approach is a computationally demanding task and is limited to very 
small solutes [22]. Alternatively, implicit solvation methods are employed 
in which the solute is placed into a cavity of the solvent reaction field. In 
implicit solvent models, the solvent molecules are treated as a structure-
less dielectric medium with surface tension at the solute-solvent boundary. 
Such an approach to the simulation of solvation is called “continuum” 
approximation.
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In this case study, a continuum solvation method known as con-
ductor-like polarizable continuum model (CPCM) [23] is employed to 
simulate the UV-Vis spectra in solutions. In order to make comparisons 
with the experimental UV-Vis spectrum of the reference TA-St-CA 
dye, which was measured in ethanol solution [17], the present study 
has simulated the UV-Vis spectra in ethanol solution. The theoretical 
UV-Vis spectra of the dyes are calculated using singlet-singlet tran-
sitions up to the 30th lowest spin-allowed excited state of each dye. 
These lowest-energy electronic transitions are then transformed into 
simulated UV-Vis spectra by GaussView 5 visualization software [24], 
using a Gaussian broadening function with the full width at half-widths 
maximum (FWHM) of 2500 cm–1.

The optimized structure of the reference dye is modified by chemical 
substitutions to produce new dyes, which are then computationally studied 
by the same procedure of the reference dye to ensure the new properties 
are obtained as designed. That is, the property calculations and spectral 
simulations must be based on the geometries of the stable and true mini-
mum structures of the new dyes. Results of the new dyes will be compared 
against the results of the reference dye to identify the improvement. It 
is apparent that to make a meaningful comparison, the same DFT and 
TD-DFT model should be employed for the simulations of the reference 
and the new dyes. Table 6.1 summarizes the key aspects of our rational 
design method.

6.4 a Case study: Computational design oF new 
ta-st-Ca Based photosensitizers

The reference TA-St-CA dye is designed and synthesized by Hwang 
et al. [17]. This photoactive compound (see Figure 6.2) is a very success-
ful photosensitizer. A DSSC based on this photosensitizer has shown the 
overall solar-to-energy conversion efficiency of 9.1% [17], which is very 
high for a solar cell with organic dye sensitizer. As a result, this push–pull 
dye is selected as the backbone reference structure to develop new dyes in 
the current case study.

The basic concept for the design of new photoactive materials in 
this case study is to reconstruct the donor (D) moiety of the reference 
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compound. As shown in Figure 6.2, the D-moiety of the TA-St-CA refer-
ence dye consists of three aromatic annulenes which join at the center 
N atom. Annulenes, such as benzene, are conjugated monocyclic hydro-
carbon rings without side chains. The general formula for an annulene is 

taBle 6.1 A Summary of the Rational Design of Photosensitizers

Goal Red-shifting the absorption spectra of rationally designed photosensitizers 
by reducing their HOMO-LUMO energy gap in compare to the reference 
compounds.

Reference Already well-performing organic dye photosensitizers, exhibiting D-π-A 
structure.

Approach Altering the chemical structure of the reference dye by adapting one of 
the following modifications:

• Making modifications into the structure of the π-conjugated bridge.

• Employing stronger electron-donating groups.

•  Increasing the electron-withdrawing character of the acceptor group.

• Increasing the length of the π-conjugated bridge.
Quantum 
mechanical 
theory

DFT and TD-DFT.

Restrictions •  The LUMO energy level of the new dyes should be above the 
conduction band of the semiconductor employed in DSSC (usually 
TiO2) for effective injection of the excited electron.

•  The HOMO energy level of the new dyes should be below the redox 
potential of the redox mediator (usually Iodide/Triiodide) for effective 
regeneration of the oxidized dye.

Figure 6.2 Molecular structure of the reference TA-St-CA dye.
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given as CnHn (if n is an even number) or CnHn+1 (when n is an odd number) 
[25]. Figure 6.3 gives some examples of annulenes.

Aromaticity of annulenes was studied by the famous Hückel’s rule of 
aromaticity in 1931 [26]. According to Hückel’s rule, a planer (or almost 
planer) cyclic ring with a continuous system of π-orbitals is aromatic, if 
those π-orbitals are occupied by 4m+2 electrons (where m is a non-neg-
ative integer). The most well-known aromatic member of the annulene 
compounds is benzene (i.e., C6H6 or [6]-annulene, n=6, m=1).

Figure 6.3 Molecular structures of different annulenes.
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There are exceptions to the 4m+2 rule due to other effects. For exam-
ple, among the small annulenes, cyclodecapentaene or [10]-annulene 
(i.e., C10H10, n=10), which exhibits 10 π–electrons (m=2), and meets 
the 4m+2 requirements for aromaticity, does not exhibit sufficient aro-
maticity, due to a combination of steric strain and angular strain. The 
angular strain refers to the actual angle away from the angle formed 
by the planar sp2 hybridized carbons of 120°. For cyclodecapentaene 
or [10]-annulene (see Figure 6.3), these angles are as large as 144°, a 
derivation of 24° strain! Therefore, the planar all cis-cyclodecapentaene 
is a less stable compound with little aromaticity. The other possible pla-
nar configuration for this substance is 1,5-trans cyclodecapentaene 
(i.e., the configuration in which two of the double bonds are trans, 
see Figure 6.3). This isomer has a minimum angle strain. However the 
repulsive force between the two flag hydrogen atoms (those ones that 
are forced together in the interior of the ring), again destabilizes this 
planar structure. As a result, this isomer is also relatively unstable with 
little aromaticity.

The molecular structures and aromaticity of the small [14]- and 
[18]-annulenes have been well studied [14]-annulene (also known as 
cyclotetradecaheptaene, i.e., C14H14, n=14, m=3) and [18]-annulene (i.e., 
C18H18, also known as cyclooctadecanonaene, n=18, m=3) exhibit certain 
aromaticity. For example, both of these ring structures (i.e. [14]-annu-
lene and [18]-annulene) engage with conjugation and monocyclic hydro-
carbons, which follows the Hückel’s rule of aromaticity (see Figure 6.3). 
A number of studies, such as Wannere et al. [27], Jug et al. [28], 
Kennedy et al. [29] and Gellini et al. [30] indicated that both [14]- and 
[18]-  annulenes indeed show aromatic characters. However, it should be 
noticed that [14]-annulene tends to be less planer, because of the steric 
interactions among the four inner-rings hydrogen atoms in its structure 
(see Figure 6.3). Such ring strain could destabilize this compound and 
makes it less stable.

Although annulenes have a number of applications, the current case 
study is the first attempt to employ the [14]-annulene in the structure of a 
dye sensitizer. As a result, rational design and computational study of new 
dyes based on [14]-annulene, will provide useful information in the design 
and development of new dyes for DSSCs applications.
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Several properties of annulenes make them excellent candidates for 
the electron donor moieties of the new photosensitizers. The existence of 
n delocalized π-electrons in their rings (n refers to the number of carbon 
atoms in annulene formula) makes annulenes electron-rich compounds, 
which is ideal for the donor moiety of a push-pull dye. Moreover, structural 
conjugation of annulenes (i.e. [6]- [14]- and [18]- annulenes) enhances 
the chemical stability of the new dyes. Stability is an important require-
ment for the practically useful dye sensitizers. In addition, the conjugation 
of annulenes increases the electron delocalization, and therefore reduces 
the energy gap between the bonding (π) and anti-bonding orbitals (π*), 
which are often the HOMOs-LUMOs. As a result, by employing larger 
conjugated groups such as annulenes, the electronic structures of the dyes 
such as the HOMO-LUMO energy gap (should be reduced), and the maxi-
mum absorption (should move to longer wavelengths, i.e., red-shifting the 
absorption spectra). As a result, annulenes are employed to design new 
dyes in the present study.

In this case study, two new photosensitizers are rationally designed 
by altering the donor (D) moiety of the reference TA-St-CA dye. The 
new photoactive molecules inherit the same π-linker and acceptor (A) 
moieties of the parent TA-St-CA dye, but differ only in the donor (D) 
structures. Figure 6.4 shows the chemical structures of these new pho-
toactive molecules. The D section of the parent photosensitizer consists 
of a triphenylamine (TPA) moiety. Three phenyl rings of the TPA moiety 
are labeled as R1-R3, respectively, as shown in Figure 6.4(a). The phenyl 
groups are derived from benzene ring (i.e., C6H6 or [6]-annulene). In 
the first new dye, AN–14, each phenyl ring (R1, R2 and R3) is replaced 
with a [14]-annulene rings, respectively. The new dye AN–14 is given 
in Figure 6.4(b). In the second new dye, AN–18, two of the phenyl rings 
in the reference dye, TA-St-CA, i.e., R1 and R2 remain unchanged, while 
R3 is substituted with [18]-annulene ring. Figure 6.4(c) shows structure 
of the new AN–18 dye. As seen in Figure 6.4, in the design of the new 
dyes, the “oligo-phenylenevinylene” group (π-linker) and the “cyanoac-
rylic acid” acceptor group remain unchanged, which are marked by the 
highlight box.

The present study calculates the properties such as electronic struc-
tures and adsorption spectra of the new photoactive molecular dyes 
using the DFT-based quantum calculations. The goal is to correlate the 
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structure-property relationships of the new AN–14 and AN–18 dyes. That 
is, to reveal the impact of the structure changes of the donor moiety on the 
important properties of the new dyes such as the HOMO-LUMO energy 
gap, as well as the UV-Vis absorption spectra.

Figure 6.4 Molecular structure of the reference TA-St-CA sensitizer and new dyes 
AN–14 and AN–18.
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6.4.1 fronTier molecular orBiTal analysis

Structure determines properties and therefore, functionalities of mol-
ecules. It is important to know (i.e., to rational) if the structural changes 
enhance the desirable properties of the new dyes, rather than the opposite; 
if yes, how much improvement can be achieved? Apparently, quantum 
mechanical modeling is “the game in town”. Following the computational 
details given previously, the PBE0/6–311G(d) model determines that both 
of the new dyes, AN–14 and AN–18 are indeed stable molecules with true 
minimum on their potential energy surfaces.

An important target of designing new photosensitizers in this ratio-
nal design was to change the electronic structures such as to reduce the 
HOMO-LUMO energy gap (in comparison with to the reference dye). To 
investigate if this target is met, Figure 6.5 compares the frontier orbital 
energy (binding energy) levels of the new dyes with respect to the refer-
ence TA-St-CA dye, using the same DFT model, in their ground electronic 
structures.

Figure 6.5 The calculated frontier MO energy levels using PBE0/6–31G* model in 
vacuum.
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The orbital energies of the HOMO and the LUMO of the original 
TA-St-CA photosensitizer in isolation are calculated at –5.51 eV and 
–2.69 eV, respectively, corresponding to 2.82 eV energy gap between the 
HOMO and the LUMO of this dye. The TiO2 conduction band and the 
Iodide/Triiodine redox level are also given in the figure. This figure indi-
cates that the D-modified new dyes indeed improve the properties of the 
reference dye with respect to the HOMO-LUMO energy gap, as designed. 
For example, the new dyes AN–14 and AN–18 lead to reductions of 
their HOMO-LUMO gaps by apparently lifting up the HOMO energies 
and shifting down the LUMO energies. For example, the HOMO and 
LUMO energy levels of the new dye AN–14 are calculated at –5.00 eV 
and –2.92 eV, respectively, leading to the corresponding HOMO-LUMO 
gap of 2.08 eV, i.e., an energy reduction of 0.74 eV. In a similar way, 
the new dye AN–18 produced by the variation of the donor moiety of 
the reference dye, can achieve an increased HOMO energy (–5.11 eV) 
from –5.51 eV (TA-St-CA) and decreased LUMO energy (–2.95 eV) 
from –2.95 eV (TA-St-CA), resulting in the corresponding energy gap of 
2.16 eV, a reduction of 0.66 eV.

From Figure 6.5, it can also be seen that the LUMO energies of the 
new dyes are very similar, whereas the HOMO energy of AN–14 is about 
0.11 eV higher than that of the AN–18. These findings suggest that in 
general, the mechanism of the HOMO and LUMO energy changes of the 
molecular orbitals of AN–14 and AN–18 are very similar. In other words, 
chemical modifications of the D-section of the reference dye indeed 
achieve the desirable property changes in the frontier orbitals such as 
HOMO and LUMO towards to the wanted direction.

Figure 6.5 also gives positions of the conduction band of the TiO2 
semiconductor, as well as the redox potential of the iodide/triiodide redox 
mediator. As seen in the figure, the HOMO energy levels of both new 
dyes are well located below the redox energy level of the iodide/triio-
dide redox couple. This implies that sufficient driving force is available 
for the regeneration of the oxidized AN–14 and AN–18 by the iodide/
triiodide redox mediator. In fact, the HOMO energy level of the new 
AN–14 sensitizer is very close to that of the well documented N3 sen-
sitizer. The N3 (i.e., Ru(4,4-dicarboxylate–2,2-bipyridine)2-(NCS)2)) dye 
sensitizer [31], is believed to be one of the the best performing dyes from 
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the ruthenium–polypyridyl sensitizer family. The HOMO energy level of 
the N3 dye sensitizer is caluclated at –5.08 eV using B3LYP/LANL2DZ 
level of theory [32]. It is suggested that “the sensitizer candidates with 
HOMO level close to that of the N3 dye would be promising for the regen-
eration since the N3 dye can be regenerated very well” [32]. As a result, 
the increased HOMO energies of the new dyes suggest that AN–14 and 
AN–18 are more efficient than the reference TA-St-CA dye.

Figure 6.5 also compares the LUMO energy levels of the new dyes 
with the conduction band edge of the semiconductor located at –4.0 eV 
for anatase TiO2 (dotted line) [33]. Although the new dyes exhibit a down-
shifted LUMO energy levels compared to that of the reference dye, their 
LUMO energies are still well above the CBE of TiO2. That is, the LUMO 
levels of both AN–14 and AN–18 are higher than the conduction band 
edge of TiO2 by at least 1.0 eV. Such energy pattern suggests that upon 
excitation, the photoexcited electrons possess sufficient driving force to be 
rapidly injected to the conduction band of the semiconductor. As a result, 
these two new dye senzitizers, i.e., AN–14 and AN–18, can operate func-
tionally in working DSSCs. However, the influences of the donor modifi-
cations are more profound on the electronic structure of the AN–14 dye.

6.4.2 simulaTion of The uV-Vis aBsorPTion sPecTra

An important purpose in designing of the new dyes, AN–14 and AN–18, 
was to broaden and to red-shift the absorption spectra of the reference 
TA-St-CA dye by the variation of the structures of the dye donor moiety. 
To investigate the light absorption properties of the new photoactive com-
pounds, their electronic spectra are simulated in Figure 6.6.

Figure 6.6 also gives the simulated UV-Vis spectrum of the parent 
TA-St-CA dye for comparison. Energetically, the UV-Vis spectrum of 
a dye is the transitions among the occupied molecular orbitals and the 
unoccupied virtual orbitals of the molecule, subject to selection rules. The 
electronic and optical data which are calculated using the TD-DFT-based 
PBE0/6–311G(d) model are given in Table 6.2. The results in Table 6.2 are 
compared with the related properties of the reference dye produced earlier 
[8a] where it has been shown that this DFT model closely reproduces the 
experimental UV-Vis spectra of the reference TA-St-CA photosensitizer.
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Figure 6.6 The simulated UV-Vis absorption spectra of the TA-ST-CA, AN–14 and 
AN–18 in ethanol solution using the (PBE0/6–311G*) TD-DFT calculations.

Figure 6.6 also compares the simulated UV-Vis spectra of the new 
dyes against the reference TA-St-Ca dye. Significant enhancement in the 
UV-Vis spectra is achieved in the new AN–14 and AN–18 sensitizers over 
the reference dye. Figure 6.6 shows that the new dyes indeed deliver the 
desirable property of bathochromic shift (i.e., to the longer wavelength 
or red-shift) of the spectral peaks. For example, the two most intensive 
spectral peaks of the reference dye are calculated at λI = 374 nm and λII 
= 545 nm. In the new dye “AN–14” (the dash spectrum), these peaks are 
significantly red-shifted to λI = 418 nm and λII = 763, respectively. For λI, 
a relatively small red shift of ca. 44 nm is obtained, whereas a very signifi-
cant red-shift of ca. 218 nm is seen on the position of λII in AN–14, when 
compared to the reference compound. In addition, the intensities of the 
spectral peaks are also enhanced apparently, indicating that the new dyes 
will be able to cover substantially larger areas of the absorption band.

The effects of structural modifications on the electronic absorption 
spectra of AN–18 (the dash-dot spectrum in Figure 6.6) are similar to 
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those of AN–14, except the λII peak of the AN–18 dye is less shifted 
with less intensity. For instance, in AN–18, the positions of both Peaks 
I at λI and Peaks II at λII are shifted to longer wavelengths, compared 
to those of the reference photosensitizer. The simulations on AN–18 
 produce a sharp intense peak at λI = 439 nm and a broader peak at 
λII = 722 nm. As a result, the rational donor design of AN–18 leads to 
a bathochromic shift of ca. 65 nm and ca. 177 nm on the positions of 
the spectral peaks I and II, compared to those of the reference dye, 
respectively.

As listed in Table 6.2, new dyes exhibit enhancement in the oscillator 
strengths (f) of their absorption peak I and II, with respect to the reference 
dye. For example, the peak II of the reference dye exhibits an oscilla-
tor strength of 1.22, which is increased to 1.53 and 1.27 in AN–14 and 
AN–18, respectively. For this peak the oscillator strengths follow a trend 

taBle 6.2 Absorption Properties of the TA-ST-CA Dye and the New Dyes, Calculateda 
in Ethanol Solution

Peak I Peak II 

λ	(nm) f Assignment λ	(nm) f Assignment

TA-st-CA
374 0.77 H–1→L (91%)

H→L+1 (7%)

545 1.22 H→L (99%)

AN–14
418 0.61 H–2→L+1 (35%)

H–2→L+2 (23%)

H–1→L+1 (19%)

H–1→L+2 (14%)

763 1.53 H→L (96%)

AN–18
439 2.10 H–1→L+1 (48%)

H–3→L (17%)

H→L+2 (13%)

H–1→L+2 (7%)

H–2→L (5%)

H–2→L+2 (5%)

722 1.27 H→L (95%)

H–1→L+1 (3%)

aCalculated using TD-DFT-based PBE0/6–311G(d) model in ethanol (CPCM). 
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of fTA-St-CA < fAN–18 < fAN–14. For the other main absorption peak, the trend is 
quite different, that is, fAN–14< fTA-St-CA < fAN–18.

The expansion of the absorption spectra of AN–14 and AN–18 dye 
photosensitizers with respect to the same spectrum of the reference dye 
can be attributed to the electronic structural differences of the dyes. For 
example, the HOMO-LUMO energy gaps of these dyes are quite different; 
the new dyes possess reduced energy gaps. However, the most significant 
contribution to the spectral changes of the new dyes is the substantially 
different electronic structures of the new dyes with respect to the refer-
ence dye. The spectra in Figure 6.6 are the result of the singlet-singlet 
transitions from the occupied molecular orbitals to all the possible virtual 
orbitals up to the 30th virtual orbital. As a result, the valence orbitals as 
well as the virtual orbitals will significantly impact on the UV-Vis spectra 
of the new dyes.

In Table 6.2, peak II is an important charge-transfer (CT) band, which 
is dominated by the HOMO→LUMO transition. For example, the domi-
nant contribution of the the HOMO-LUMO transition is 99% in the spectra 
of the reference dye. The same transition in the new dye AN–14 becomes 
96%, while it becomes 95% in in the new AN–18. The HOMO and the 
LUMO energy levels are brought closer to each other in new dyes AN–14 
and AN–18, compared to the reference dye; therefore, this CT band (i.e., 
peak II) is red-shifted in both new candidates compared to TA-St-CA.

Similar justification can also be considered for peak I. However, as 
shown by Figure 6.5, within the energy brakects of [–6.4 eV, –1.6 eV], the 
distribution of the orbital energy levels in the three dyes are significantly 
different. Only the HOMO and LOMO of the reference dye position in 
this window. However, about half dozen valence orbitals and half donzen 
of virtual orbitals of the AN–14 dye move into this energy window and 
a few occupied and a few virtual orbitals of the AN–18 dye also fall into 
this ebergy window. As a result, a number of more transitions among those 
orbitals of the new dyes significantly enhanced the peak I in the simulated 
UV-Vis spectra in Figure 6.6. Such spectral enhancement and shift of the 
new dyes with respect to the reference dyes are the direct results of the 
electronic structure changes of the new dyes.

The new dyes, AN–14 and AN–18, which are produced from the 
replacement of the [6]-annulene rings in the reference TA-St-CA dye in 
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the D-moiety by the electron-rich [14]-annulene [18]-annulene rings, 
respectively, exhibit significant improvement of the absorption spectra. 
The absorption spectra of the new dyes are red-shifted, more intensive, 
and broadened compared to that of the reference TA-St-CA dye, in accor-
dance with the rational design goal. In addition, the light absorption spec-
trum of the AN–14 sensitizer seems to be superior to that of the AN–18. 
The new AN–14 and AN–18 photosensitizers are potentially promising 
photoactive candidates for better DSSCs with enhanced efficiencies. The 
practical application of the new dyes in the DSSCs settings will depend 
on a number of other issues such as the synthesis processes and environ-
mental issues.

6.4.3 molecular orBiTal sPaTial disTriBuTion

To further investigate the influence of modifications on the electronic 
properties of the new dyes, Figure 6.7 presents the electron density distri-
butions of the frontier molecular orbitals of the molecules.

The HOMO and the LUMO of the reference TA-St-CA dye as well 
as the AN–14 and AN–18 sensitizers are compared in the figure. These 
molecular orbitals represent the dominant transitions contributing to the 
main band (i.e., peak II, see Table 6.2) of the UV-Vis spectra. As indicated 
in Table 6.2, this band is dominated by a strong transition from the HOMO 
in the ground electronic state (S0) to the LUMO in the first excited elec-
tronic state (S1) in the visible region of the spectrum.

The HOMOs and LUMOs of the D-π-A dyes exhibit apparently differ-
ent characters. The HOMOs spread over the entire donor (D) moieties and 
extend into the conjugated π-bridge (spacer) of all three dyes. For exam-
ple, the HOMO of the reference dye not only distributes in the D-section 
of the D–π–A dye, that is, all over the R1, R2 and R3 rings, but also expands 
into the R4 ring of the π-bridge of the dye. On the other hand, the LUMO 
of the reference dye concentrates on the cyanoacrylic acid group which 
works as electron acceptor/anchoring moiety (A-section), the π-bridge as 
well as the R3-ring of the D-section.

The HOMOs and LUMOs of the new AN–14 and AN–18 dyes inherit 
the characters of the reference dye. For example, the LUMOs of AN–14 
and AN–18 are singlet π* orbitals which largely populates the cyanoacrylic 
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acid acceptor group and also spread into the π-conjugated bridge and into 
the R3 ring in the D-section. Negligible contributions of the R1 and R2 rings 
in the D section to the LUMO are also observed for the dyes. The most 
noticeable difference between the HOMOs of the reference TA-St-CA 
dye and the new dyes is a reduced contribution from the R4 ring of the 
π-conjugated bridge on the HOMO of AN–14 and AN–18. The enhanced 
HOMO-LUMO overlaps at R3 of the D-section of the new dyes ensures 
the CT from HOMO to LUMO is easier in the new dyes, which is indi-
cated by the shift of their orbital energy levels in Figure 6.5. Such distribu-
tion of the HOMOs and the LUMOs demonstrates that the HOMO-LUMO 
transition has an intra-molecular CT character. This distribution pattern 
for the HOMOs and the LUMOs is beneficial to a functional solar cell. 
This is because: (a) significant contribution of cyanoacrylic acid group 
(A-section) to the LUMO ensures a strong electronic coupling between 
the dye’s excited state and conduction band of the semiconductor (TiO2), 

Figure 6.7 Comparison of the HOMOs (left) and LUMOs (right) of the new dye, 
AN–14 and AN–14 with respect to those of the reference TA-St-CA dye.
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which facilities the ultrafast electron injection, and (b) significant localiza-
tion of the HOMO on the donor end (left-side of the dyes in the figure) 
minimizes the probability of charge recombination between the injected 
electrons and the resulting oxidized dye.

6.5 summary and Further prospeCtive

The real potential of state-of-the-art computational methods to design new 
materials for solar cells has not been well recognized yet. In terms of com-
puter-aided material studies, computational modeling and calculations 
have usually been performed for the understanding and interpretation of 
existing materials, rather than designing, predicting properties and screen-
ing new compounds. This chapter has addressed this issue and focused 
on the computational modeling of photosensitive compounds for DSSCs 
prior to the existences of the materials.

This study has focused on the photoactive component of the DSSCs, 
i.e., the dye photosensitizer, and has given an account for the computer-
aided rational design of new photoactive materials. The rational design 
strategy employed in this work has been to modify the structure of the 
already well-performing organic dyes (or reference dyes) exhibiting 
donor, π-conjugated linker, acceptor structure (D-π-A), to produce new 
dyes with reduced HOMO-LUMO energy gaps and red-shifted absorption 
spectra. The rationale behind such modifications has been to produce new 
dyes with enhanced absorption spectra, as a route to enhance the overall 
efficiency of the DSSC. DFT has been exploited to study the ground state 
properties, while TD-DFT has been adopted for the study of the excited 
states of the compounds. Considering the size and the complexity of the 
photosensitizers, DFT and TD-DFT provide good balance between accu-
racy and performance. The theoretical models (i.e., functional and basis 
set) employed in the DFT and TD-DFT calculations of the new dyes, have 
been validated based on the agreement with available experimental data 
for the reference dyes available from the literature.

This study suggests that modifications made on the donor moiety of 
the D-π-A TA-St-CA reference photosensitizer, are able to produce new 
dyes with significantly appealing properties for DSSC applications. For 
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example, the AN–14 dye and the AN–18 dyes, which have been designed 
by replacing the [6]-annulene rings of the reference dye with stronger 
donor groups, are both superior to their parent compound in their desir-
able properties. Results of this study indicate that both new photosensitiz-
ers exhibit reduced HOMO-LUMO gap and expanded absorption spectra. 
Furthermore, the rationally designed AN–14 sensitizer seems to possess a 
HOMO-LUMO energy gap which is very similar to that of the recognized 
benchmark N3 dye. With regard to the capability of collection of as much 
sunlight as possible, the new AN–14 and the AN–18 dyes are both superior 
to the reference TA-St-CA dye.

The present study adds to the growing body of literature on the com-
puter-aided rational design of new materials for DSSCs. More studies in 
this direction are needed to understand the interaction of the dye molecule 
with other component of the cell. For example, future studies may address 
the adsorption of the new dyes designed in this study on the semiconductor 
(e.g., TiO2) surface. Experimental studies are also essential to determine 
the efficiency of the new rationally designed dyes, as well as their stability, 
in real working cells.

It is a useful systematic method to modify the already-well perform-
ing reference dyes with D-π-A structures to produce new photosensitiz-
ers for DSSCs. In addition, the designed targets are well defined. That 
is, new photosensitizers need to exhibit a reduced HOMO-LUMO energy 
gap and red-shifted absorption spectra compared to their parent molecule. 
A few constraints should also be considered. For example, the LUMO 
energy level of the new dyes should be above the conduction band of 
the semiconductor employed in DSSC, and the HOMO energy levels of 
the new dyes should be below the redox potential of the redox mediator. 
The photosensitizer should carry a suitable anchoring group in its accep-
tor end to firmly graft it into the surface of the semiconductor. The later 
constraint is usually met by default, unless modifications are made on the 
acceptor section of the reference dye. As a result, for certain systematic 
improvements, it is possible to design a software tool for computer-aided 
rational design of new dye sensitizers, such as the score-docking software 
used in computational drug design. The input for such software can be 
the results of searching the database of the structures of the well perform-
ing reference dyes (such as the protein database (PDB) in bioinformatics). 
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The outputs are the structures of the new dyes, which will be deposited 
into the repository of useful dyes for DSSCs. Another direction of rational 
design is to develop a database of building blocks/fragments, which can 
be employed in the D, π and A sections of the D-π-A dye, to produce new 
photoactive molecules with enhanced properties. Therefore, it is recom-
mended that further efforts be undertaken to design and code such a soft-
ware tool and databases for fast and mass generation and screening of new 
photosensitizers.
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aBstraCt

Over the past two decades the science and engineering of organic semicon-
ducting materials have improved very rapidly, leading to the optimization 
and demonstration of a range of organic-based solid-state devices. A key 
to design high performance molecular electronic device is the under-
standing of function and characteristics of organic materials while they 
are in-contact with metal. Hence, a systematic theoretical investigation 
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on the structure and electronic properties of the organic molecule/metal 
interfaces is required to find the ideal material sets with improved prop-
erties for use in next generation organic electronic devices. Finding the 
adsorption geometry of organic molecule on the metal surface and their 
electronic properties is a challenging task while optimizing the new elec-
tronic devices. In this chapter, the first principle based theoretical methods 
to predict the stable adsorption geometry of organic molecule on the metal 
surface is discussed. The electronic properties, such as change in work 
function, density of states (DOS), population analysis, frontier molecular 
orbital analysis and Schottky barrier height (SBH) are used to character-
ize the charge transport properties of organic molecule/metal interface. 
The interface between pentacene organic molecule and Pd(100) surface 
and the electronic properties are discussed.

7.1 introduCtion

Generally metals and inorganic semiconductors have been widely used in 
electronic components, because of their excellent conductive properties, 
and appear ubiquitously in everyday life in the form of copper wires and 
silicon microchip technology. The less flexible and environmental haz-
ard nature of these materials demand for new functional materials with 
improved properties. A major contribution comes from organic materials 
which can be used at molecular level as active and passive electronic com-
ponents, thus allowing the development of nanoscale electronic devices.

The interest in this field of organic conductors has arisen from the dis-
covery of conduction in doped polyacetylenes in 1977 [1]. Recently, the 
organic semiconducting materials have emerged as a new class of mate-
rial for opto-electronic devices due to their remarkable properties [2–4]. 
The organic materials have mechanical flexibility, less weight, semicon-
ducting and luminescent properties. As a result, successful applications 
have recently been realized for π-conjugated organic molecules. Recent 
years have witnessed advanced experimental and theoretical studies to find 
the suitable organic materials and organic/metal interfaces for molecular 
electronic applications [5–11]. The promising organic electronic devices 
are organic light emitting diodes (OLEDs), dye sensitized solar cells 
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(DSSC), organic field effect transistors (OFETs), organic photovoltaic 
cells (OPVs) [12–19]. Hence, the physical, chemical and conductive 
nature of these materials is still an active and important area of research 
and development.

The adsorption of organic molecules on metal and dielectric surfaces 
received considerable attention due to its promising role in molecular elec-
tronics [20, 21]. A key to design high performance molecular electronic 
device is understanding the function and characteristics of organic semi-
conducting materials while they are in-contact with metal or dielectric 
[20]. The interaction between organic semiconductors and metal electrodes 
determines the charge transfer across the interface which is crucial for the 
performance of organic electronic devices. The energy offset between the 
metal Fermi level and the HOMO/LUMO level of the organic films play 
an important role in controlling the hole/electron injection from the anode/
cathode to the transport material. Device performance can be understood 
and improved if a detailed picture of the orbital alignment of the organic 
molecule with the Fermi level of the metal is known.

The adsorption of organic molecule on the metal surface is either 
physisorption or chemisorption and is always an exothermic process. 
In physisorption the attractive force between the substrate (metal) and the 
adsorbate (molecule) is due to van der Waals interactions and electrostatic 
interactions [22]. For physisorption, the interaction energy between the 
substrate and adsorbate is typically less than –20 kJ/mol [23] and the dis-
tance between adsorbate and substrate is higher than the length of covalent 
or ionic bonds. Chemisorption was first proposed by the American chemist 
Irving Langmuir in 1916. The adsorbate is bound to the substrate by cova-
lent or ionic bond, much like those that occur between the bonded atoms of 
a molecule [22]. This is a slow process compared to physisorption. In che-
misorption, a bond of the molecule may be broken and new chemical bond 
is formed between the adsorbate and the substrate. In chemisorption the 
interaction energy between the substrate and adsorbate is large, i.e., values 
above –40 kJ/mol [24]. In addition, the length of the substrate-adsorbate 
bond is comparable with the normal covalent or ionic bonds. Because the 
chemisorption involves the formation of chemical bond with the metal 
surface, only a single layer of molecule, or a monolayer, can chemisorb to 
the surface.
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Adsorbed species on single crystal surface is frequently found to 
exhibit long-range ordering with well-defined over layered structure. 
Based on the contribution of the π-electrons and surface coverage of the 
organic molecule, there are three possible adsorption geometries. They are 
flat-lying, tilted and standing-up or vertical configurations and are shown in 
Figure 7.1. Of these different configurations and adsorption sites, the most 
stable configuration is found by calculating adsorption or binding energy.

7.2 dFt implementation For solids

Density functional theory (DFT) has long been used for electronic struc-
ture calculations in solid-state physics and it is an extremely successful 
approach for the description of ground state properties of metals, semicon-
ductors, and insulators. The success of DFT not only encompasses stan-
dard bulk materials but also complex materials such as proteins and carbon 
nanotubes. For the past three decades it became very popular method in 
quantum chemistry because of its accuracy and less computational cost.

The basic idea of DFT is that the energy of a system is expressed as a 
functional of the electron density function. This representation provides a 

Figure 7.1 Three possible adsorption geometries (side view).
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considerable simplification over the traditional electronic structure theory, 
in which the basic variable is the electronic wavefunction, ψ, which 
depends simultaneously on the coordinates of all the electrons (3N vari-
ables for N electrons). The electron density function ρ(r) depends only on 
three variables.

The foundations of modern DFT are the Hohenberg-Kohn theorems 
[25], which show that the ground state density uniquely defines the sys-
tem, and that the density can be derived from a variational procedure. In 
DFT, the energy functional can be written as,

 E v r r dr J T ES XCρ ρ ρ ρ ρ[ ] = ( ) ( ) + ( ) + ( ) + ( )∫  (1)

The first term on the right-hand side of equation (1) represents the 
electrostatic interaction of the electron density with the ‘external poten-
tial’, this simply corresponds to the Coulombic interactions between 
electrons and nuclei. The second term is the Coulomb energy correspond-
ing to the repulsion between the electrons. This term is non-zero even 
for one-electron systems because it includes electron self-interaction. 
The next term is an approximation to the electronic kinetic energy. Early 
attempts to describe the kinetic energy as a functional of the density (e.g., 
Thomas-Fermi theory) [26, 27] were not very successful. Instead in Kohn-
Sham approach [28], the density is expanded in a set of orbitals, and the 
kinetic energy for this hypothetical system (in which the kinetic energy of 
the electrons is not affected by their interactions) is computed using the 
same expression as in traditional wavefunction based methods. The final 
term, the exchange-correlation functional corrects the first three terms. 
This term also corrects the spurious self-interaction introduced by the 
Coulomb energy and accounts the electron correlation.

The energy expression given in Eq. (1) leads to a set of equations 
defining the shape of the orbitals that are used to expand the density. These 
are the Kohn-Sham equations [28]. Solving these equations lead in prin-
ciple to the exact energy and density of the target system. However, the 
degree of accuracy obtained depends on the form given to the exchange-
correlation functional.

Commonly two different approaches have been used to solve the Kohn-
Sham equations. While studying atoms and molecules, the Kohn-Sham 
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orbitals are expressed as a linear combination of atomic centered basis 
functions,

 ψ φυ
υ

υi i

k

r C( ) =∑  (2)

where, Cυi are the orbital co-efficients and fυ is the basis function. Another 
approach involves the use of plane waves and pseudopotentials. This 
approach is important particularly for the study of bulk systems such as 
metals and alloys [29].

7.2.1 Bloch Theorem and Plane WaVes

In a periodic system like crystals, the Hamiltonian appearing in the Kohn-
Sham equation will have the lattice periodicity. According to Bloch’s theo-
rem [30], the wavefunction ψj,k of an electron within a periodic potential is 
written as the product of a lattice part uj(r) and a wavelike part eik,r.

 ψ j k r j
ik ru r e, ( )

.= ( )  (3)

where the subscript j indicates the band index and k is a continuous wave 
vector that is confined to the first Brillouin zone of the reciprocal lattice. 
Since uj(r) has the same periodicity as the direct lattice, it can be expressed 
in terms of a discrete plane wave basis set with reciprocal lattice vectors of 
the crystal as the wave vector (G) i.e.,

 u r C ej j G
G

iG r( ) ,
.=∑  (4)

where, G.r = 2πm in which m is an integer, r is the crystal lattice vector 
and Cj, G are the plane wave coefficients. Hence the electron wavefunction 
can be expanded in terms of a linear combination of plane waves,

 ψ j k j k G
G

i k G rC e, ,
( ).= +
+∑  (5)

In principle, an infinite plane wave basis is needed to expand the wave-
functions, however, for practical implementations the basis set must be 
finite. Typically, the plane waves with small kinetic energies is given by
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2 2

2
 (6)

The solutions with lower energies are more physically important than 
solutions with very high energies. The introduction of a plane wave energy 
cut off reduces the basis set to a finite size.

 E
m
Gcut cut=



2
2

2
 (7)

The infinite sum reduces to

 ψ j k j k G
G k G

i k G rC e
cut

, ,
( ).= +

+ <

+∑  (8)

A good approximation to the total energy can therefore be achieved 
by only including plane waves that have kinetic energy less than cutoff 
energy. Using the plane waves, the Kohn-Sham equation can be written 
as [31], 
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where, Vee(G–G), Vve(G–G’) and VXC(G–G’) are the Fourier transforms of 
electron-electron, electron-nuclei and exchange correlation potentials. 
Plane waves have a number of advantages because,

• It is easy to calculate all kinds of matrix elements through fast 
Fourier transform techniques.

• The size of basis set can be increased systematically in a simple way.
• The same basis set can be used for all atomic species.
• Forces acting on atoms are equal to Hellmann-Feynman forces.
• Convergence towards completeness can be tested.
• The plane waves do not depend on nuclear positions, so unlike local-

ized basis sets, correlation terms are not needed for the calculation 
of forces.

• Plane wave basis sets are free from ‘basis set superposition error’ 
(BSSE).
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The main disadvantage is that the basis sets become large. For finite 
systems such as clusters and model bulk systems, it is essential to con-
struct a supercell in each dimension, in which the system is localized. In 
order to neglect any interactions with the images, the supercell should be 
large enough and a large number of plane waves should be used.

7.2.2 PseudoPoTenTial aPProximaTion

With the standard Coulomb potential model, including the potential terms 
corresponding to the motion of the core electrons and the interactions of 
core electrons with the nucleus would lead to a very complicated plane-
wave basis set. This in turn would take a huge amount of computational 
time, especially when dealing with large unit cells or atoms with many elec-
trons. Most physical and chemical properties of crystals depend on the dis-
tribution of valence electrons rather than the tightly bound core electrons. 
The core electrons do not participate in the chemical bond. They are strongly 
localized around the nucleus, and their wavefunctions overlap is very little 
with the core electron wavefunctions of the neighboring atom. Therefore, 
the distribution of the core electrons basically does not change when the 
atoms are placed in the different chemical environment. Thus the core elec-
trons are assumed to be “frozen” in the crystal environment. With this frozen 
core approximation, one can have less number of electrons and hence less 
eigenstates of the Kohn-Sham equation to be calculated. The second advan-
tage is that the total energy scale is largely reduced when the core electrons 
are removed from the calculation which makes the calculation of the energy 
difference between atomic configurations numerically much more stable.

In order to make plane wave approaches to be of practical use and to 
obtain smoothly varying wavefunctions, pseudopotentials are introduced 
to replace the Coulomb potential of the electron-nucleus interaction. The 
pseudopotential (PP) approximation was first introduced by Hans Hellman 
in 1934. By introducing PPs, two goals can be achieved. First, the core 
electrons can be removed from the calculations. The contribution of 
the core electrons to the chemical bonding is negligible but they contrib-
ute mostly to the total energy of the system. The required accuracy for 
the total energy will be of much less important than all electrons energy. 
Second, by introducing PPs the true valence wavefunctions is replaced 
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by the pseudo wavefunctions which match exactly with the true valence 
wavefunctions outside the ionic core region but are nodeless inside. These 
pseudo wavefunctions can be expanded using plane wave basis sets. 
A further advantage of pseudopotential is that relativistic effects can be 
incorporated easily into the potential by treating the valence electrons non-
relativistically. The Figure 7.2 shows the difference between the Coulomb 
and pseudopotentials as well as the real and pseudo wavefunctions. The 
Coulomb potential is much steeper and deeper than the pseudopotential. As 
part of the requirements of a proper pseudopotential, the real and pseudo 
wavefunctions and potentials must match up at certain radius (the cut off 
radius, rc). When using the PPs, only the valence electrons will contribute 
to bonding and only these electrons are explicitly dealt with, while the 
nucleus and core electrons are considered as an effective potential [32].

7.2.2.1 norm-Conserving pseudopotentials

The concept of “norm-conservation” has a special place in the develop-
ment of ab initio pseudopotentials, it simplifies the application of the 
pseudopotentials and it makes them more accurate and transferable. 
Norm-conserving pseudofunctions ψPS(r) are normalized and are solu-
tions of a model potential chosen to reproduce the valence properties of 

Figure 7.2 Schematic representation of pseudopotential.
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an all electron calculations [33]. The norm-conserving pseudo potentials 
(NCPPs) are developed based on the following conditions proposed by 
Hamann, Schuter, and Chiang (HSC) [34].

1. All electron and pseudo valence eigenvalues agree for the chosen 
atomic reference configuration.

2. All electron and pseudo valence wavefunctions agree beyond the 
chosen core radius rc .

3. The integrated charge inside rc for all electron wavefunction and 
pseudo wavefunction are same.

4. The logarithmic derivatives of the all electron and pseudo wave-
functions should coincide at rc .

5. The first energy derivative of the logarithmic derivatives of the all 
electron wavefunctions and pseudo wavefunctions should coincide 
at r = rc .

The above points 1 and 2 infer that the NCPP is equal to the atomic 
potential outside the ‘core region’ of radius rc, because the potential is 
uniquely determined by the wavefunction and the energy ε, that need not 
be an eigen energy. Inside rc , the pseudopotential and radial pseudo-orbital 
ψl

PS(r) differ from their all electron counterparts; however, the point 3 
requires that the integrated charge,

 Q r r dr dr rl

r

l l

rc c= ( ) = ( )∫ ∫2

0

2

0

2ψ φ  (10)

is same for all electron wavefunction and pseudo wavefunction. The con-
servation of Ql ensures that, the total charge in the core region is correct 
and the normalized pseudo-orbital is equal to the true orbital at r > rc.

According to the point 4, for any smooth potential the wavefunction 
ψl(r) and its radial derivative ψl

’(r) are continuous at rc. The dimensionless 
logarithmic derivative of pseudopotential D is defined as,

 D r
r r

r
r d
dr

rl
l

l
lε

ψ ε
ψ ε

ψ ε,
,
,

ln ,
'

( ) ≡ ( )
( )

= ( )  (11)

The point 5 is a crucial step towards the goal of constructing a good 
pseudopotential. In a molecule or solid when bonding or reaction take place 
the wavefunctions and eigenvalues will change and the pseudopotential 
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that satisfies the point 5 will reproduce the changes in the eigenvalues lin-
early with respect to change in the self-consistent potential.

7.2.2.2 non-local pseudopotentials

In local pseudopotential each state of angular momentum l and m are 
treated independently except that the total potential is calculated self con-
sistently within the given approximation for exchange and correlation and 
for the given configuration of the atom. The next step is identifying the 
valence states and generating the pseudopotentials Vl(r) and pseudo orbit-
als ψl

PS(r) = rfl
PS(r). The procedure varies with different approaches, but 

common task is finding the total “screened” pseudopotential acting on the 
valence electrons in an atom [35]. The screened Hartree and exchange cor-
relation pseudopotential, V rHXC

PS ( )  can be written as,

 V r V r V rHXC
PS

Hartree
PS

XC
PS( ) = ( ) + ( )  

For few applications, it is sufficient to consider screened pseudopo-
tentials. But, for many applications, it is necessary to consider unscreened 
pseudopotentials, which is obtained from the screened pseudopotential 
after subtracting the screening part of the potential from the total potential 
and is written as,

 V r V r V rl l total HXC
PS( ) = ( ) − ( ),  (12)

Here, Vl(r) and Vl,total(r) are depending on angular momentum, l and 
V rHXC
PS ( )  is defined for the valence electrons in their pseudo orbitals [33]. 

It is useful to define the ionic pseudopotential as a local (l independent) 
part of the potentials plus non local terms,

 V r V r V rl local l( ) = ( ) + ( )δ  (13)

where Vlocal(r) is the local pseudopotential. When r > rc, since the eigenval-
ues and orbitals are required to be the same for the pseudo and all electron 

cases, the potential Vl(r) is equal to the local (l independent) all electron 

potential, that is, V r Z
rl
ion( )→ −  for r →∞. Thus δV rl ( ) = 0  for r > rc 
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and all the long range effects of the Coulomb potential are included in the 
local potential, Vlocal(r). The semilocal operator can be written as,

 ( ) ( )ŜL local lm l lm
lm

V V r Y V r Yδ= + 〉 〈∑  (14)

This semilocal potential is computationally very expensive. The num-
ber of matrix elements which need to be calculated is equal to the square 
of the number of basis sets.

7.2.2.3 Kleinman-Bylander pseudopotentials

To speed up the calculations with pseudopotentials in plane wave basis 
set methods, the fully separable form of the pseudopotential is introduced. 
Kleinman and Bylander (KB) [36] constructed a separable pseudopoten-
tial operator, i.e. δV r r, '( )  which is written as a sum of products of the 
form f r g rii i∑ ( ) ( )' . KB showed that the potential δV rl ( )  in equation 
(13) can be replaced by a separable operator δVKB  so that the total pseu-
dopotential has the form,

 ( )ˆ
PS PS
lm l l lm

KB local PS PS
lm lm l lm

V V
V V r

V

ψ δ δ ψ

ψ δ ψ
= +∑  (15)

where, δ ψVl lm
PS  is the projectors that operate upon the wavefunction. 

Unlike the semilocal operator, it is fully non local with respect to the angu-
lar variables θ, f and radial variable r. When operating on the reference 
atomic states, ψ lm

PS
 the ( )ˆ , 'KBV r rδ  acts the same as δV rl ( ), and it is an 

excellent approximation for the operation of the pseudopotential on the 
valence states in a molecule or solid [33].

The Kleinman-Bylander scheme is usually good. Nevertheless, for some 
cases an inappropriate cutoff might lead to an un-physical ghost states which 
leads unphysical situations, like the energy of the lowest ‘p’ states is lower 
than the energy of ‘s’ state Therefore, checking of ghost states is essential 
for Kleinman-Bylander pseudopotential generation [36].
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7.2.2.4 ultrasoft pseudopotentials

The norm-conservation constraint is the main factor that determining the 
smoothness of pseudopotential, especially for ‘p’ states in first row ele-
ments and ‘d’ states in second-row transition metals. For these states, there 
is no core state of the same angular momentum to which they have to be 
orthogonal. Therefore, the wavefunction corresponding to core electrons 
is nodeless and quite compressed compared to the other valence states. 
Therefore, it requires a large number of plane waves, which often makes 
calculations for such elements prohibitively expensive. Generally, the goal 
of pseudopotential is to create pseudofunctions that are as smooth as pos-
sible and yet are accurate. A different approach known as ultrasoft pseu-
dopotentials reaches the goal of accurate calculations by a transformation 
that re-expresses the problem in terms of a smooth function and an auxil-
iary function around each ion core that represents the rapidly varying part 
of the density [33].

Blöchl [37] and Vanderbilt [38] proposed a transformation for non-local 

potential , ' '
, '

N̂L s s s s
lm s s lm

V Bδ β β
 

=  
 

∑ ∑  by introducing a smooth function 

f = r ψ s ' that is not norm-conserving. The difference between norm conserv-
ing integrated charge given in Eq. (10) and the charges corresponding to 
norm-conserving function f = rψ (either for all electron function or for 
pseudofunction) is given by,

 ∆ ∆Q Q r drs s s s

rc
, ' , '= ( )∫0

 (16)

where

 ∆Q r r r r rs s s s s s, ' ' '( ) = ( ) ( ) − ( ) ( )∗ ∗φ φ φ φ   (17)

A new non-local potential that operates on the ψ s ' can be defined as

 
, ' '

, '

ˆUS
NL s s s s

s s
V Dδ β β=∑  (18)
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where

 D B Qs s s s s s s, ' , ' ' , '= +ε ∆  (19)

For each reference atomic states s, it is straightforward to show that the 
smooth functions ψ s are the solutions of the generalized eigenvalue problem,

 ˆˆ[ ] 0s sH Sε ψ− =�  (20)

with 21ˆ ˆ
2

US
local NLH V Vδ= − ∇ + +  and Ŝ is an overlap operator,

 
, ' '

, '

ˆ 1 s s s s
s s

S Q β β= + ∆∑  (21)

which is different from unity only inside the core radius. The eigenvalues 
εs agree with the all electron calculation at as much energy as desired. The 
full density can be constructed from the functions ΔQs,s' (r) which can be 
replaced by a smooth version of the all electron density.

The advantage of relaxing the norm-conservation condition, ΔQs,s' = 0 
is that each smooth pseudofunction ψ s can be formed independently, with 
the constraint of matching the value of the functions ψ s(rc) = ψ s(rc) at the 
radius rc. Thus, it becomes possible to choose rc much larger than for a 
norm-conserving pseudopotential, while maintaining the desired accuracy 
by adding the auxiliary functions ΔQs,s' (r) and an overlap operator Ŝ.

7.2.3 ProjecTor auGmenTed WaVe meThod

The projector augmented wave (PAW) method is another general approach 
to solve the electronic structure problem. Like the ultrasoft pseudopoten-
tial method, it introduces projectors and auxiliary functions. The PAW 
approach defines a functional for the total energy that involves auxiliary 
functions and it uses advances in algorithms for efficient solution of the 
generalized eigenvalue problem. However, the PAW approach keeps the 
full all electron wavefunction. Since the full wavefunction varies rapidly 
near the nucleus, all integrals are evaluated as a combination of integrals 
of smooth functions extending throughout the space plus localized contri-
butions evaluated by radial integration over muffin-tin spheres [33].
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Let us consider the basic ideas of the definition of the PAW method for 
an atom. We can define a smooth part of a valence wavefunction ψυ

i ( )r  
and a linear transformation ψ ψυ υ=T   that relates the set of all electron 
valence functions ψυ

i ( )r  to the smooth functions ψυ
i ( )r . The transforma-

tion is assumed to be unity except with a sphere centered on the nucleus

 T T= +1 0  (22)

For simplicity, we omit the superscript υ, assuming that the ψ’s are 
valence states. Adopting the Dirac notation, the expansion of each smooth 
function ψ  in partial waves m within each sphere can be written as 

 m m
m

Cy y=∑   (23)

with the corresponding all electron function,

 ψ ψ ψ= =∑T Cm m
m

  (24)

Hence the full wavefunction in all space can be written as,

 ψ ψ ψ ψ= + { }∑ Cm m
m

 (25)

If the transformation T is required to be linear, then the coefficients 
must be given by a projection in each sphere 

 C pm m=  ψ  (26)

for some set of projection operators p. If the projection operators satisfy 
the biorthogonality condition, 

  pm m mmψ δ' '=  

then the one center expansion   ψ ψmm mp∑  of the smooth function ψ  
equals ψ m. Just as for pseudopotentials, there are many possible choices 
for the projector. The difference between pseudopotentials and PAW is 
that the transformation T involves the full all electron wavefunction
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 T pm m m
m

= + −{ }∑1 ψ ψ   (27)

Furthermore, the expressions apply equally well to core and valence 
states so that we can derive all electron results by applying the expressions 
to all electron states.

The general form of the PAW equations can be written in terms of 
transformation equation (27). For any operator Â in the original all electron 
problem, one can introduce a transformed operator Ã that operates on the 
smooth part of the wavefunctions,

 (28)

One can add the right hand side of equation (27) to any operator of 
the form,

 ' '
'

ˆ ˆ
m m m m

mm
B p B pψ ψ−∑ � �� �  

without changing its expectation value. The expressions for physical quan-
tities in the PAW approach follow from Eqs. (27) and (28). The density is 
given by,

 n r n r n r n r( ) ( ) ( ) ( )= + − 

1 1  

where the first term is a smooth part arising from the density of pseudo 
(PS) wavefunctions, while the last two terms are depend on the true all 
electron and PS partial waves respectively, within each augmentation 
region. A similar decomposition can also be done for the total energy. By 
effectively separating the problem into different parts, the PAW method 
allows for an efficient treatment of separated problems, while at the same 
time it offers the possibility for implementation of the PAW method in 
plane wave pseudopotential codes. Hence, the PAW method has become 
a very useful method, with the ability of performing accurate calculations 
with a limited basis set size [39].
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7.3 example: struCture and eleCtroniC properties oF 
pentaCene/pd(100)* interFaCe

Pentacene (PEN) is an aromatic molecule composed of five linearly fused 
benzene rings, which is the most intensively studied p-type organic semi-
conductor and serves as a good point of reference. PEN has recently been 
identified as one of the most promising candidates for organic thin film 
transistors (OTFTs) [40], OFETs [41], OLEDs [42] and photovoltaic 
devices [43] due to its high hole mobility up to 5.5 cm2/Vs in OFETs [44]. 
Both single crystal and thin films of PEN have been used for fabrication 
of transistor devices. Previously, adsorption of PEN on the metal surfaces 
Cu(111) [45], Cu(100) [46], Ag(111) [47], Ag(110) [48], Al(100) [49–51], 
Fe(100) [52], Au(111) [53] and Au(001) [54] were studied using DFT 
method.

In the present work, we have studied the adsorption of PEN molecule 
on palladium (100) surface. Palladium is frequently used in various chem-
ical and electronic applications due to its chemical stability and excellent 
electrical conductivity. Palladium is used as an alternative to gold in vari-
ous electronic components, such as hybrid integrated circuits (HIC), lead 
frames, soldering materials, multilayer ceramic capacitors (MLCC) [55] 

and palladium-silver alloys are used as electrodes [56].
The adsorption characteristics of single PEN molecule on Pd(100) sur-

face of c(5x5) unit cell was studied by using first-principle DFT methods 
with van der Waals correction. For the stable adsorption geometry, the 
electronic properties like population analysis, density of states (DOS), par-
tial density of states (PDOS), band structure and Schottky barrier heights 
(SBH) are calculated to study the charge transfer along PEN/Pd(100) 
interface. Further, change in work function of the Pd(100) surface due to 
the adsorption of PEN also calculated.

7.3.1 comPuTaTional deTails

The electronic structure calculations are performed within the framework 
of DFT using Vienna Ab initio Simulated Package (VASP) code [57–59]. 
In the VASP calculations, plane wave basis sets are employed to expand 
the electronic wave functions. The exchange and correlation functional 
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has been parameterized according to the Perdew-Burke Ernzerhof gradi-
ent corrected exchange functional [60] within the generalized gradient 
approximation (GGA). Electron-ion interactions were described by the 
projected augmented wave (PAW) method of Kresse, Joubert and Blöchl 
[61]. While solving the Kohn-Sham equations, the electronic wavefunc-
tions are expanded by plane waves up to a kinetic energy of 400 eV. The 
occupation of electronic states is calculated using a Methfessel-Paxton 
smearing of 0.2 eV. The Brillouin-zone sampling was carried out accord-
ing to the Monkhorst-Pack [62] scheme with 2 × 1 × 1 k-points meshes. 
The Pd(100) surface is constructed by using a periodically repeated slab 
approach with super cell geometry of c(5 × 5) surface unit cell. This slab 
consists of four layers with a vacuum region of 10 Å. A single PEN mol-
ecule is deposited on the upper surface of the slab with the aromatic rings 
parallel to the surface. We used a conjugate-gradient algorithm in all the 
calculations based on the reduction in the Hellman-Feynman forces on 
each constituent atom to less than 10 meV.

Since DFT calculations are unable to describe the van der Waals (vdW) 
interactions between molecules and substrate or between molecules, an 
empirical dispersion-corrected DFT-D2 method proposed by Grimme et al. 
[63, 64] has also been used in the DFT calculations. Within this method, 
the total energy (ED) of the system is defined as a sum of the self-consistent 
Kohn-Sham energy (EKS) and a semiempirical dispersion correction (Edisp). 
That is, in DFT-D2 method the total energy can be expressed as,

 E E EDFT D KS DFT disp− −= +  (29)

Since the vdW interaction is basically a long-range dynamical dipole-
dipole interaction, the dispersion correction term (Edisp) can be evaluated 
using semi-empirical pair potentials, i.e.,

 E s C
R
f Rdisp
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ij
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where, s6 is a scaling factor, N is the total number of atoms, Rij is the dis-
tance between the atoms i and j and the parameter Cij6  describes the strength 
of the dispersion interaction between atoms i and j. The parameter Cij6  can 
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be evaluated as C Ci j
6 6

1 2( ) /
, where Ci6 is a semi-empirical parameter opti-

mized for each type of atom. The damping function fdamp(Rij) eliminates the 
dispersion correction at short distance where the DFT energy works well. 
Recent studies show that the DFT-D2 method successfully describes the 
long range interactions and the calculated adsorption energy of organic 
molecule on the metal surface is in good agreement with the experimental 
values [65–67].

7.3.2 adsorPTion GeomeTry

The geometry of isolated PEN and clean Pd(100) surface was optimized. 
The PEN molecule has a rod-like planar structure and it is shown in 
Figure 7.3. The optimized bond lengths and bond angles of the PEN mol-
ecule are in good agreement with the experimental [68] and previous theo-
retical results [54]. The lattice constant of the relaxed Pd(100) surface is 
found to be 3.88 Å, which is in agreement with the previous theoretical 
[69] and experimental [70] value of 3.98 and 3.89 Å, respectively.

As we discussed earlier, the PEN molecule may have different orien-
tations and the position on the metal surface. In the present work, paral-
lel (flat-lying) orientation of the PEN on Pd(100) surface is considered 
rather than the perpendicular orientation. Because, previous experimental 
and theoretical studies show that polycyclic aromatic molecules tend to 
adsorb on a metal surface in a flat lying geometry [71, 72]. Three adsorp-
tion geometries with respect to center of the molecule namely, top, hollow 
and bridge sites on Pd(100) surface are shown in Figure 7.4.

Figure 7.3 The optimized structure of pentacene molecule.
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The adsorption energy (Eads) of PEN on Pd(100) surface was calcu-
lated by subtracting the total energies of isolated PEN molecule (EPEN) 
and Pd(100) surface (EPd(100)) from the total energy of the adsorbed system 
(EPd–PEN). i.e.,

 Eads = EPd–PEN – EPd(100) – EPEN  

The calculated Eads values are –0.067, –0.93 and –1.55 eV, which corre-
sponds to the top, hollow and bridge sites, respectively. These results show 

Figure 7.4 Orientation of the pentacene molecule on Pd(100) surface. (Only the top 
most of Pd atoms are shown for clarity). Palladium, carbon and hydrogen atoms are shown 
in blue, violet and green colors, respectively.
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that the bridge site orientation is the stable orientation than the top and 
hollow sites. Previous theoretical study on adsorption of PEN molecule on 
the Ag(111), [47] Al(100) [50] and Au(001) [54] surface also reported that 
the bridge site orientation is the stable orientation.

Note that the above mentioned adsorption energy values were calculated 
with the vertical distance of 2.2 Å at 0º of rotational angle. To find the stable 
adsorption geometry with respect to the vertical distance between the PEN 
and Pd(100) surface, the adsorption energy calculations were performed 
for PEN/Pd(100) interface with different vertical distances in the bridge 
site configuration using GGA and DFT-D2 functionals. The adsorption 
energy as a function of vertical distances are shown in Figure 7.5(a). 
The maximum adsorption energy of –1.19 and –2.11 eV is found at a 
distance of 2.6 and 2.4 Å at GGA and DFT-D2 methods, respectively. With 
these vertical distances, the PEN molecule is rotated on the Pd(100) surface 
from 0º to 90º in the steps of 15º and the adsorption energy is calculated and 
is shown in Figure 7.5(b).

From Figure 7.5b, it has been observed that the adsorption energy is 
maximum at 45º of rotational angle. At 45º of rotational angle, the calcu-
lated adsorption energy is –2.10 eV and–3.12 eV at GGA and DFT-D2 
methods. The most stable geometry of PEN on Pd(100) surface is shown 
in Figure 7.6.

As shown in Figure 7.6, in the most stable adsorption geometry, the 
chemical bonding is observed between the carbon atoms of PEN molecule 
and the palladium atoms in the upper surface of the slab. That is, the inter-
action between the PEN and Pd(100) surface is chemisorption. It has been 
studied in earlier studies that the adsorption of PEN [50] and perfluoro-
pentacene [51] on Al (100) surface is physisorption with the adsorption 
energy of –0.36 eV and –0.27 eV. As expected, the GGA-PBE func-
tional slightly underestimates the adsorption energy because of its poor 
description for dispersion interactions. Previous studies on the interaction 
between organic molecule and metal surface show that in comparison with 
the GGA functionals, the results obtained with DFT-D2 methods are in 
good agreement with the experimental results [66, 67]. Hence, DFT-D2 
method is used to study the electronics properties for the most stable PEN/
Pd(100) interface.



230 computational chemistry methodology

Figure 7.5 The calculated adsorption energy values with respect to (a) the vertical 
distance between the pentacene molecule and the Pd(100) suface and (b) the rotational angle 
of the pentacene molecule on the Pd(100) surface using GGA-PBE and DFT-D2 methods.

7.3.3 chanGe in WorK funcTion

The work function of the clean Pd(100) surface (fPd(100)) was calculated as 
the energy difference between the Fermi energy (EF) of the surface and the 

(a)

(b)
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electrostatic potential energy (Vvac) of an electron in the vacuum region at 
the distance where the potential energy has reached its asymptotic value. 
The calculated work function of the Pd(100) surface is 5.34 eV, which 
is in agreement with the experimental value of 5.65 eV [73]. The work 
function of the PEN/Pd(100) interface was calculated as described for the 
clean Pd(100) surface. The work function of the adsorbed system is found 
to be 3.91 eV. That is, the adsorption of PEN decreases the work function 
of the palladium surface by 1.43 eV. Previously, Li et al. [53] studied the 
electronic structure of PEN - gold interface and reported that the adsorp-
tion of PEN molecule reduced the work function of the Au(111) surface 
by 0.96 eV. The above results clearly shows that the adsorption of PEN 
significantly decreases the work function of the Pd(100) surface.

7.3.4 PoPulaTion analysis

The charge transfer between the PEN molecule and the Pd(100) metal sur-
face is studied by calculating the atomic charge on the individual systems 
and on the adsorbed system by using a Mulliken atomic charge analysis of 
bond population [74]. The calculated Mulliken charges in the single mol-
ecule (qM) and in the adsorbed system (qads) are summarized in Table 7.1. 
The charges on selected carbon and hydrogen atoms of PEN molecule are 
presented, because the similar trend was observed for all the other carbon 

Figure 7.6 The most stable geometry of pentacene molecule on Pd(100) surface (fisrt 
layer) with the rotational angle of 45º and vertical distance of 2.4 Å.
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and hydrogen atoms. It has been observed that the charge on all the atoms 
of PEN molecule is significantly modified by the adsorption. Particularly, 
the carbon and hydrogen atoms of the PEN molecule acquire charge from 
the metal surface. With respect to the isolated PEN molecule, the total 
Mulliken charge on the PEN molecule in the adsorbed system is increased 
by –0.22 electrons due to the chemisorption. This result shows that there 
is a net charge transfer from the Pd(100) surface to the PEN molecule 
and the charge transfer leads to a positively charged metal surface and a 
negatively charged PEN overlayer, suggesting strong electrostatic interac-
tion between PEN and Pd(100) surface. Previous study on adsorption of 
PEN on Al(100) surface [50] shows that the total Mulliken charge on the 
PEN molecule in the adsorbed system is increased by –0.05 electrons with 
respect to isolated PEN molecule due to physisorption.

7.3.5 densiTy of sTaTes and enerGy leVels

In order to study the charge transfer and the contribution of a particular 
atomic orbital or atom to the energy levels of the adsorbed system, we 

taBle 7.1 Mulliken Charges (in Electron Charge Units) in the Isolated 
Pentacene Molecule (qM) and in the Adsorbed System (qads) 

Atom qM qads

C1 –0.239 –0.293
C2 –0.257 –0.296
C3 –0.240 –0.290
C4 –0.033 –0.066
C5 –0.222 –0.292
C6 –0.035 –0.069
H1 0.257 0.241
H2 0.263 0.246
H3 0.252 0.235
H4 0.251 0.237

*For numbering of atoms see Figure 7.3.
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have calculated the DOS and PDOS on the atoms of PEN molecule in 
the adsorbed system and are compared with the isolated PEN molecule. 
Figure 7.7 shows the total DOS for the isolated PEN, clean Pd(100) sur-
face and PEN/Pd(100) interface. The Fermi level is set to zero. The calcu-
lated DOS of the overall system is approximately equal to the sum of the 
DOS of isolated systems.

The PDOS on carbon of the isolated PEN molecule, in the adsorbed 
system are shown in Figure 7.8. The PDOS for the specific carbon atoms 
C1-C6 (see Figure 7.1 for labeling of atoms) are considered and all the 
remaining atoms follow the similar trend due to symmetry. Figure 7.8 (a-f) 
shows the PDOS on the carbon atoms of isolated PEN molecule and on 
the adsorbed system. It has been observed that the PDOS on the carbon 
atoms of PEN molecule are significantly altered by the adsorption and 
in the adsorbed system PDOS are shifted towards the higher energies in 
comparison with that of the isolated PEN molecule. Figure 7.9 shows the 
PDOS for a specific Pd atom in the clean Pd(100) substrate and in the 
adsorbed system. This Pd atom is located at the bridge site, which is nearer 
to the C6 atom of the PEN molecule. It has been observed that the PDOS 
on the Pd atom decreases while interacting with PEN molecule and shifted 

Figure 7.7 Total density of states of the isolated pentacene molecule, clean Pd(100) 
surface and pentacene/Pd(100) system. The Fermi level is set to zero.
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slightly to lower energies, indicating the transfer of charge from Pd sub-
strate to the PEN molecule. This is in agreement with the results obtained 
from Mulliken population analysis and PDOS on atoms of PEN.

The density plot of the highest occupied molecular orbital (HOMO) 
and lowest unoccupied molecular orbital (LUMO) of PEN is calculated 
and is shown in Figure 7.10. It has been observed that HOMO as well as 
LUMO are delocalized over the entire molecule and are having π-orbital 
character. It has been found that the HOMO (H) and LUMO (L) levels of 
adsorbed system are shifted by 0.26 and 1.62 eV, respectively from the 
values of isolated PEN molecule. As shown in Figure 7.11, the H-L gap 

Figure 7.8a–f Partial density of states on the different carbon atoms in the isolated 
pentacene molecule and in the adsorbed system. The Fermi level is set to zero.
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of isolated PEN molecule is 1.72 eV and in the adsorbed system the H-L 
gap is 0.31 eV. That is, the adsorption of PEN molecule on the Pd(100) 

Figure 7.9 Partial density of states of the palladium atom in the clean Pd(100) surface 
and in the adsorbed system. The Fermi level is set to zero.

Figure 7.10 The density plot of (a) highest occupied molecular orbital (HOMO) and 
(b) lowest unoccupied molecular orbital (LUMO) of pentacene.
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surface reduces the H-L gap by 1.41 eV. Previous study on adsorption of 
PEN on Al(100) surface [50] shows that adsorption of PEN molecule on 
Al(100) surface reduces the H-L gap upto 1.33 eV. Recently, Hahn et al. 
[75] reported that the H-L gap of pyridine molecule decreases by about 
1 eV while interacting with Ag(110) surface.

7.3.6 schoTTKy Barrier heiGhT

One of the most important properties in the study of organic molecule-
metal interface is the Schottky barrier heights (SBHs). The SBH is calcu-
lated from first principle calculations taking into account both the charge 
rearrangement at the interface and bulk contributions of the separate con-
stituents [76, 77] based on core level energy as reference energy [78, 79]. 
In the case of the metal/molecule interface, as shown in Figure 7.12, the 
p-type Schottky barrier height ( )fB

p  is calculated as,

 φB
p

F s
sE E BE= − +1

1int
 

Figure 7.11 Energies of frontier molecular orbitals of pentacene molecule and 
pentacene/Pd(100) interface. Energy gap value (in eV) is given within the parenthesis.
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The charge rearrangement at the interface is calculated as the differ-
ence in energy between the Fermi energy of the adsorbed system (EF) and 
the 1s core level energy of carbon atom in the interface (Eint

1s). The bulk 
contribution is included interms of the binding energy of the same core 
level energy of the carbon atom within the isolated molecule, denoted as 
BE1s. The bulk contribution of the metal surface is built-in with EF, since it 
is expected that the Fermi level of the interface is very nearer to the Fermi 
level of clean Pd surface.

The calculated p-type SBH value for the PEN/Pd(100) interface is 
equal to 0.27 eV. The n-type SBH ( )fB

n  is calculated as,

 φ φB
n

gap
PEN

B
pE= −  

where Egap
PEN , is the band gap of the PEN molecule. The calculated band gap 

for the isolated PEN molecule is about 1.72 eV, with this band gap value 
the calculated n-type SBH is 1.45 eV. The experimental band gap value 
of PEN reported by Sakamoto et al. is 2.09 eV [80]. The DFT method 

Figure 7.12 Schematic diagram showing calculation of Schottky barrier height.
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underestimates the band gap by about 0.4 eV. With the experimental band 
gap value, the calculated n-type SBH is 1.82 eV. The calculated SBH val-
ues show that PEN/Pd(100) interface is favorable for hole injection than 
the electron injection, because the SBH for electron is higher than that of 
hole. This result is in agreement with the previous study on adsorption of 
PEN on Al(100) surface, which show that the injection of hole is easier in 
the PEN/Al(100) interface than the electron injection [50]. These results 
clearly show that the PEN molecule can be used as a p-type organic semi-
conducting material in organic electronic components.

7.4 ConClusions and outlooK

The first principle calculations within the framework of DFT have been 
performed to study the adsorption of pentacene molecule on Pd(100) sur-
face. The most stable adsorption geometry and the electronic properties of 
PEN/Pd(100) interface have been calculated. The most stable adsorption 
structure was found at bridge site orientation with 45° of orientation of 
PEN molecule on Pd(100) surface and vertical distance of 2.4 Å, and the 
adsorption is chemisorption with the adsorption energy of –3.12 eV. The 
analysis of electronic states and atomic charges shows that the charge is 
transfer from Pd(100) surface to pentacene molecule and PEN/Pd (100) 
interface is favorable for hole transport. The above results clearly shows 
that the DFT with plane wave and pseudopotential approach can be used 
to study the structure and electronic properties of organic molecule, metal 
surface and organic molecule/metal interfaces.
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aBstraCt

We report a comprehensive Density Functional Theory (DFT) explo-
ration on the C-H bond activation of methane, an important step of 
the conversion reaction of methane to liquid fuels, over pristine and 
bimetallic Pt and Pd tetramers. Subnanoclusters exhibit great prom-
ise for catalytic activities, implicitly much greater than monolith. 
Understanding the C-H cleavage of methane is significant in designing 
suitable catalysts. Doping is known to be an excellent and simple way 
of catalyst design and bimetallic nanoparticles are more promising due 
to synergetic effect. The lowest energy barrier is calculated for PdPt3 
system with more active Pt-site than Pd-site. The reaction is found to 
exothermic when methane is bound to the Pt-site of the subnanome-
ter clusters. For methane attached to the Pd-site, the reaction is mostly 
endothermic in nature. Our study demonstrates that bimetallic subnano-
meter clusters with active Pt-site, enhance the ability for methane C-H 
bond activation.

8.1 introduCtion

Functionalization of alkane through C-H bond activation by transition 
metals has attracted enormous attention in the last several decades to 
secure the supply of chemicals, energy and fuels in the future [1–4]. The 
controlled activation of small, relatively inert molecules has been a ubiq-
uitous subject matter in transition metal chemistry since its resurgence 
began in the late 1950s. To date, binding of methane to metal centers has 
resulted in altered and/or improved reactivity in a variety of molecules, 
through associated changes in the relative energies of their orbitals or their 
polarity. In this regard, many experimental works [5–8] and rather lim-
ited theoretical works [9–12] have been presented on C-H bond activation. 
These studies have been motivated by the availability of methane- it is the 
main constituent of natural and bio-gas and present in enormous quantity 
on our planet [8]. Methane chemistry experiences a bang not only because 
of its massive reserves and resources but also because of enhanced pro-
duction technology.
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But there are very few practical methods for direct conversion of 
alkanes to more valuable products due to chemical inertness. Reactions 
are possible at high temperatures, but desired products are not obtained as 
such reactions are not readily controllable and usually give economically 
unattractive products [13]. Gas phase reactions over solid catalysts con-
stitute a significant fraction of large–scale industrial processes for energy 
conversion [14]. Mono or bimetallic nanoclusters have received much 
interest in scientific research and industrial applications due to their unique 
large surface to volume ratio and quantum size effects [15, 16]. Noble 
metals exhibit very good performance for a number of these processes, 
but usage can be sometimes too expensive. Therefore, highly selective, 
efficient and robust catalysts are therefore important to meet this chal-
lenge. One method for reducing the amount of noble metals required for a 
reaction is substitutional doping [17]. It has been demonstrated by various 
studies that metal-doped bimetallic clusters are more compelling due to 
the complex structure which offers more opportunity to enhance catalytic 
performance [18–22].

Binding of methane to metal centers has resulted in altered and/or 
improved reactivity in a variety of molecules, through associated changes 
in the relative energies or polarity. In this regard, many experimental 
works and rather limited theoretical works have been presented on C-H 
bond activation. Nizovtsevix [23] carried out activation of C–H bond in 
methane by Pd atom from the bonding evolution theory perspective. He 
found that redistribution of electron density occurred in the course of C-H 
bond activation in methane. In another study by Choudhary and Goodman 
[10], using Ni and Ru model catalysts, which illustrates the efficiency of 
model catalyst studies in providing a greater understanding of the meth-
ane activation process. Siegbahn et al. [24] studied Pt+-catalyzed oxida-
tion of methane in detail by extensive calculations and experiments to 
gain complete understanding of different elementary steps involved and 
to investigate the accuracy of computational methods for reactions involv-
ing transition metals. Their study found that calculations are quite suc-
cessful in reproducing the experimental results. Zapol et al. [25] carried 
out methane bond activation by Pt and Pd subnanometer clusters in gas 
phase as well as supported on graphene and carbon nanotubes. Pt-clusters 
are found to have higher activity over Pd cluster for CH4 dissociation. 
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For the supported clusters, size and chirality of the support tailor their 
catalytic activity resulting in lower barriers. Sun et al. [12] performed 
a theoretical study to explore the catalytic activation of C–H bonds in 
methane by the iron atom, Fe, and the iron dimer, Fe2. Their findings 
indicate that the iron dimer Fe2 has a stronger catalytic effect on the acti-
vation of methane than the iron atom. This study serves as the probe for 
the activation mechanism of methane on very small Fe clusters, providing 
an interesting contrast to the bulk solid. Although a number of studies on 
the C-H bond activation on transition metals have been performed. But, 
to date, only a few studies have been carried out on the bimetallic clus-
ters on how methane will interact on the bimetallic environment. By dint 
of potential prominence and finite information, we carry out a detailed 
Density Functional calculation with the objective to prepare robust cata-
lyst with higher activity and shed light on the fundamental step of meth-
ane conversion.

8.2 materials and methods

We presented here a comparative theoretical study of the catalytic activ-
ity of pristine palladium and platinum tetramer nanoclusters and their 
bimetallic counterparts. All the density functional calculations were per-
formed using double numerical plus polarization (DNP) basis set imple-
mented in DMol3 package [26, 27]. Geometry optimizations and frequency 
analysis were done by treating the exchange-correlation interaction with 
generalized gradient approximation (GGA) using Becke-Lee-Yang-Parr 
(BLYP) [28–30] exchange-correlation functionals. The valence electrons 
are described by double numerical basis set with polarization function 
and the core electrons are described with local pseudo-potential (VPSR) 
which accounts for the scalar relativistic effect expected to be significant 
for heavy metal elements in the periodic table [31, 32]. The DNP basis 
set has a computational precision quite comparable to split-valence basis 
set 6–31G** of Gaussian. We used inversion iterative subspace (DIIS) 
approach in order to speed up SCF convergence. To improve computa-
tional performance, a global orbital cutoff of 4.5 Å was employed. Self-
consistent field (SCF) procedures are done with tolerances of the energy, 



A comparative theoretical investigation 247

gradient and displacement convergences: 1 × 10–5 Ha, 2 × 10–3 Ha. Å–1 and 
5 × 10–3 Å, respectively.

The DFT calculations are performed under the GGA with exchange-
correlation functional BLYP, which is combination of exchange func-
tional developed by Becke with the gradient corrected functional of 
Lee-Yang-Parr [28]. Systematic density functional study has been per-
formed on transition metal clusters and the results are in good agreement 
with experimental values [24]. Spin multiplicity plays an important role on 
the stability of metal complexes. Considering the spin polarization, every 
structure is optimized at two spin states (M = 1 and 3), and the structure 
with the lowest energy for each case is considered. For the superior sys-
tems obtained from the above considered spin states –the reaction has been 
studied for six spin multiplicities, M = 1, 2, 3, 4, 5 and 6, in order to have 
a better understanding. The potential energy profile (including geometries 
and energies of reactant, intermediates, transition states and products) for 
the activation of CH4 from molecular form, passing over the transition 
state (TS) to the dissociative form by mono and bimetallic palladium and 
platinum tetramers investigated at the DFT level of theory. A schematic 
potential energy surface of the reaction is constructed to search the most 
dominant cluster to carry out the reaction suitably. For a bimetallic system, 
e.g., Pd2Pt2, the reaction starts with the adsorption of CH4 on Pd2Pt2 form-
ing the molecularly adsorbed species. However, there is the possibility 
of adsorbing CH4 on Pd- or Pt-site. Therefore, we have considered both 
the pathways; Pd2Pt2 – where CH4 is adsorbed on the Pt-site and Pt2Pd2 – 
where CH4 is adsorbed on the Pd-site of the considered system. Thus, the 
possible adsorption sites have been considered for all the systems studied 
(Pd3Pt, Pd2Pt2 and PdPt3). Frequency calculations have been performed on 
the optimized geometries of the clusters and almost all the clusters and are 
found to be positive for all the structures confirming them to be at energy 
minima.

The most plausible pathways for the activation of CH4 investigated 
during present study

Pt Pd CH Pt Pd CH Pt Pd HCHn m n m n m+ → → →4 4 3transition state

  (Reactant) (MA) (TS) (DA)
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We have calculated the bond length, bond angle, vibrational frequency 
and binding energy of the adsorbed CH4 molecule onto the metal clusters. 
The binding energy of methane molecule on PtmPdn cluster is defined as:

 BE = E(cluster) + E(CH4) – E(cluster – CH4 adduct) (1)

where, E(bare cluster) is the total energy of the cluster, E(CH4) is the total energy 
of the methane molecule and E(cluster – CH4 adduct) is the total energy of the 
combined system.

In order to verify the reliability of our calculation we have compared 
the results with one of the reported studies on structural stability of Pt4CH4 
[24]. It was found that Pt-C, Pt-H and C-H bond lengths are in good agree-
ment with the reported study.

8.3 results and disCussion

8.3.1 ch4-Pt4 and ch4-Pd4 sysTems

For the CH4-Pt4 system the calculations have been done in six different spin 
multiplicities, M = 1, 2, 3, 4, 5 and 6, without imposing any symmetry con-
straints. For the palladium tetramer two spin states are considered, M = 1 
and 3. The reaction for the activation of methane from molecular form 
starts with the reactants (methane and the cluster) separated, passing over 
the C-H bond insertion TS to the dissociative adsorption form (DA). The 
relative energies for this reaction are reported in Table 8.1, the optimized 

taBle 8.1 Table for Barrier Height (kcal.mol–1 and eV)

system kcal.mol–1 ev

Pt4 4.30 0.18
Pd4 25.29 1.01
PdPt3 (Pt-active site) 3.01 0.13
Pt3Pd (Pd-active site) 21.13 0.91
Pd2Pt2 (Pt-active site) 6.20 0.26
Pt2Pd2 (Pd-active site) 24.00 1.03
Pd3Pt (Pt-active site) 10.59 0.46
PtPd3 (Pd-active site) 43.8 1.89
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geometries (including bond lengths, bond angle and the Hirshfeld charge 
of reactant, intermediates, transition states and products) for the reaction 
are illustrated in Figures 8.1 and 8.2, energy profile (including energies 
of reactant, intermediates, transition states and products) of these reaction 
steps is given in Figures 8.3 and 8.4.

Our calculations show that the ground state of the Pt- tetramer is a 
quintet state and Pd- tetramer is stable at the triplet state (the total spin 
multiplicity: M = 2S+1, where S is the total spin). Of all the spin states 
taken into account, each structure having the most stable lowest energy 
structure has been taken into consideration. For the MA, the lowest ener-
gized structure is in spin quartet, and the ground state for TS and DA are 
found to be stable in their triplet electronic state for the platinum tetra-
mic system. For the Pd4 system the stable spin states for MA, TS and DA 
are singlet. It has been seen from the Hirshfeld charges in Figure 8.1(a) 
and 8.1(b), a small amount of electron density is transferred from cluster 
to RC and TS (with a difference of 0.10 and 0.20 |e| across the systems, 
respectively). The binding energy of methane with Pt4 is obtained to be 
24.67 kcal.mol–1, which is similar to the one reported by Siegbahn et al. 

Figure 8.1 Optimized structures of transition state and intermediates for methane 
activated with Pt4, for selected structural parameters (distances in Å, bond angle in degrees) 
and Hirshfeld charges (shown in italic, in |e|).

Figure 8.2 Optimized structures of the intermediates involved for methane activation 
over Pd4, for selected structural parameters (distances in Å, bond angle in degrees) and 
Hirshfeld charges (shown in italic, in |e|).
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[24] and that for Pd4 is 19.25 kcal.mol–1, indicating a higher affinity for 
binding methane by the platinum cluster. As the reaction proceeds, the 
angle between C-Pt-H increases and the bond Pt-C and Pt-H strength-
ens. The Pd-C and Pd-H bond is compressed by 0.30 Å each along the 

Figure 8.3 Calculated energy profile for the activation of methane over Pt4. The total 
energy of the reactants is taken as zero.

Figure 8.4 Calculated energy profile for the activation of methane over Pd4. The total 
energy of the reactants is taken as zero.
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reaction for the Pt4 system, whereas, 0.79 Å and 0.71 Å, respectively 
for the Pd4 system. During the cleavage of the C-H bond, the reactants 
go through the TS with an imaginary frequency of 625i cm–1 Pt4 and 
978.7i cm–1 for Pd4 system, assigned to the vibration of C-H bond. The 
activation energy for C–H bond breaking reaction is exothermic on Pt4 
clusters as shown in Figure 8.1, but is endothermic on Pd4 system as 
seen from Figure 8.4. In comparison, other studies [25] have found bar-
riers for C–H bond breaking in methane to be 0.1 eV on a Pt4 cluster, 
which is in good agreement to our findings. The barrier height of the TS 
is computed to be 4.3 kcal.mol–1 (0.18 eV), as shown in Table 8.1–8.4, 
and the dissociation is exothermic by 41.5 kcal.mol–1 (1.7 eV). For the 
Pd4 system, a barrier height of 25.29 kcal.mol–1 (1.01 eV) is obtained, in 
agreement with previous calculation by Zapol et al. [25]. Thus, tetramer 
platinum cluster serves as a predominant system for methane activation 
as compared to the palladium counterpart.

8.3.2 PdPt3 and Pt3Pd sysTems

For a bimetallic system, the reaction starts with the adsorption of CH4 
on PdPt3 forming an electrostatically bound methane complex. However, 
there is the possibility of adsorbing CH4 on Pd- or Pt-site. Figures 8.5 
and 8.6 shows the various intermediate states along with the geometri-
cal parameters involved in the reaction over the dimeric PdPt3 system. 
Therefore, we have considered both the pathways; PdPt3-CH4 (path I 
shown in Figure 8.5), where methane is adsorbed on the Pt-site and 
Pt3Pd-CH4 (path II shown in Figure 8.6) where methane is adsorbed on the 
Pd-site of system.

Figure 8.5 Optimized structures of transition and intermediate states for methane 
activated with PdPt3- Pt site considered for the reaction, for selected structural parameters 
(distances in Å, bond angle in degrees) and Hirshfeld charges (shown in italic, in |e|).
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For the PdPt3-CH4 system the calculations have been done in six dif-
ferent spin multiplicities, M = 1, 2, 3, 4, 5 and 6, without imposing any 
symmetry constraints. For the considered system, triplet state is found 
to be the lowest energy states for cluster and MA, whereas, TS and DA 
are found to be stable at their doublet spin state. The system with Pd as 
the active site (Pt3Pd) is calculated at singlet and triplet states. For this 
system all the structures are stabilized in the triplet state. The binding 
energy of methane for PdPt3 and Pt3Pd systems are 24.98 kcal.mol–1 and 
21.28 kcal.mol–1, respectively. Thus, CH4 has a higher binding affinity 
for the Pt-site as compared to the Pd-site. Similar trend in the trans-
fer of electron density has been observed with a difference of 0.13 and 
0.16 electrons across the reaction for the Pt- and Pd-sites, respectively. 
For both the considered sites the C-M-H (M = Pt or Pd) bond angle 
increases and the M-C and M-H bond lengths decrease. The difference 
in M-C and M-H bond lengths from the reactant to the product is almost 
same for either sites, i.e. compressed by 0.32 Å and 0.29 Å, respectively. 
As seen from Figure 8.7, the reaction is exothermic for both sites, but 
the exothermicity is higher when methane is attached to the Pt-site of 
the PdPt3 cluster. The TS is associated with an imaginary frequency of 
840.9i cm–1 and 992.3i cm–1, respectively for the pathway I and II, owing 
to the vibration of C-H bond. The C-H bond is dissociated by crossing 
TS involving energy barriers of 3.0 kcal.mol–1 (path I) and 21.12 kcal.
mol–1 (path II) as summarized in Table 8.1. Thus, it is seen that energy 
barrier gap has a considerable difference when methane is adsorbed at 
the two different sites of a bimetallic system. This shows that Pt-site has 
a higher activity than Pd-site of the PdPt3 system for C–H bond breaking 
of methane.

Figure 8.6 Optimized structures of transition state and intermediates for methane 
activated with PdPt3-CH4 adsorbed on Pd-site, for selected structural parameters (distances 
in Å, bond angle in degrees) and Hirshfeld charges (shown in italic, in |e|).
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8.3.3 Pd2Pt2 and Pt2Pd2 sysTems

As mentioned above two possible sites have been taken into consider-
ation for the said reaction- Pd2Pt2-CH4 (path I shown in Figure 8.8), where 
methane is adsorbed on the Pt-site and Pt2Pd2-CH4 (path II shown in 
Figure 8.9) where methane is adsorbed on the Pd-site of the system. For 
pathway I reaction has been performed for six spin multiplicities (M = 1, 
2, 3, 4, 5 and 6) and found that cluster is stable at triplet state, MA and TS 
at doublet, and DA is stabilized at singlet state. Singlet and triplet states 
have been considered for path II, where all the intermediates are found to 
have attained stability in their triplet states. The binding energy values for 
methane adsorption on Pt-site is 24.56 kcal.mol–1 and that for Pd-site is 
21.34 kcal.mol–1, showing a higher binding affinity of the Pt-site for the 
Pd2Pt2 system also. The difference in electron density is found to be 0.16 
and 0.17 electrons across the reaction for the Pt- and Pd-site, respectively. 
The C-M-H bond angle (M = Pt or Pd) increases and the M-C and M-H 
bond lengths decrease. The difference in M-C and M-H bonds from the 
reactant to the product is almost same for either sites, i.e., shortened by 
0.64 Å (Pt-C bond) and 0.54 Å (Pt-H bond) for path I, likewise, 0.64 Å 
(Pd-C bond) and 0.55 Å (Pd-H bond) for path II.

Figure 8.7 Potential energy profile for the activation of methane over PdPt3 at the two 
active sites. The total energy of the reactants is taken as zero. (Green lines – Pt as the 
reactive site, black lines – Pd as the active site for carrying out the reaction).
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From Figure 8.10, it is seen that the reaction is exothermic when meth-
ane is adsorbed on the Pt-site, but slightly endothermic when the reac-
tion is associated with Pd-site. The transition states are associated with 
an imaginary frequencies of 639.5i cm–1 and 871.1i cm–1, respectively for 
the pathway I and II, corresponding to the vibration of C-H bond. The 
C-H bond is activated by crossing TS involving barrier heights of 6.2 
kcal.mol–1 (path I) and 24.0 kcal.mol–1 (path II), summarized in Table 8.1. 
For the Pd2Pt2 system also it is seen that a smaller energy barrier is associ-
ated when methane is adsorbed on the Pt-site.

8.3.4 Pd3Pt and PtPd3

The first step of the association reaction forming an electrostatically bound 
methane complex takes place at two active sites for the PtPd3 system. For 
this system the reaction is carried out at singlet and triplet spin multiplici-
ties as it play an important role in the stability of metal complexes. When 
Pt is the active site of the reaction, all the structures are stable at triplet state 
except for DA which is stable at singlet spin state. For the reaction carried 
on Pd as active site- the cluster and the metal complexes are found to have 

Figure 8.8 Optimized structures of the intermediates involved in the activation of 
methane on Pd2Pt2-Pt as active site, for selected structural parameters (distances in Å, bond 
angle in degrees) and Hirshfeld charges (shown in italic, in |e|).

Figure 8.9 Optimized geometries of the transition and intermediate states involved in 
the activation of methane on Pt2Pd2-Pd as active site, for selected structural parameters 
(distances in Å, bond angle in degrees) and Hirshfeld charges (shown in italic, in |e|).
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attained stability in their triple state. The binding energy of methane to 
the Pt and Pd-sites are calculated as 20.14 kcal/mol–1 and 19.89 kcal.mol–1 
respectively. The Pd-C/Pd-H bond lengths contract by 0.62 Å/0.42 Å and 
0.97 Å/0.61 Å, respectively for the Pt and Pd-active sites of the cluster. 
Small amount of charge transfer is taking place as seen from Figures 8.11 
and 8.12. The M-C-H bond angle increases along the reaction.

The reaction is exothermic when methane is bound to the Pt-site as seen 
from Figure 8.13, but endothermic when the reaction is carried out on the 
Pd-site. The reaction proceeds from the molecular adsorption to the DA of 
methane, via transition state, associated with an imaginary frequency of 

Figure 8.10 Potential energy curves for the activation of methane over bimetallic 
Pd2Pt2 system carried out for two active sites. The total energy of the reactants is taken as 
zero (Orange lines – Pt as the reactive site, black lines – Pd as the active site for carrying 
out the reaction).

Figure 8.11 Optimized geometries of the transition and intermediate states involved in the 
activation of methane on PdPt3-Pt as active site to carry the reaction, for selected structural 
parameters (distances in Å, bond angle in degrees) and Hirshfeld charges (shown in italic, in |e|).
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Figure 8.13 Potential energy diagram for the activation of methane over bimetallic 
PtPd3 system carried out for two active sites. The total energy of the reactants is taken as 
zero. (Red lines – Pt as the reactive site, black lines – Pd as the active site for carrying out 
the reaction).

853.2i cm–1 for the Pt- active reaction site and 978.9i cm–1 for the Pd-site. 
Transition states involve barrier heights of 10.59 kcal.mol–1 (active Pt-site) 
and 43.8 kcal.mol–1 (active Pd-site), summarized in Table 8.1. For this sys-
tem also, smaller energy barrier is linked to the Pt-site.

8.4 ConClusion

We have carried out a systematic comparative density functional study on 
the pristine Pt and Pd tetramer and their bimetallic counterparts at differ-
ent spin multiplicities. The C-H bond breaking is the fundamental step of 

Figure 8.12 Optimized geometries of the transition and intermediate states involved 
in methane activation on Pt3Pd system-Pd as active site, for selected structural parameters 
(distances in Å, bond angle in degrees) and Hirshfeld charges (shown in italic, in |e|).
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the conversion reaction of methane to value added products. The potential 
energy profile (including geometries and energies of reactant, interme-
diates, transition states and products) for methane C-H bond activation 
promoted by mono- and bimetallic Pd and Pt subnanoclusters investigated 
at the DFT level of theory to better understand the higher activity of the 
bimetallic system and preference of Pt-site over the Pd-site.

The study reveals that when methane binds with a higher affinity to 
a cluster, less energy is required to cross the TS barrier. Higher energy 
barrier for the activation of C-H bond in methane is associated with 
pristine as well as substituted Pd clusters (reaction carried on the Pd-site 
of the bimetallic PtmPdn systems). Thus, for Pd-site of bimetallic clus-
ters considered – the aforementioned reaction is mostly endothermic 
in nature, except on Pt3Pd – which is weakly exothermic. Reaction for 
CH4 dissociation on pure Pt and bimetallic cluster, where, Pt is consid-
ered as active site, are exothermic in nature. The lowest barrier height 
is obtained – PdPt3 (Pt-site acting as the reactive site), followed by Pt4, 
Pd2Pt2 and then Pd3Pt. Thus the activity order is: PdPt3 > Pt4 > Pd2Pt2> 
Pd3Pt > Pt2Pd2. Thus, Pt4 and substituted Pt cluster (Pt-acting as active 
site for the reaction) are found to have higher activity for C-H bond 
breaking of methane.
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aBstraCt

Due to diverse applications in the field of science and engineering, 
study of bi-metallic nano alloy clusters is very much popular. Among 
such nano clusters, the compound formed between Cu-Ag has gained 
considerable interest because of their unique optical, electronic and 
magnetic properties. Density functional theory (DFT) is one of the most 
popular techniques of quantum mechanics to study the electronic prop-
erties of materials. Conceptual DFT-based descriptors are indispens-
able tools to correlate the experimental properties of nano compounds 
and composites. In this report, we have studied CuAgn; (n = 1–8) nano 
alloy clusters within theoretical framework of DFT at B3LYP level. 
The calculated nano alloy clusters show interesting odd-even oscilla-
tion behaviors, indicating even number of clusters show higher stability 
as compare to their neighbor odd number clusters. A close agreement 
between experimental bond length and computed data also reflect in 
this analysis.

9.1 introduCtion 

Since last decade, nanomaterials and nanotechnology have emerged as 
a new branch in the research domain of science and technology [1]. 
Due to presence of a large number of quantum mechanical and elec-
tronic effects, nanoparticles possess various unique physico-chemical 
properties [2–4]. The classification of nanoparticles is done in terms 
of size range of 1–100 nm. That particular size range exists between 
the levels of atomic/ molecular and bulk material [5]. But, there are 
still some instances of nonlinear transition of certain physical proper-
ties, which may vary depending on their size, shape and composition 
[6, 7]. A large number of available experimental and theoretical scien-
tific reports describe the effects of size and structure which change the 
optical, electronic, magnetic, chemical and other physical properties of 
nanoparticles [1, 3, 4]. A deep insight into the research of nanoparticles 
with well-defined size and structure may lead to some other alterna-
tives for better performance [8]. The nanoparticles, due to its enormous 
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applications in the areas of biological labeling, photochemistry, cataly-
sis, information storage, magnetic device, optics, sensors, photonics, 
optoelectronics, nanoelectronics, etc., have got immense importance 
[1, 3, 9–11].

The noble metals can be extensively applied in several technologi-
cal areas due to its superior catalytic, magnetic and electronic properties 
[12–18]. There are number of instances where positive conjoint effects of 
two or more noble metals on the above-mentioned properties have been 
explained [13, 19–20]. Now-a-days, different compositions of nano alloys 
are being utilized for advancement of methodologies and characteriza-
tion techniques [13, 19, 21]. A thorough study of core-shell structure of 
nano compounds is very much popular as because its properties can be 
tuned through the proper control of other structural and chemical param-
eters. Group 11 metal (Cu, Ag and Au) clusters exhibit the filled inner 
d orbitals with having one unpaired electron in the valence s shell [22]. 
This electronic arrangement is responsible to reproduce the exactly simi-
lar shell effects [23–27] which are experimentally observed for the alkali 
metal clusters [28–30]. Among the nano clusters of Group 11 elements, 
the compound formed between Cu-Ag is very much popular due to its 
large scale applications. The exact position of silver within Copper-Silver 
core-shell structure is highly important. The location of sliver has a con-
trolling effect on the optical properties of such particles as because optical 
properties are governed by plasmon resonance frequency of silver, which 
is also dependent on its structural environment [31]. It has been already 
established that copper-silver bi-metallic nano clusters, as catalysts can 
enhance the reaction efficiency and selectivity [32, 33]. Though, a number 
of experimental studies have been done on this particular type of com-
pounds, a theoretical analysis invoking density functional theory (DFT) 
is still unexplored.

Since the last couple of years DFT has been dominant method 
for quantum mechanical computation of periodic systems. Due to its 
computational friendly nature, DFT is very much popular to study the 
many- body systems [8]. Super conductivity of metal based alloys 
[34], magnetic properties of nano alloy Clusters [35, 36] quantum 
fluid dynamics [37], molecular dynamics [38], nuclear physics [39, 40] 
can be extensively studied by DFT methodology. Recently, we have 
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established the importance of DFT-based descriptors in the domain of 
drug designing process and nano-engineering materials [41–47]. The 
study of DFT has been broadly classified into three sub categories viz. 
theoretical, conceptual, and computational [48–51]. The conceptual 
DFT is highlighted following Parr’s dictum “accurate calculation is not 
synonymous with useful interpretation. To calculate a molecule is not to 
understand it” [52].

In this venture, we have successfully studied some bi-metallic nano-
clusters containing Cu and Ag, in terms of DFT-based global descrip-
tors, namely hardness, electronegativity, HOMO-LUMO Gap, softness, 
electrophilicity index and dipole moment. An attempt has been made to 
correlate the properties of instant compounds with their computational 
counterparts.

9.2 Computational details 

In this study, we have made an analysis on the bi-metallic Nano Alloy 
clusters of Cu-Agn where n = 1–8. 3d modeling and structural optimiza-
tion of all the compounds have been performed using Gaussian 03 soft-
ware package [53] within DFT framework. For optimization purpose, 
Becke, three parameter, Lee-Yang-Parr (B3LYP) exchange correlation 
with basis set LanL2DZ has been adopted. The used computation meth-
odology in this paper is based on the molecular orbital approach, using 
linear combination of atomic orbitals. Z-axis has been chosen for the 
spin polarization axis. In this process, the symmetrized fragment orbit-
als (SFOs) are combined with auxiliary core functions (CFs) to ensure 
orthogonalization on the (frozen) core orbitals (COs). The quadrupole 
moment of molecule is calculated in terms of analytical integration 
methodology.

Invoking Koopmans’ approximation [54], we have calculated ioniza-
tion energy (I) and electron affinity (A) of all the nano alloys using the 
following equations

 I = – εHOMO  (1)

 A = – εLUMO  (2)
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Thereafter, using I and A, the conceptual DFT-based descriptors viz. 
electronegativity (χ), global hardness (η), molecular softness (S) and elec-
trophilicity index (ω) have been computed. The equations used for such 
calculations are as given under:

  χ µ= − =
+I A
2

 (3)

where, μ represents the chemical potential of the system.

 η =
−I A
2

 (4)

 S = 1
2η

 (5)

 ω
µ
η

=
2

2
 (6)

9.3 results and disCussions 

A detail theoretical analysis of CuAgn (n = 1–8) nano alloy clusters has 
been performed interms of electronic structure theory. The orbital ener-
gies in form of highest occupied molecular orbital (HOMO)– lowest 
unoccupied molecular orbital (LUMO) gap along with computed DFT-
based descriptors for instant nano clusters namely molecular electroneg-
ativity, global hardness, global softness and global electrophilicity index 
have been reported in the Table 9.1. The molecular dipole moment in 
debye unit is also reported in the Table 9.1. The quadrupole moment of 
the same nano clusters along with different axes are represented in the 
Table 9.2. Computed data from Table 9.1 reveals that HOMO-LUMO 
gaps of the Cu-Ag nano clusters are maintaining direct relationship with 
their evaluated global hardness values. As the frontier orbital energy gap 
increases, their hardness value increases. This trend is expected on the 
basis of experimental point of consideration. As the molecule possesses 
the highest HOMO-LUMO gap, it will be the least prone to response 
against any external perturbation. From the Table 9.1, it is clear that 
CuAg5 is the least reactive species whereas CuAg8 will exhibit maximum 
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response. Though there is no such available quantitative data of opti-
cal properties of aforesaid clusters, we can assume that there must be 
a direct qualitative relationship between optical properties of Cu-Ag 
nano clusters with their computed HOMO-LUMO gap. The assump-
tion is based on the fact that optical properties of materials are inter-
related with flow of electrons within the systems which in turn depend 
on the difference between the distance of valence and conduction band. 
There is a linear relationship between HOMO-LUMO gap with the dif-
ference in the energy of valence-conduction band [55]. On that basis, we 
may conclude that optical properties of instant bi-metallic Nano clusters 
increase with increase of their hardness values. Similarly softness data 

taBle 9.2 Computed Quadrupole Moment in (a.u) of CuAgn; n = 1–8 Nanoalloy Clusters

species name Quad- xx Quad- xy Quad- xz Quad-yy Quad-yz Quad-zz

CuAg –34.124 0.000 0.000 –48.297 0.000 –26.398
CuAg2 –54.179 0.000 0.000 –54.077 0.000 –52.055
CuAg3 –66.191 0.000 0.000 –70.058 0.000 –74.549
CuAg4 –78.670 0.000 0.000 –94.785 0.000 –94.507
CuAg5 –105.508 0.002 0.000 –104.899 0.000 –114.399
CuAg6 –134.542 0.000 0.000 –124.213 0.000 –127.726
CuAg7 –139.402 –1.362 0.000 –151.424 0.000 –154.708
CuAg8 –174.630 –0.000 0.000 –160.596 0.000 –166.403

taBle 9.1 Computed DFT-Based Descriptors of CuAgn; n = 1–8 Nanoalloy Clusters

species 
name

humo-Lumo 
gap (ev)

χ	(eV) η	(eV) s (ev) ω	(eV) Dipole moment 
(debye)

CuAg 3.003 4.250 1.502 0.333 2.125 0.241
CuAg2 1.823 3.850 0.912 0.548 1.925 0.398
CuAg3 1.904 3.918 0.952 0.525 1.959 3.0075
CuAg4 1.632 3.564 0.816 0.612 1.783 0.000
CuAg5 3.047 3.891 1.523 0.328 1.945 0.258
CuAg6 1.768 3.442 0.884 0.565 1.721 0.225
CuAg7 1.851 3.918 0.925 0.541 1.959 0.958
CuAg8 1.523 3.754 0.762 0.656 1.877 1.097
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exhibits an inverse relationship towards the experimental optical proper-
ties. Although the same type of direct relationships are observed in case 
of computed electronegativity, electrophilicity index and dipole moment 
along with their HOMO- LUMO gap, but for CuAg5 and CuAg6 cluster 
an exception is marked. The linear correlation between HOMO-LUMO 
gap along with their computed softness is lucidly plotted in the Figure 
9.1. The high value of correlation coefficient (R2 = 0.976) validates our 
predicted model.

The quadrupole charge separation is represented in form of quadrupole 
moment according to Buckingham convention in the Table 9.2. The quadru-
pole moment values in different axes are represented in atomic unit (a.u).

As per the cluster physics, dissociation energy and second difference 
of total energy have a marked influence on the relative stability of a par-
ticular system. These two energies are highly sensitive quantities and they 
exhibit pronounced odd-even oscillation behavior for neutral and charged 
clusters, as a function of cluster size [56]. The similar type of alternation 
behavior is also exhibited by the HOMO-LUMO gap of any particular 
compound. It has already been reported that cluster with an even number 
of total atoms exhibits less reactivity and possesses larger HOMO-LUMO 

Figure 9.1 A Linear Correlation Plot between Global Softness Vs HOMO- LUMO Gap.
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gap whereas the reverse trend is observed for the cluster containing a total 
odd number of the atoms [57–60]. The stability of the even number elec-
tronic cluster is actually an outcome of their closed electronic configuration 
which always produces extra stability. We have reported HOMO-LUMO 
gap as a function of cluster size in Figure 9.2. It is distinct from Figure 9.2 
that the bi-metallic clusters containing even number of total atoms possess 
higher HOMO-LUMO gap as compared to the clusters having odd number 
of total atoms. So, our computed data supports the experimental odd-even 
alternation behavior of bi-metallic nano-clusters.

A comparative analysis has been made between experimental 
bond length [61–63] and our computed data of the species namely 
Ag2, Cu2 and CuAg. The same is reported in Table 9.3. A close agreement 

taBle 9.3 The Calculated Bond Length (Å) of Ag2, Cu2, and CuAg Species

species Theoretical Bond Length experimental Bond Length

Ag2 2.610 2.5356

Cu2 2.259 2.2257

CuAg 2.432 2.3758

Figure 9.2 The size dependence of HOMO- LUMO Gap of CuAgn (n = 1–8) nano 
alloy clusters.
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between experimental report and our computed bond length is reflected 
form the Table 9.3. It supports and validates our analysis.

9.4 ConClusion 

In recent day, bi-metallic nano alloy clusters have got immense impor-
tance for its diverse nature of applications. A marked optical property 
is observed in case of nano cluster containing group 11 metals, namely 
Copper and Silver. In this paper, we have studied the system of CuAgn; 
(n = 1–8) nano alloy clusters in terms of conceptual DFT-based descrip-
tors namely global hardness, electronegativity, softness, electrophilicity 
index and dipole moment. In this analysis, it is observed that the computed 
HOMO-LUMO gap runs hand in hand along with it evaluated global hard-
ness. As in absence of any quantitative benchmark, the optical property 
of Cu-Ag nano cluster has been assumed to be exactly equivalence of it 
HOMO-LUMO gap. Here our evaluated data reveals that optical prop-
erty of these compounds maintains a direct relationship with hardness and 
inverse relationship with softness. This trend is expected from the con-
sideration of other experimental facts. The high value of regression coef-
ficient between hardness and HOMO-LUMO gap successfully supports 
our predicted model. The computed quadrupole moment data of above 
mentioned nano clusters also exhibit the quadrupole charge separation 
nicely. Our computed bond lengths for the species Cu2, Ag2, and CuAg are 
in very well agreement with the experimental data. In this study, the effect 
of even-odd oscillation behavior on HOMO-LUMO gap is also reflected.

Keywords

 • bi-metallic nano alloy

 • density functional theory

 • electrophilicity index

 • hardness

 • softness
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aBstraCt

Solitons are the solutions of nonlinear partial differential equations 
whose modal behavior can be described by a nonlinear Klein-Gordon 
(NLKG) equation that is derived through variational principle based on 
a generalized Hamiltonian. It is known that solitons gives robust solu-
tions that can retain their shape to a longer extent without any distortion 
and hence also treated as particles. In the realm of their application in 
nonlinear optical fiber communications as well as in various nano-struc-
tured devices, NLKG equation seems to be a better option. It is a PDE 
with second order spatial and temporal terms that describe the nonlinear 
modes in the communication systems involving both ferroelectrics and 
metamaterials that are well-known nonlinear optical materials. Here, we 
derive NLKG for metamaterials as split-ring-resonators (SRR) for the 
applications in antenna. Various parameters involved in the Hamiltonian 
indicate interesting behavior against amplitude of magneto-inductive 
waves that also shows multi-soliton behavior in the metamaterials 
system.

10.1 introduCtion

The fascinating world of optics deals with ‘light’ that is the ultimate 
means of sending information to and from the interior structure of mate-
rials. It packages data in a signal of zero mass and unmatched speed. 
However, light in a sense is ‘one-handed’ when interacting with atoms of 
conventional materials. This is because from the two field components of 
light, i.e., electric and magnetic, only the electric-field probes the atoms 
of a material, whereas the magnetic-field component of light is normally 
weak. Metamaterials, i.e., artificial materials with rationally designed 
properties, can allow both field components of light to be coupled to 
the ‘metaatoms’, enabling entirely new optical properties and exciting 
applications with such ‘two-handed’ light. Among the interesting prop-
erties is a ‘negative refractive index’. The refractive index is one of the 
most fundamental characteristics of light–propagation in materials. With 
negative refractive index, metamaterials may lead to the development of 
a ‘superlens’ that is capable of imaging objects and fine structures, which 
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are much smaller than the wavelength of light. Other exciting applications 
of metamaterials include ‘antennae’ with superior transmission properties, 
optical nanolithography and nanocircuits, and also ‘metacoatings’ that can 
make the objects invisible.

In the field of applied physics, a fertile ground was created with the 
tremendous surge of research activity on nonlinear optical materials and 
devices involving ferroelectrics and metamaterials. For such materials, 
the use of non-integrable Klein-Gordon (K-G) equation with second order 
spatial and temporal terms is already described [1–3] for modal behav-
ior in various device applications including those in the nano-structured 
systems in terms of shape and velocity of the soliton (see later for other 
references). The main focus of this article is on the application of nonlin-
ear K-G equation that could describe the modal behavior of soliton and 
multisoliton waves in metamaterials.

It may be pointed out that discrete solitons or discrete breathers (DBs) 
[also called (intrinsic localized mode (ILM)] are observed both in the inte-
grable (viz. sine-Gordon equation) and non-integrable systems (viz. Klein-
Gordon equation). However, the integrability imposes a criterion for 
obtaining DBs analytically that is possible only in the integrable systems, 
while for the non-integrable systems it is obtained by various numerical 
methods viz. (a) spectral collocation method, (b) finite-difference method, 
(c) finite element method, (d) Floquet analysis, etc. As evident from many 
numerical experiments, DBs mobility is achieved by an appropriate per-
turbation [4]. Within the ambit of integrable systems, although the above 
nonlinear differential equations, such as KdV equation, sine-Gordon equa-
tion and nonlinear Schrodinger equation (NLSE) give rise to soliton solu-
tions, these equations are not discussed here in order to remain within our 
main focus. Next, let us discuss about metamaterials.

10.1.1 meTamaTerials

The electrodynamics of substances with both negative dielectric con-
stant (ε) and magnetic permeability (µ) is very interesting indeed. They 
are predicted to possess a negative index of refraction, and consequently 
they exhibit a variety of optical properties that are not found in positive 
indexed materials. About 46 years ago, Veselago [5] was the first to create 
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a theoretical foundation of whether the refractive index of materials can 
possess negative values, and predicted a number of unusual optical proper-
ties associated with such negative index materials (NIM). A lucid account 
of transforming this theory into reality, i.e., metamaterials, was recently 
given by Litchinitser and Shalaev [6] and elaborated in many other impor-
tant investigations [7–22]. The prefix ‘meta’ in Greek means ‘beyond’ or 
‘after’. This suggests that the material exhibits characteristics surpassing 
those in nature. In saying that metamaterials possess a negative index is 
a special case nowadays, if cloaking is considered, for example [7]. Also 
some anisotropic materials, such as calcite, exhibit negative refraction, as 
discussed by Boardman et al. [8].

Now, the question was: in what sort of materials can these properties 
be observed? This question was answered by Smith et al. [9] based on 
some theoretical work of Pendry et al. [10–12]. They fabricated a “meta-
material” (MM), i.e., an array of artificial structures consisting of metal-
lic wires responsible for the negative permittivity and metallic “split ring 
resonator” (SRR) responsible for the negative permeability. The SRRs 
may have different shapes. The optical and electrical properties of a meta-
material can be harnessed by the proper use of SRRs that has application 
in the antennas. However, a very high accuracy is required for the fabrica-
tion of SRRs. Unlike natural materials, metamaterials also show relatively 
large magnetic response at THz frequency and hence their THz application 
assumes a lot of significance.

Thus, spatial periodic microstructure of metamaterials exhibits such 
significant macroscopic property as refractive index. With negative refrac-
tion, reversing light is a significant observation, and such materials have 
quite an interesting history in terms of various methods of fabrication and 
novel measurement techniques [13–22]. These metamaterials may show 
nonlinear features due to their field-dependence and bi-stability of states, 
as shown by many workers, notably by Litchinitser et al. [23], as nonlin-
earity could be an important feature in periodically discrete lattices. Apart 
from optical bistability, other nonlinear optical phenomena, such as (a) 
second harmonic generation (SHG), (b) optical parametric amplification, 
(c) modulation instability, and in many cases (d) soliton propagation, are 
also important considerations in such engineered materials [24–27]. Our 



focus is on the latter, i.e., on solitons and multisolitons in metamaterials 
system.

Another question was also raised: how to represent these types of mate-
rials in terms of a circuit model? From the theoretical standpoint, for appli-
cation in antenna, if one makes a good approximation, the SRR assembly 
can be considered as equivalent to a nonlinear resistor inductor capacitor 
(RLC) circuit [28, 29] featuring a self-inductance L from the ring, a ring 
Ohmic resistance R to take care of dissipation, and a capacitance C from 
the split in the ring. Metamaterials are then formed as a periodic array of 
SRRs which are coupled by mutual inductance and arrayed in a mate-
rial of dielectric constant (ε). Thus, these materials behave as capacitively 
loaded loops. It is known that these loops support wave-propagation. As 
the coupling is due to the induced voltages, these waves are referred to as 
magneto-inductive (MI) waves, as detailed in Ref. [15].

MI waves represent a vast area of active research in the field of (a) arti-
ficial delay lines and filters, (b) dielectric Bragg reflectors, (c) slow-wave 
structures in microwave tubes, (d) coupled cavities in accelerators, mod-
ulators, antenna array application, etc. Due to RLC circuit model, there 
exists a resonant frequency for this type of configuration. It is observed that 
these MI waves propagate within a band near the resonant frequency of the 
SRRs. Also, the magnetic permeability does not depend on the intensity 
of the electromagnetic field in the linear regime of MI wave propagation. 
Accordingly, the nonlinearity is incorporated in the system by embedding 
the SRRs in a Kerr-type of medium [28, 30], or by inserting certain non-
linear elements (e.g., diodes) [31–33].

Kourakis et al. [34] studied the self-modulation of the waves by 
NLSE that led to spontaneous energy localization via the generation of 
localized envelope structures (i.e., so called envelope solitons) and the 
dynamics of the nonlinear RLC circuit gave rise to a governing equation 
for SRRs in both space and time dimensions. There are important obser-
vations made on the appearance of multisolitons by controlling various 
parameters by a number of workers with numerical solutions [35, 36]. 
Lazarides and co-workers [28, 29] also studied classical DBs in metama-
terial systems. After describing metamaterials, let us next discuss about 
discrete breathers.

multisolitons in srr-based metamaterials 277
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10.1.2 discreTe BreaThers in K-G laTTices

The historical significance of the term “breather” needs to be first elabo-
rated. It can be created in translationally invariant nonlinear lattice mod-
els. It is in contrast to soliton solutions, which are moving wave-packets, 
i.e., nonlinear localized traveling waves that are robust and propagate 
without change in shape [37, 38]. Its temporal evolution has always been 
an area of intensive research. On the other hand, “breathers” are discrete 
solutions, periodic in time and localized in space, and whose frequencies 
extend outside the phonon spectrum, i.e., breathers are localized and time-
periodic wave packets [39, 40].

The first discovered breather was in a sine-Gordon (integrable) system, 
which is also analytically tractable. There are various methods to charac-
terize discrete breathers. Classical breathers can also be obtained in a non-
integrable K-G system, as done numerically by well-known technique, 
such as spectral collocation method, which involves minimum errors in 
the analysis of different breather modes. Due to the localization, the length 
scale of such excitation assumes more significance that obviously drives 
us to the nano domain, whose importance in the field of solid state physics 
cannot be denied.

DBs or discrete solitons, also known as ILM, are nonlinear excitations 
that are produced by the nonlinearity and discreteness of the lattice. These 
excitations are characterized by their long time oscillations. These are 
highly localized pulses in space that are found in the discrete nonlinear 
model formulation. Unlike the plane wave like modes, DBs have no coun-
terparts in the linear system, but exist only because of the system nonlin-
earity in a periodic lattice [1]. The frequencies of the DBs extend outside 
the phonon spectrum. They are formed as a self-consistent interaction or 
coupling between the mode and the system nonlinearity. In this way, DB 
modifies the local properties of the system at the DB peak, and the modified 
local properties of the system provide the environment for the DB to exist. 
As the continuum limit formulation cannot be applied to their study, the 
present formulation on discrete domains is appropriate to highly localized 
pulses having widths that are not large compared to the domain of interest. 
So, the question is about the appropriate length scale, which drives us to 
the nano-system. Thus, localization assumes more significance.



Localization is an important aspect for applications in a variety of 
devices under the broad field of solid state physics. It plays a crucial role 
in qualifying and quantifying a systems’ operations, as in metamaterials. 
As said above, the extent of localization in the quantum regime assumes 
more significance for very small-structures, e.g., for nano devices. Now, 
the question comes: how do we get localization in a system or a lattice? 
Localization is evolved mainly either by ‘disorder’ in the lattice that 
first discovered by the pioneering work of Anderson [41], or by the sys-
tems’ interplay of nonlinearity and discreteness [42], i.e., our attention is 
diverted towards DBs. The first one, i.e., Anderson localization, has been 
implemented in details in many types of devices. As nonlinearity arises 
in metamaterials by embedding them in Kerr-type medium [28, 30], they 
could also give rise to the localization.

Here, we shall mainly discuss about the localization due to nonlinear-
ity by adding some nonlinear components in the governing equation and 
discreteness. After studying the existence of DBs in terms of discreteness 
and nonlinearity, the first question that comes to our mind: what is the 
importance of DBs in metamaterials? DBs seem to be quite versatile in 
managing localized energy, i.e., in targeted energy transfer (TET) or trig-
ger mechanism [4]. Once DBs are formed, they can transport this energy 
efficiently by engaging the lattice in their motion, and moreover, under 
specific circumstances they can transfer this energy in selected lattices [1] 
(see references therein). Combining these facts from the model as well as 
some more general studies, in terms of an extrapolative argument, it can 
be said that DBs in nonlinear optical materials could in principle act as an 
able energy manager. Hence, the above explanations are given in brief to 
relate the localized waves of DBs in metamaterials.

Without going into the history, it can be said that there is a consider-
able amount of research activity on DBs since the paper of Sievers and 
Takeno [43] was published in 1988. Their existence has been theoretically 
proposed in several discrete many-body systems, and observed experi-
mentally in different systems [44]. As DBs are time-periodic (spatially 
localized) excitations in a nonlinear spatially discrete lattice, a large vol-
ume of analytical and numerical studies has revealed the existence and 
properties of DBs in various nonlinear systems [40]. Detailed discussions 
of DBs have been reviewed extensively in the works of Sievers et al. 
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[40, 43, 44], Segev and coworkers [45]. Flach et al. [46, 47], and the sub-
ject was also studied with a lot of theoretical depth by Mackay and Aubry 
[48, 49] that was also followed by a presentation on “what we know about 
discrete quantum breathers” by Fleurov [50]. Here, another review by 
Flach and Gorbach [39] also needs to be mentioned, as it contains almost 
all the relevant references on DBs.

Furthermore, as the discreteness is found to trap the breathers, the 
moving breathers are non-existent in highly discrete nonlinear system that 
has been presented by Bang and Peyrard in the context of a K-G model 
[51]. These authors [52] did a numerical study on the ‘exchange of energy 
and momentum’ between the colliding breathers to describe an effective 
mechanism of ‘energy localization’ in K-G lattice that is arising out of the 
discreteness and non-integrability of the system. Here, the bright soliton 
solutions have been used for nonlinear dynamics of DNA molecules to 
demonstrate the generation of highly localized modes.

It is known that quasi-phase matching (QPM) is an important issue 
in a quadratic nonlinear photonic crystal (QNPC) or photonic band-gap 
materials with tunability. In an interesting work on QPM by Kobyakov 
et al. [53], the influence of an induced cubic nonlinearity on the amplitude 
and phase modulation was analytically studied to predict an efficient all-
optical switching. Further, in the application front for a QNPC, a stable 
soliton solution was shown by Corney and Bang [54] for cubic nonlinear-
ity and QNPC was found to support both dark and bright solitons even in 
the absence of quadratic nonlinearity, and also the ‘modulation instabil-
ity’ in such systems was shown [55]. Trapani et al. [56] studied focusing 
and defocusing nonlinearities in the context of parametric wave mixing. 
A two-well potential has been used to derive kink solution of the nonlin-
ear propagating waves in ferroelectrics in the context of a diatomic chain 
model [57–59]. The impact of this potential in case of a discrete system 
has been quite extensively studied by Comte [60].

In the context of discreteness, it should be mentioned that the Klein-
Gordon (K-G) Hamiltonian with Landau two-well potential energy for-
mulation can be discretized [61] and then go into the continuum limit [62] 
for nonlinear optical materials. The former manifests in the localization 
of sites and hence in the nonlinear regime, it is ripe for the formation 
of DBs – classical breathers and also quantum breathers on quantization 



of our Hamiltonian. It is pertinent to mention that there is a lot of research 
activity on both theoretical and experimental aspects of nonlinear optics in 
the realm of nanotechnology, i.e., on smaller length-scale of excitations. 
However, these investigations have been mainly carried out with the help 
of the NLSE.

In a recent work [1] it has been shown that nonlinear K-G equation can 
also be used in describing the modal behavior of metamaterials that shows 
breather pulses apart from dark and bright discrete breathers. Within the 
continuum limit dynamics, the nonlinear K-G equation with second order 
space and time derivatives has been used in a number of studies on domains 
and the motion of domain walls [2, 61–64], and also in some treatments of 
arrays of domains [1, 65, 66]. A particular facility in the treatment is that 
the K-G equation is a well-known equation of mathematical physics which 
exhibits a wide variety of interesting properties including soliton dynam-
ics and has various applications to a large number of different physical 
systems.

The literature on soliton is so vast that it is very difficult to mention all 
the references. However, the Ref. [37, 38] are very useful for further refer-
ences. As said earlier for soliton propagation in many optical systems, it is a 
common practice to use NLSE. However, we have recently shown that the 
NLSE can be derived through perturbation on K-G equation when progres-
sive wave passes through nonlinear medium, such as lithium niobate ferro-
electrics, where dispersion may take place, and discrete energy levels due to 
dipole-dipole interaction were estimated via ‘hyper-geometric function’ [3].

The dark and bright solitons in different systems are already known, 
particularly in the context of K-G equation. If the intrinsic field is only 
considered, then the modal dynamics for small oscillations could be char-
acterized by the bound state in a limited range of frequency, revealed via 
‘associated Legendre polynomial’. The pairing and interplay between 
the dark and bright solitons occur. The disappearance of the bound state 
after a critical frequency gives rise to dark solitons in the unbound states 
that propagate through the domains. Above the upper boundary of the 
bound states, the estimated frequencies of dark solitons match with those 
experimentally found for ‘acoustical memory’, as revealed theoretically 
by Bandyopadhyay et al. [67] based on experimental work of McPherson 
et al. [68].
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In nonlinear optical materials, such as ferroelectrics, the domain dynam-
ics and the effect of impurities on such materials were lucidly presented by 
Phillpot and coworkers [69, 70] through density functional theory (DFT) 
approach and molecular dynamics simulations combined with thermody-
namic calculations. Further on ferroelectrics, a set of ILMs or DBs of the 
domain array was also investigated in the context of K-G equation [2, 3]. 
This study was also extended from classical DBs [61–63] to quantum DBs 
(in terms of pinning transition for the effect of impurities on nonlinear 
optical properties) in ferroelectrics [64] with periodic Bloch function as 
well as on metamaterials using non-periodic boundary condition [65, 66].

Finally, some of the important applications in the nonlinear opti-
cal materials need to be mentioned. DBs have been investigated in 
several systems, viz. (a) solid state mixed-valence transition metal com-
plexes [71], (b) quasi-one dimensional antiferromagnetic chains [72], (c) 
array of Josephson junctions [73], (d) oscillators in micromechanical sys-
tem [74, 75], (e) optical waveguide systems [76], and (f) proteins, which 
is also an important molecules for biotechnology [77]. DBs modify sys-
tem properties viz. lattice thermodynamics and introduce the possibility of 
non-dispersive energy transport [78, 79], because of their potential appli-
cation for translatory motion along the lattice [80]. As mentioned earlier, 
these DBs are observed both in integrable and non-integrable systems. 
Next, let us briefly discus about the quantum counterpart of DBs that is a 
new field of research.

10.1.3 QuanTum BreaThers

Although we are not dealing here with quantum breathers, they deserve 
a brief mention, as they have implications in nano-devices. Also, it is 
quite pertinent to mention that, for the characterization of DBs or clas-
sical breathers [43–49, 61], the bulk system was the right tool, but when 
we are dealing with the smaller systems, (nano systems) we have to use 
a different tool of study, i.e., quantum physics, which brings us to the 
quantum breathers (QBs) [81, 82]. Once generated, QBs modify system 
properties such as lattice thermodynamics and introduce the possibility of 
non-dispersive energy transport, as generally described for DBs [78].



For QBs, it is important to consider detailed information on phonons 
and their bound state concept, which is sensitive to the degree of nonlin-
earity. The branching out of the QB state from the single-phonon contin-
uum is quite noteworthy in nonlinear systems with charge defects [64]. Let 
us consider that the phonons in one sublattice may hop from one domain 
to another adjacent domain. This hopping might have some consequences 
with the change of nonlinearity thereby a relation could be worked out 
for the ‘hopping strength’ in metamaterials. It is determined by finding 
the phonon energy gap in the eigenspectrum by analyzing the QB state 
[83]. While the role of nonlinearity is still a debatable issue, at around 
room temperature there are very few phonons, and hence investigation 
is carried out only on two-phonon bound state (TPBS). It can be realized 
experimentally by a Raman scattering measurements similar to that done 
by Santori et al. [84].

It is known that the ‘coupling’ can be changed in the SRR systems 
through engineering of their geometry. Thus, detailed numerical analysis 
was done to explore whether the system shows any sensitivity on coupling 
by quantum calculations on metamaterials [66]. Now, let us discuss about 
K-G model, wherein such applications of QBs in metamaterials are in the 
evolution stage. This study is quite realistic in that it helps us to under-
stand the localization due to nonlinearity in the quantum regime, which is 
essential for many small-structured nano-devices. Quantum localization in 
K-G lattice has been studied by many researchers in terms of four atoms, 
notably by Proville [85], dimer case for targeted energy transfer (TET) by 
Aubry et al. [86], delocalization and spreading behavior of wave-packets 
by Flach et al. [39, 83]. QBs are also characterized by various methods, as 
presented by Schulman in details [87].

The study of QB assumes special significance due to its possible applica-
tion in the field of quantum computation. To name a few, Quach et al. [88, 
89] studied reconfigurable metamaterials and Rakhmanov et al. [90] studied 
quantum Archimedean screw for superconducting electronics using meta-
materials, and many others studied them for medicine to aeorospace appli-
cations. There are so many other applications, as given in Ref [65, 66] viz. 
(a) ladder array of Josephson junction for superconductors, (b) BEC in opti-
cal lattices, (c) optical waveguides, (d) micro- mechanical arrays, e) mac-
romolecules like DNA, (f) SRR based metamaterials in antenna arrays, 
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(g) two-magnon bound states in antiferromagnets, and (h) two-phonon 
bound states (TPBS), i.e., QBs in metamaterials. As pointed out by Zheludev 
[22], the quantum-effect enabled systems via metamaterials route will bring 
a range of exciting applications in the future.

Further on quantum metamaterials, it needs to be elaborated that ‘con-
ventional’ metamaterials consists of one of the most important frontiers of 
‘optical design’, with applications in diverse fields. So far, these materi-
als have been mainly ‘classical’ structures and interact with the classi-
cal properties of light. It is important to elaborate on the work of Quach 
et al. [89] who described a class of dynamic metamaterials, based on the 
quantum properties of coupled atom-cavity arrays, which are intrinsically 
lossless, reconfigurable, and operate fundamentally at the quantum level, 
i.e., by coupling controllable quantum systems into large structures, the 
concept of quantum metamaterials was introduced. This was used to create 
a reconfigurable quantum ‘superlens’ possessing a negative index gradient 
for single photon imaging by using the basic features of quantum super-
position and entanglement of metamaterials properties, and this definitely 
opens up a new avenue for devices based on quantum science.

QBs could be studied by various means, such as ‘temporal evolution 
of quanta’, as different quanta first meet at a single point on the time-axis 
giving us a ‘critical’ time that falls in the THz range. It has to be noted that 
in K-G lattice, the levels of ‘anharmonic potential energy’ are non-equidis-
tant that could have important implications in the applications. In various 
novel methods of preparation of metamaterials, the resonant frequency in 
the THz range has also been proposed to be an interesting field of study 
[91–94]. It is to be noted that although there is an extensive work going 
on in the area of metamaterials, this has been mainly in the domain of 
classical breathers [29, 63], including those on THz applications [93, 94]. 
Very few papers have been published on its quantum perspective, and 
hence motivating a study on metamaterials from its quantum point of view 
[64–66, 91].

Moreover, for many interesting device applications, it is also empha-
sized here that the ‘phonon perspective’ of viewing metamaterials is quite 
important, if we could control its temporal evolution. In such a case, 
we could make the fastest switch using metamaterials. For the benefit of 
the experimentalists, one has to theoretically study temporal evolution 



of the quanta and vary the relevant parameters eventually to optimize 
the results, and only then one could make the device applications, e.g., 
in making antenna arrays, modulation instability based gadgets, in mak-
ing quantum metamaterials based superconductors and so on. Such engi-
neered materials can also be used in the quantum computation, as also 
emphasized in Refs. [89] and [90]. The temporal evolution of the quanta 
at the correct value of coupling and dielectric permittivity could enable the 
required quantum coding for applications [91, 92].

Further, the proposed quantum metamaterials should allow the addi-
tional ways of controlling the ‘propagation’ of electromagnetic waves 
that are not possible by normal ‘classical structures’. For the experimen-
talists, this should pave the way to design better metamaterials for the 
required applications, e.g., for having a better understanding on quan-
tum coding in future for quantum computers. Indeed, as emphasized 
by Rakhmanov et al. [90], the ‘coherent quantum dynamics’ of ‘qubits’ 
determines the THZ optical properties in the system. Therefore, from 
the point of view of various theoretical and experimental investigations 
on THz and other applications in metamaterials, such a study assumes 
particular importance, as this is also a new area of research [65, 66, 
91–94].

10.1.4 oTher aPPlicaTions of dBs and soliTons

Both classical and quantum DBs have already been studied in details by 
Bandyopadhyay and coworkers [61–66]. The effect of coupling on the 
temporal evolution of the number of quanta for QBs in metamaterials has 
been studied in a K-G lattice under a non-periodic boundary condition [65, 
66]. Let us also look at some other applications: The Fano resonance due 
to DBs has also been described on two channel ansatz in K-G lattice by a 
number of workers [95–98], albeit with different type of potential. Various 
parameters, such as dielectric permittivity, coupling, focusing-defocusing 
nonlinearity, are included in the Hamiltonian that is used to describe the 
nonlinear modes in SRR based metamaterials.

Thus, the Fano resonance due to DBs has also been explored in terms 
of these material parameters by Bandyopadhyay et al. [99]. This study was 
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important for various applications, e.g., in the (a) biosensing technology, 
(b) spectral selectivity, (c) beam filtering, etc. Here, two different issues 
were tackled: (i) Fano resonance in metamaterials based on K-G lattice 
arises due to DBs, and (ii) defining the “breathers” that act like an “impu-
rity” mode in a translationally invariant system leading to Fano resonance. 
Although this is a classical case, this translational invariance is not a nec-
essary condition for the stability of DBs, albeit this is shown by Schulman 
in a quantum system [87].

Another important application, i.e., the rectification of current density 
(ratchet solitons), was also studied by Bandyopadhyay et al. [100] and 
Flach et al. [101] by the analysis of symmetry and its violation in such 
engineered materials. These studies were relevant for the applications in 
the (a) molecular motors and other non-equilibrium biological systems, 
(b) electric currents in superlattices, (c) voltages in coupled systems, 
i.e., in annular Josephson junctions revealing unidirectional fluxon motion 
that is driven by biharmonic microwaves, (d) magnetic flux cleaning in 
superconducting films, (e) Abrikosov vortex diodes, and (f) voltage rectifi-
ers. An interesting review by Bliokh et al. [102] on unusual resonators also 
needs to be mentioned here. So far the description has been made in the 
realm of various possibilities of device applications in nonlinear optical 
systems, particularly metamaterials. At the core of it lies the solitons that 
are fundamentally important to our understanding of such devices. This 
gives us motivation to work on solitons on metamaterials, particularly on 
multisolitons in terms of various material parameters.

It is known that solitons can retain their shape to a longer extent with-
out any distortion and hence treated as particles that are described by the 
amplitude of the MI waves forming the core part of our K-G model. If soli-
tons are treated as particles, the main issue involves an understanding of 
the transfer of such solitons and their control. Now, as mentioned above, 
in case of metamaterials we are dealing with solitons which are basically 
MI waves in the coupled SRR loops. By adjusting the phase shift of the 
external ac driver, we could very precisely control the ‘propagation direc-
tion’ of these MI waves in such materials [100] that could throw light on 
the mechanism of ‘quantum level switching’. This is based on flux exclu-
sion superconducting quantum metamaterials, which have been recently 
investigated, and the combination of low losses and strong nonlinearities 



over the broad spectral range makes ‘superconducting metamaterials’ an 
ideal topic of research in the sub-optical range [103, 104].

Moreover, metamaterials can also be used for a diode type of applica-
tion using ratchet behavior, as Carapella and Costabile [105] and Goldobin 
et al. [106] reported the ratchet effect for a fluxon trapped in an annular 
junction embedded in an inhomogeneous magnetic field and introduced 
the concept of fluxon based diode. These authors tried to control this kind 
of non-zero current (i.e., rectification) for such cases by only using spa-
tial modulation, but the method adopted in Ref. [100] involves a study in 
a K-G lattice that could also allow for temporal control.

It is worth mentioning that Marques and co-workers [107–109] did an 
extensive study of different combinations of metamaterials; particularly 
on a ‘new particle concept’ with point electric dipoles for the design of 
metasurfaces with high frequency selectivity and planar configurations for 
one- and two-dimensional wave transmission in microwave circuits and 
filters [109]. The effect of cross-polarization was also considered in case 
of excitation of the multiple SRR or complimentary-SRR metasurfaces by 
a normally incident plane-wave [107, 109]. Moreover, some unexplained 
properties of the EM-wave propagation were explained by bianisotropy 
that is related to the magneto-electric coupling of the artificial constituents 
of the medium [109]. Although 1D system is discussed in this work, the 
bianisotropy may not appear to have an effect on the EM-wave propaga-
tion. However, the bianisotropy can also have an effect for the 1D structure, 
since polarization of impinging E and H field could modify the frequency 
response of the SRR elements; experimental results have been shown in 
microwave planar circuits in the implementation of devices such as filters 
and delay lines [107, 109]. In this context, this is not discussed here.

It is to be noted that unlike natural materials, these engineered mate-
rials show relatively large magnetic response at femtoseconds (fs) that 
manifests in the ‘temporal evolution vs. number of quanta’ curve, and 
hence their THz application assumes special significance [91, 92]. Singh 
et al. [93, 94] did an extensive work on THz application of metamaterials 
to highlight its importance. The flourishing fields of metamaterials clearly 
embody exotic applications for a new generation of novel photonic devices. 
From the early emergence of such materials, they have now gained a sig-
nificant amount of global importance with considerable effort being made 
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to extend their operation into the THz regimes and even optical window. 
However, as they stand, theoretical investigations show that losses, which 
are closely linked to the resonant behavior, will cause potential problems 
for all possible frequencies [110, 111]. In particular, such losses will kill 
any opportunity for a useful metamaterial operating around and above 30 
THz. This is a challenging task that is being tackled by intensive research 
activity into this field. Notably, the behavior of the lifetime of quantum 
breathers against various parameters (dielectric constant, coupling, damp-
ing, etc.) that are included in our K-G model showed an interesting trend 
in the THz domain [65, 66, 91]. This gives us further motivation to work 
on K-G lattice for the multisolitons in metamaterials that is the main focus 
in our present article in terms of soliton profile [q(x′, t′)] at different values 
of non-dimensional time.

Here, the treatment focuses on a simple model system of a one-dimen-
sional array of loosely coupled SRRs. The formulation is accomplished 
using a Taylor-expansion in the x-dimension. The magnetization of the 
metamaterial [1, 28, 29] is considered here to study the field behavior in 
SRRs. The dynamical equation thus obtained gives a reliable solution for 
device application as supported by the numerical solutions. The ampli-
tude modulation of the soliton is not involved in the present analysis. 
Perturbation analysis is carried out for non-dimensional resistance (γ) 
and excited e.m.f (ε) in both non-dimensional space and time dimension. 
For different cases of the system, soliton solutions for the K-G equation 
for both bright and dark types are derived. Despite voluminous work 
done on SRRs based metamaterials, no derivation of classical dynamics 
from Hamiltonian of the system has been attempted to the best of our 
knowledge. Hence, an attempt is made in this direction in the present 
article.

The article is organized as follows: Section 10.2 describes the deriva-
tion of nonlinear K-G equation in an array of SRR loops in metamaterials 
through variational principle, with certain details on the theoretical basis 
of numerical experiment. In Section 10.3, results and discussion are pre-
sented with 2D figures for nonlinear modes, i.e., MI waves, against various 
material parameters, such as coupling, damping, focussing and defocus-
sing nonlinearity, eventually to show multisolitonic behavior. Section 10.4 
gives the conclusions.



10.2 theoretiCal development

First of all, it should be noted that although Lazarides et al. [28, 29] worked 
on metamaterials through NLSE, in our recent work [1] we have observed 
that K-G type equation is a richer variety for dynamical study in terms of 
showing an additional breather pulse, while NLSE does not show such 
pulses. Moreover, on envelope NLSE, Boardman et al. [111] discussed 
some interesting aspects of diffraction management and modulation insta-
bility in metamaterials and found inaccuracy in the earlier investigations 
[28]. Without going into this debate, it can be said that we usually deal with 
the Hamiltonian given by Lazarides et al., but we derived K-G equation 
for metamaterials through variational principle and that is how the present 
case is different. However, as per Ref. [61, 62], the Hamiltonian developed 
by us for ferroelectrics can also take care of certain issues involved in 
metamaterials, if we suitably add a magnetic component in it. Our recent 
paper on the temporal evolution of quanta for quantum breathers in meta-
materials in a K-G lattice under a non-periodic boundary condition also 
supports the same view [65, 66].

We consider a model of weakly coupled SRRs similar to that treated 
in Ref. [28] for the discrete limit. A typical SRR unit essentially consists 
of a wire ring with a cut made to form a slit. The ring operates as an 
inductor-resistor and the slit as a capacitor so that the SRR is essentially 
a RLC resonant circuit. Adding Kerr nonlinear dielectric filling to the 
SRRs’ capacitor slits makes them a nonlinear response to applied elec-
tromagnetic (EM) field that arises due to the field dependence of the Kerr 
permittivity (ε). The SRR interacts as an RLC circuit with an externally 
applied EM field, giving a characteristic frequency response as deter-
mined by its inductive, capacitive and resistive components. In the limit, 
considered here, of weak nonlinearity and very small resistance, the res-
onant frequency of the free standing SRR is approximately that of its lin-
ear limit, i.e., ωl

lLC
=

1 . In the presence of a time-dependent magnetic 

field of the form: H = H0cos(ωt) applied perpendicular to the plane of the 
SRR loop, and an induced electromotive force (emf) proportional to the 
area (S) of the loop is generated within the loop. This emf is given by: 
emf SH t= µ ω ω0 0 sin( ).
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In addition to interactions with external fields, the SRR can have self-
interactions and interactions with other SRRs. A time varying current 
within a single SRR leads to a self-inductive interaction, and two or more 
neighboring SRRs interact with one another through mutual inductive 
couplings. For the periodic arrays of SRRs that is considered here, it was 
show in Ref. [28] that only nearest neighbor SRR couplings are important.

The metamaterials under study are one-dimensional, discrete, periodic 
arrays of identical nonlinear SRRs. The loops of all of the SRRs lie in a com-
mon plane. The EM modes of interest have magnetic components perpendic-
ular to the common plane of the SRRs with electric components transverse 
to the SRR slits. Only the magnetic component excites an emf in the SRRs, 
resulting in an oscillating current in each SRR loop and the development of 
an oscillating voltage difference across the slits. Neighboring SRRs of the 
linear array have their centers separated by a distance d such that (xn = nd) 
for an integer gives the coordinates of the SRR along the x-axis. Each SRR 
has a self-inductance (L) and a weak mutual inductance (M) between its 
nearest neighbor loops. However, for more general (device-oriented) opti-
mized models, a greater range of L and M values must be taken into account 
in practical applications [1, 28].

For a detailed description of the absolute dimension, ring/slot width, 
materials employed, it is useful to see Zharova et al. [112] and Zharov 
et al. [113], where two-dimensional transmission of EM waves was also 
considered. In these investigations, a finite slab of composite structure 
consisting of the cubic lattice of periodic arrays of metallic wires and 
SRRs was used, and the single-ring geometry of the lattice of cylindrical 
SRRs was chosen for simplicity. Also, it was assumed that the size of the 
unit-cell (d) of the structure was much smaller than the wavelength of the 
propagating EM field. In Ref. [1], the effects of further than first neighbor 
coupling in the SRR system were also discussed. Kivshar and co-workers 
[114] made a presentation on ‘tuning metamaterials in near field interac-
tion’, but it was primarily focused for a pair-resonator based model hav-
ing symmetric and antisymmetric resonances. However, for a 3-nearest 
neighbor based SRR system and assuming that at a particular frequency 
of the incident EM field, all of them resonate simultaneously. We are not 
dealing here with a particular resonance, as we are focused on the overall 
soliton behavior. Therefore, we consider the present assumption of nearest 



neighbor coupling for our system. Also, the bianisotropy has not been con-
sidered in our system, as done by Marques et al. [107, 109], as explained 
in Section 10.1. The resonators are shown in Figure 10.1.

Following Lazarides et al. [28, 29], the Hamiltonian of such a sys-
tem involving the non-dimensional MI wave amplitude (q) and time (t) is 
given by:

 Η = − +∑ +[ ( )]1
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And after truncation, this is expressed as:
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Where, non-dimensional time ( ')t t l= ω . With a magnetic field H and mag-
netization σ of each SRR, the Hamiltonian is modified as:
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Now, as B = µ0(H+σ), we can write
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Figure 10.1 Three adjacent split-ring-resonators having self-inductance L and mutual 
inductance M.
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Here, the magnetization (σ) of metamaterial, is given by [115]:

 σ π η η= = =
n
c
a i B

B
i B
B

q B
B

m

2
2

  (6)

where η π=
n
c
am

2
2  is a constant for a particular system, c is the velocity of 

light, a is the SRR radius, i is the current in SRR, nm is the concentration 
of SRRs. Therefore, after putting the value of σ, the Hamiltonian takes the 
form:

 Η = − − − +∑ +[ ( ) ( )]1
2

1 2 2
1

0

η λ
η
µn

n n n
n

nq q q q B V q  



 (7)

To apply the variational principle, the Langrangian for the system with 
general external field interactions is given by:

 L q q q q B V q
n

n n n
n

n= − − − −∑ +[ ( ) ( )]1
2

1 2 2
1

0

η λ
η
µ

  



 (8)

From the above Lagrangian, we get:

 ∂
∂

= − − − −+ −

L
q

q q q B
n

n n n


  ( )1 2
1 1

0

η λ λ
η
µ

 (9)

And,

 ∂
∂

= = −
L
q

f q q q
n

n n
l

n( ) α
ε3

3  (10)

From the variational principle, by using Euler-Lagrange equation of 
motion, we get:

 d
dt

L

q

L
q

n
n

∂

∂














−
∂
∂

=• 0  (11)



After a few mathematical steps, the governing equation in the x-direc-
tion is derived here to show the K-G dynamical equation as:

 ∂
∂ ′

−
∂
∂

+ −








 − +

∂
∂ ′

=
2

2

2

2
3

3
0q

t
ab q

x
b q q b q

tl

α
ε

τ γΛΩ Ωsin( )  (12)

a = ′ + ′λ λ/ ( )1 2  and b = + ′1 1 2/ ( )λ ; λ’ being an interaction constant or 
coupling within the SRR system in a K-G lattice. Here, is the amplitude of 
MI wave; is phase shift, Ω is a non-dimensional frequency factor, t′ is the 
non-dimensional time, εl is the linear part of the dielectric permittivity that 
appears to be an important parameter to guide the soliton behavior, α = +1 
(−1) corresponds to a self-focusing (self-defocusing) in a nonlinear Kerr 
medium, and finally a damping term (γ) is included [1].

In order to perform stability analysis as done in nonlinear systems, we 
have differentiated the Klein-Gordon equation for different cases follow-
ing Refs. [61, 62] for the dynamics of q(x′,t′) with the appropriate transfor-
mation of variables. The dark-type soliton solution is given by:

 q = ± tanh( )θ1  (13)

where, θ1 is described as:

 θ1
22 1

=
−

−

x kVt
k
b

V

' '  (14)

and V is a component of the soliton velocity. Following the same method, 
the bright-type soliton solution is given by:

 q h= ± 2 2sec ( )θ  (15)

Where θ2 is described as:

 θ2
2 1

=
−

−

x kVt
k
b
V

' '  (16)
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Our numerical analysis is done for the solitons with the above Eqs. (13) 
and (15) as a function of various parameters that were part of the above 
K-G equation (12).

10.3 results and disCussion

By using Euler-Lagrange dynamical equation of motion, a nonlinear K-G 
equation is derived based on the Hamiltonian for SRR based metamate-
rials. It is interesting to study the behavior of the system under various 
conditions at different values of the non-dimensional time, as per Eqs. (13) 
and (15). First, a Gaussian wave pattern was taken as an initial condi-
tion while solving the partial differential equation. The numerical simula-
tion was done for two sets of values of damping parameter (γ = 0.01, and 
γ = 0.05); the first set corresponds to Figures 10.2–10.5 and the second one 
to Figures 10.6–10.9. In these two cases four sub-cases are shown for two 
values of coupling (λ = 0.01 and λ = 0.02) for two values of α = +1 and –1 
for focusing and defocusing nonlinearity respectively.

In this manner, the effect of damping could be evident from the above 
two sets of figures. For a given set, the effect of coupling could also be 
observed and finally for a given damping value and coupling, the effect 
of changing the focusing nonlinearity to a defocusing condition. Let us 
also take four different values of non-dimensional time for marking the 
respective curves as: t’ = 0 which is termed as A, t’ = 10 as B, t’ = 20 as 
C and t’ = 30 as D. The marking A to D is a matter of convenience for 
discussion.

For a case with zero field and no damping, i.e., Hamiltonian breathers, 
symmetric breathers were normally observed in 3D figures (not shown 
here). It is noted that in the simulation of 2D figures of polarization (P) 
with site index (n), i.e., distance, the peaks have been found to be symmet-
ric Gaussian bands and even in 3D pictures, the same type of symmetric 
breather bands were observed. In the present case, with very low damp-
ing (γ = 0.01) and smaller coupling (λ = 0.01) with focusing nonlinearity 
(α = +1) condition, different MI waves are shown in Figure 10.2, with 
bisolitons appearing at higher time.

However, in case of defocusing nonlinearity (α = –1), for non-zero 
damping (γ = 0.01) with smaller coupling (λ = 0.01), the waves tend to 



show a bisolitonic behavior at higher time, as shown in Figure 10.3. 
For K-G lattice, at the highest time of our numerical study, it always 
shows bisolitonic behavior in defocusing nonlinearity. Theses bisoli-
tons may arise due to cross-phase modulation mechanism and/or vector 
soliton formation mechanism, which is mainly attributed to correspond-
ing eigenvalues of the equation, as proposed by a number of workers 
[35, 116].

Complex behavior is observed in all the figures under simulation that 
seems to be a promising condition for controlling the nature of the soli-
tonic behavior in such materials. For example, B (i.e., nondimensional 
time of t′ = 10) always follows the sequence of single and bisoliton in 
focusing and defocusing conditions respectively. One more important 
aspect observed for B is that it always shows dark solitonic behavior. 
On the other hand for D (t′ = 30), bright and dark solitons are sequen-
tially observed in focusing and defocusing conditions respectively up 

Figure 10.2 Schematic plot for MI solitonic waves for γ = 0.01, λ = 0.01, α = 1.
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to a certain extent and thereafter it shows dark solitons continuously. 
For C (t′ = 20), it just starts to show bisolitonic behavior after damping 
starts increasing in the system. The appearance of multisolitons by con-
trolling various parameters has been shown by various authors in interest-
ing investigations with numerical solutions [35, 36].

With still smaller damping (γ = 0.01), the coupling value increases 
from 0.01 to 0.02, these data are plotted in Figures 10.4 and 10.5 for 
focusing and defocusing conditions respectively. At higher nondimen-
sional time of t′ = 30, there is a slight appearance of bisolitons in focusing 
nonlinearity, while in defocusing condition, there are bisolitons both t′ = 
10 and t′ = 30; the former is inverted to the negative axis and the latter is 
inverted to positive axis. This shows the effect of focusing and defocus-
ing conditions on the bisolitonic behaviors. In SRR based metamaterials, 
the above results are shown for 2-D features of solitons. Lazarides and 
coworkers [28, 29] have shown 3-D pictures of classical breathers, but 
that were based on NLSE formalism.

Figure 10.3 Schematic plot for MI solitonic waves for γ = 0.01, λ = 0.01, α = –1.



Figure 10.4 Schematic plot for MI solitonic waves for γ = 0.01, λ = 0.02, α = 1.

In the second set of data, with higher damping (γ = 0.05), but with 
still smaller coupling (λ = 0.01), the computer simulation results for MI 
waves or modes are plotted in Figures 10.6 and 10.7 for focusing and 
defocusing conditions respectively. It is seen that at t′ = 20, there is dis-
tinct appearance of bisolitons in focusing condition itself with sharper 
amplitude, while in defocusing condition, the bisolitons are not so clear 
thereby showing the effect of damping quite noticeable. In focusing con-
dition (Figure 10.6), at t′ = 10 and t′ = 30, the curves are merged together 
in the negative axis and in defocusing condition (Figure 10.7), while the 
former show bisolitons with lower amplitude, the latter shows a very 
strong bisolitonic mode. So, the effect of damping is quite noticeable in 
this second set of data as well as the effect of focusing and defocusing 
nonlinearity on the bisolitonioc mode, as also observed above.

However, compared to the investigations of Lazarides et al. [28, 29] 
on 3D representations of solitonic data, here we have derived a nonlinear 
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Figure 10.5 Schematic plot for MI solitonic waves for γ = 0.01, λ = 0.02, α = –1.

K-G equation [1], where coupling between different SRR elements could 
be relative more important. By using spectral collocation method, it was 
interesting to see the overview of K-G breathers in 3-D pictures [66]. 
Here, the breathers were symmetric, while the effect of damping could 
be noticeable, where relatively high value of damping was applied. In 
metamaterials, the damping is generally not considered very high [1] so 
that breather oscillations could be considered stable. By comparing these 
features with those of other nonlinear optical materials, such as lithium 
niobate ferroelectrics, it is noted that the dissipation of the breathers with 
damping was relatively more pronounced in such systems [63] than that 
observed in metamaterials.

The energy losses expected in Eq. (12) depend on the system chosen 
for study and could be a consideration in such system design that is built 
for the observation of various modes. As per the considerations of losses 
in a number of different designs of SRR systems, the resistive losses, 



in general, dominate radiative losses in metamaterials. This is due to the 
fact that these materials are designed to operate at wavelengths that are 
much greater than the radii of the SRR. The values of in the previous 
studies, including both the small radiative effects and the larger resistive 
effects, have ranged from 0.01 to 0.0016 and these are essentially small 
effects [29, 117]. It is noteworthy that despite the damping parameter is 
only taken into account as the resistance in the SRR system, the losses 
may come from various other material parameters, which have been exten-
sively studied by various workers [118, 119] by impedance mismatch, 
loading effect, etc. However, these losses could be considered as damping 
in nature and hence these could be approximately taken to be embodied 
in the damping parameter (γ) in case of Klein-Gordon lattice. It has to be 
mentioned that Marques and co-workers [120] made an impressive study 
on reducing losses and dispersion effects on tunneling through waveguide 
system filled with metamaterials.

Figure 10.6 Schematic plot for MI solitonic waves for γ = 0.05, λ = 0.01, α = 1.
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Figure 10.7 Schematic plot for MI solitonic waves for γ = 0.05, λ = 0.01, α = –1.

Figure 10.8 Schematic plot for MI solitonic waves for γ = 0.05, λ = 0.02, α = 1.



Figure 10.9 Schematic plot for MI solitonic waves for γ = 0.05, λ = 0.02, α = –1.

With the damping value at this level, if we increase the coupling value 
(λ = 0.02), the data at focusing and defocusing conditions are plotted in 
Figures 10.8 and 10.9, respectively. It is seen that at t′ = 20, the strong 
bisolitonic behavior is still evident. The increase of coupling from 0.01 to 
0.02 merely enhances the amplitude of the mode. For t′ = 10 and t′ = 30, 
the curves are again merged together in the focusing condition, while 
in the defocusing condition, both are showing strong bisolitonic modes 
with the latter having more stronger amplitude. All these features could 
be considered important for devices involving solitons. This seems to sup-
port our earlier quantum calculations [66, 91, 92] in that the tendency of 
hopping of phonons to the second excited state may be considered towards 
interpretation of some physical behavior of SRR based metamaterials for 
applications in antenna arrays.
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This phonon-perspective is considered in terms of phonon hopping 
coefficient as well as the band gap between the unbound state and contin-
uum phonons in the localized state [64–66]. To the experimentalists, this 
might give a sort of direction for the extent of change of design in terms 
of varying the spacing between the slits in the SRR rings and others that 
could influence the coupling in the system [66].

10.4 ConClusions

A special type of nonlinear partial differential equations (PDE) gives rise 
to a modal behavior that can be described by a nonlinear Klein-Gordon 
(NLKG) equation. This type of equation can be derived through varia-
tional principle based on a generalized Hamiltonian. Solitons are the 
solutions of nonlinear PDE and gives rise to robust solutions with appli-
cations in diverse field, such as nonlinear photonics and nano devices, 
when considered in a localized system with discreteness, in a variety of 
material systems (ferroelectrics, metamaterials, etc.). In the realm of their 
applications in nonlinear optical fiber communications as well as in vari-
ous nano-structured devices, NLKG equation seems to be a better option. 
Here, we derive NLKG for metamaterials in terms of the modal behavior 
of SRR for the applications in antenna. Various parameters involved in 
the Hamiltonian, such as damping, coupling between two adjacent sites 
of split-ring resonators and focusing-defocussing nonlinearity play an 
important role in the overall solitonic behavior in the metamaterials sys-
tem. After quite an exhaustive and informative introduction of the subject 
of metamaterials and different types of solitons, the mathematical deduc-
tions are made based on the variational principle that gives rise to solitons. 
The variation of the above parameters indicates interesting behavior about 
the amplitude of magneto-inductive waves that also shows multi-soliton 
behavior in the metamaterials system.
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11.1 introduCtion

In recent years there has been a growing interest in the development of 
new computational methods to simulate and study realistic electromagnetic 
systems. Among different approaches, the Finite Difference-Time Domain 
(FDTD) algorithm is based on the solution of Maxwell’s equations with no 
approximation and provides a reliable and flexible ab-initio framework to 
study realistic systems with arbitrary precision. However, one of the most 
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challenging problems remains the numerical representation of dispersive 
active media, such as dyes, colloidal quantum dots. These materials play 
a crucial role in many different applications, ranging from plasmonics to 
nonlinear optics, laser physics, disordered photonics, photovoltaics and 
biological imaging. In this chapter we will describe a rigorous and efficient 
approach to model dispersive active materials in the FDTD framework. As 
is well known, a material is said to be dispersive when its optical properties, 
described in terms of a relative dielectric permittivity εr (ω), depend on the 
incident wavelength. While the representation of such materials is immedi-
ate in frequency-domain simulations, the inclusion in the FDTD algorithm 
requires a significant effort. In this work, we will introduce an optimized 
unconditionally stable second order algorithm, which is able to deal with 
any type of dispersion. In addition, we will model a fully three-dimensional 
quantum-mechanical active material with the aid of the Maxwell-Bloch 
(MB) formalism and we will show that the solution of MB equations can 
be simplified using concepts from group and graph theories.

This chapter is organized as follows: in Section 11.1 we introduce the 
total electric polarization, which describes the interaction between light 
and matter, and we discuss the main features of the FDTD algorithm. In 
Section 11.2, we describe the numerical approach to the description of 
dispersive materials in the FDTD domain. In Section 11.3, we introduce 
the MB approach to active media in the density-matrix formalism and we 
show how to use concepts from group theory to reduce the number of 
equations to be solved. Finally, we provide some examples of applications 
of the computational methods described above.

11.2 maxwell’s equations and total polarization

The equations describing the evolution of an electromagnetic field are 
Maxwell’s equations
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where E (r, t) and B (r, t) are the electric and magnetic fields, respectively, 
and (ε0, μ0) the vacuum permittivity and permeability. Equation (1) describes 
the evolution of the electromagnetic field in free space and in the absence 
of any external charge or current. If one considers the propagation in a real 
material, conversely, Eq. (1) needs to be modified in order to include the 
medium response. This is obtained through the constitutive relations of the 
material and from the definition of the auxiliary displacement D and mag-
netization h fields, which for a non-magnetic medium read [23].
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where PT (r, t) is the total electric polarization of the material. In Eq. (2) 
the interaction between the electromagnetic field and the material is com-
pletely determined by the total polarization PT, whose expression depends 
on the nature of the interaction and on the model chosen to describe it. 
Without any loss of generality, we can divide the total polarization into its 
linear and non-linear contributions

 P r P r P rT L NLt t t, , ,( ) = ( ) + ( )  (3)

where the linear term expression is usually written as

  PL (r, t) = ε0 [εr (r, t)–1] (4)

The linear polarization term defines the relative dielectric permittivity 
εr (r, t) of the material, while the nonlinear polarization PNL (r, t) is related 
to higher order polarization terms (as in the case of nonlinear material 
response) and to the direct interaction between light and the atoms com-
posing the medium. Following Eq. (2), Maxwell’s equations in the pres-
ence of dispersive media are
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11.2.1 The fdTd alGoriThm

Researchers have developed many different numerical methods to solve 
directly Maxwell’s equations (5). Among them, the finite differences in 
the time domain (FDTD) has gained increasing popularity. The FDTD 
algorithm, developed in the 1960s, constitutes an efficient and power-
ful ab-initio framework to study electrodynamical systems [34, 35]. In 
the FDTD framework Maxwell’s equations are solved simultaneously in 
time and space and in the presence of any material distribution. This is 
achieved implementing a Yee grid to discretize the computational space, 
and a Leap-Frog scheme as the marching time algorithm (Figure 11.1).

The Yee grid has been specifically designed to overcome the compu-
tational difficulties arising from the presence of the curl ∇× in Maxwell’s 
equations. Rather than computing all the components of the fields in the 

Figure 11.1 FDTD discretization schemes. (a) Yee grid. (b) Leap-frog marching 
algorithm.
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same position, in fact, the electric and magnetic field components are posi-
tioned along facets or sides of the Yee cube, fulfilling the condition that 
each component is surrounded by its curl associates (Figure 11.1a). Time 
evolution, conversely, is derived within the Leap-Frog scheme, which is 
a second order, very robust time marching algorithm (Figure 11.1b). This 
allows for the precise knowledge of the electric and magnetic field in any 
point of space and time with arbitrary precision. The evolution in time of 
the electric and magnetic fields obeys to the standard Maxwell’s update 
equations
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where ε (r) = ε0εr (r) is the total dielectric permittivity of the material. The 
vector update Eq. (6) represent a system of six scalar differential equa-
tions, each ruling the evolution of a single component of the electromag-
netic field. The discretization of the scalar equation on the Yee grid is 
based on a central difference expression of the derivatives as
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where Δx, Δy, Δz and Δt are the spatial and time discretization steps labeled 
by the discretization indices i, j, k, n. In the following we will adopt the 
convention to indicate the time dependence as a superscript and the spatial 
dependence as a subscript, i.e.,

 E E i x j y k z n tx i j k

n
x, ,

, , ,= ( )∆ ∆ ∆ ∆  (8)

As an example, the marching equation for the z-component of the elec-
tric field becomes
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where the material properties of the material, described by the dielectric 
permittivity ε (r), are discretized accordingly on the Yee grid.

The marching Eq. (6), in most cases, needs to be modified to include bound-
ary conditions. The Uniaxial Perfectly Matched Layer (UPML), which is used 
to simulate open systems in the FDTD framework, represents a very robust 
implementation of absorbing boundary condition [2]. The UPML method is 
based on the definition of an absorbing material placed on the boundary of 
the computational domain. Such material can be introduced, in the frequency 
domain ω, by a complex coordinate stretching factor Sx, y, z of the form

 s
i

x y z
x y z
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, ,( )ω

σ
ω

= +








1  (10)

where σx, y, z is a finite fictitious conductivity [34]. In the following, we 
assume a harmonic time dependence of the form E (r, t) = E (r) exp (jwt). 
The coordinate stretching can be included in Maxwell’s equations as a 
modification of the dielectric permittivity ε (r) of the form
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Inserting the stretched ε r( ) into the marching equation for E (r, ω), and 
performing some trivial algebra, we obtain the final update equation, expressed 
in terms of a coupled system of equations, for an UPML enabled FDTD code
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which can be written in a more concise way as

  ∇× ( ) = ⋅ ( )H r D r, ,ω ω ωj s  (13)

where we introduced the stretching tensor
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11.3 dispersive materials in the Fdtd FrameworK

As we already mentioned, the electromagnetic properties of an inhomoge-
neous stationary material can be described, in the linear regime, in terms of 
the relative dielectric permittivity ε (r, ω), expressed as a function of space 
and frequency. Depending on the frequency dependence of the dielec-
tric permittivity, one can distinguish between dispersive materials (e.g., 
metals), whose refractive index depends on the incident wavelength, and 
dielectric materials, whose dielectric function can be considered constant 
across the frequency interval under examination. Introducing a dielectric 
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material in the FDTD is simple, as it requires just to discretize the  dielectric 
function ε (r) over the Yee grid and pick-up the right value each time the 
electric and magnetic fields are updated. In single- wavelength simulations 
this approach can be extended to dispersive materials if one considers

  ε∞ (r) = ε (r, ω = ω0) (15)

where ω0 is the frequency of interest. However, one of the advantages of the 
FDTD algorithm is its intrinsic ability to deal with broadband simulations. 
Dealing with fully dispersive material in this framework is a complex task, 
which requires the development of an efficient and robust algorithm.

11.3.1 analyTical rePresenTaTion of disPersiVe 
maTerials

The standard procedure involved in the simulation of dispersive materials 
requires a nonlinear analytical representation of the dielectric function ε (ω) 
expressed in terms of a set of known functions. Historically, three models 
were available: the Debye relaxation, the Lorentz resonance and the Drude 
model of metals. These models are defined in terms of a set of parameters 
related to the physical phenomena occurring in the medium (e.g., intra-band 
transitions, infrared absorption). In each model the dielectric function is 
defined as a sum of complex poles or poles-pairs, whose analytical represen-
tation mimics the relevant features of the dielectric function of the medium 
(e.g., relaxation dynamics, resonances). Their expressions read [34]
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where ε∞ is the infinite frequency relative permittivity; Δεk is the difference 
between the zero-frequency and the infinite frequency relative permittivi-
ties; τk is the pole relaxation time; ωk is the frequency of the pole; δk is the 
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damping frequency coefficient of the Lorentz oscillator; γk is the inverse 
of the relaxation time of a Drude pole.

These models, when considered singularly, are accurate only for a nar-
row frequency range for every set of parameters. In order to obtain a broad-
band model a sum of many terms is required in order to obtain an accurate 
representation of the dielectric function. More advanced techniques involve 
the introduction of mixed terms, as in the case of the Lorentz-Drude model, 
where Lorentz and Drude poles are coupled together, and whose applications 
are mainly in the analytical representation of metals. While these approaches 
provide a higher degree of accuracy, they usually require a large number of 
terms. In the case of an FDTD simulation, hence, a multi-pole formulation 
requires the computation and the storing of a large number of complex vari-
ables, significantly increasing the computational complexity [38].

Recently, a new analytical method, known as the Critical Point (CP) 
model, has been proposed to overcome these difficulties. While the CP 
model has been initially formulated in conjunction with the Drude model 
to describe Au dispersion in the 200 nm–1000 nm range [11], it has been 
shown that it allows for the description of a wide range of dispersive mate-
rials [17]. In the generalized CP model the dielectric function of the mate-
rial is expressed as a sum of complex-conjugate poles of the form
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where cl and dl are the complex parameters which can be easily expressed 
in terms of the physical parameters of the Debye, Lorentz or Drude models 
[37] or extracted from the experimental dielectric function of the material 
using a nonlinear fit [39]. Using standard algebra, the expression of εCP can 
be simplified as
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where ℜ{a} is the real part of the complex number a. Iterating and simpli-
fying, the dielectric function εCP (ω) becomes
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where 0 < l < N and al , bl are real parameters. This expression is easily 
implementable in an existing FDTD code and allows for a very fast and 
efficient numerical representation of dispersive materials.

11.3.2 numerical imPlemenTaTion

Starting from Eq. (19), we developed a new implicit method, based on an 
unconditionally stable and implicit Crank-Nicholson algorithm. As in any 
FDTD technique, the starting point is given by Maxwell’s update equations (6). 
Moving to the frequency domain ω, the update equation for D (r, ω) becomes
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where s  is the UPML tensor defined in Eq. (14). If we define a new vector 
q (r, ω) as

  q r E r, ,ω ε ε ω( ) =



























( )∞0

0 0

0 0

0 0

s
s

s
s

s
s

z

x

x

y

y

z

 (21)

here the displacement vector D (r, ω) can be expressed as
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 D r q r, ( ) ,ω
ε ω
ε
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 (22)

In the FDTD algorithm we have full knowledge of the fields at the pre-
vious timestep. As we will see, however, before computing the new value 
of the displacement vector D we will have to evolve the auxiliary field q, 
so it’s preferable to express the vector q (r, ω) in terms of the known dis-
placement field D (r, ω) as

  q r D r,
( )

,ω
ε
ε ω

ω( ) = ( )∞  (23)

where in the last step we assumed that the material is causal, i.e., ε(ω) ≠ 0. 
Inserting Eq. (19) into (23) we obtain

  q r D r, ,ω
ω

ω
ω( ) =

( )
( )

( )∑
∑

l l
l

l l
l

a j

b j
 (24)

This expression is valid in the frequency domain, and we should 
rewrite it in the time domain in order to use it directly in the FDTD algo-
rithm. The formulation (24), moreover, allows for an easy transfer to the 
time domain: considering that j l

t
lω( ) ∂→ , Eq. (24) can be rewritten as

  b t a tl t
l

l t
l

l

N

l

N
∂ ( ) = ∂ ( )== ∑∑ q r D r, ,

00
 (25)

Equation (25) is a N-th order differential equation representing the time 
evolution of the vector q (r, t). It’s easy to see, at this point, that increasing 
the number of poles in the dielectric function representation increases the 
computational complexity significantly.

We can transform Eq. (25) into a system of N differential equations
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where we defined the known term as
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  f r D r, ,t a tl t
l
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The system (26), at this point, can be solved numerically using an 
implicit Crank-Nicholson algorithm, which is known to be uncondition-
ally stable [29]. In the CN algorithm, the time discretization is based on a 
central differences scheme in time, with a marching step of the form
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where ∆t is the time discretization factor. The system (26) becomes then
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which finally provides the CN marching equations
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Before computing the evolution of the auxiliary field, we have to com-

pute the known terms f r( )
n+

1
2 , which are a function of the (known) dis-

placement field D (r, n∆t). By definition we have

 f r
f r f r

D r( ) =
( ) − ( )

= ∂ ( )+
+

+

=∑n
n n

l t
l n

l

N a
1
2

1 1
2

02
 (31)

and defining a set of N variables {D(r)l, 0 ≤ l ≤ N}, we can again rewrite 
the N-th order differential equation in a set of N first-order differential 
equations as
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which in the Crank-Nicholson algorithm becomes
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The resulting known term system will be
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System (34) can be solved easily, and the resulting f r( ) +n 1
2 can be inserted 

directly into Eq. (30) at every timestep. In matrix form, Eq. (30) becomes
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whose solution vector q q0
1 1n

N
n+ + 

†  can be obtained inverting the coef-
ficient matrix on the l.h.s. of (35). Due to its quasi-tridiagonal structure, 
the coefficient matrix can be efficiently inverted at every timestep using 
any general purpose computational method (e.g., LU decomposition) [29].

11.3.3 numerical examPle

In our simulations we use our own-made code NANOCPP, which has 
proved to be a highly-performing massively parallel FDTD simula-
tor capable of scaling up to hundreds of thousands of processors [25]. 
NANOCPP is entirely written in C++, with meta-programming techniques 
and optimized classes designed to ensure high performance, stability and 
high accuracy. In order to describe a dispersive material, we provide as 
parameters the list of the coefficients in the numerator and denominator 
of (19). The standard procedure to obtain the list of coefficients involves 
the fitting of an experimental curve with a certain number of Drude/
Lorentz poles. The resulting ε (ω), expressed as a sum of single poles, is 
then grouped in a single fraction using standard algebra packages. As an 
illustrative example, we performed a series of 60 simulations at different 
wavelengths to measure Ag dispersion. The computational box was set as 
a two-dimensional 2μm × 2μm square discretized on a 800×800 regular 
lattice with a 20 points thick UPML layer placed at the boundary of the 
computational domain. The electromagnetic source was set as a mono-
chromatic plane wave of wavelength λ described using the TFSF formal-
ism. The impinging wavelengths were uniformly distributed in the interval 
150 nm ≤ λ ≤ 750 nm and the TF region was placed at 200 nm distance 
from the border of the computational domain. A metallic Ag square was 
placed at the center of TFSF region, near its border (Figure 11.2a). The 
metal was simulated using a 4 poles analytic function, and the dispersion 
coefficients are shown in Table 11.1. The coefficients are compatible with 
data existing in the literature [39].

We extracted the real and imaginary parts of the refractive index 
n n jkω ω ω( ) = ( ) + ( )  from the attenuation inside the material and from 

the internal wavelength. The results, shown in Figure 11.2b, exhibit an 
excellent agreement beetween our simulated refractive index and actual 
experimental data.
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11.4 maxwell-BloCh equations

11.4.1 General Theory

Researchers have developed many methods to introduce a realistic model 
for gain and absorption in the FDTD simulations. The easiest approach is 
to introduce a material with a negative permittivity, as this would naturally 
produce gain. The presence of gain, however, highly reduces the stabil-
ity of the simulations, and the computed fields tend to diverge even for 
short time intervals. A more advanced technique is based on the intro-
duction of a set of Einstein rate equations, which describe the population 
dynamics of a N-level atomic system [31]. Such method, however, does 
not take into account any coherence effect and is not suitable for ultra-fast 
time scales [3]. In the following we will discuss an alternative theoretical 
approach in which Maxwell’s equations are coupled with the atomic Bloch 

Figure 11.2 FDTD verification of dispersive materials. (a) Computational domain and 
field distribution for λ = 350 nm. (b) Real and imaginary parts of the complex refractive 
index as a function of the wavelength.
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taBle 11.1 Dispersion Coefficients for Ag in the 150 nm – 750 nm Range

Ag dispersion coefficients (150 nm – 750 nm)

b0 = 1.6802599292925186 × 1064 a0 = 0
b1 = 1.8560640679695975 × 1048 a1 = 8.69568126534369 × 1045

b2 = 5.06708648108083 × 1032 a2 = 9.622029823600002 × 1031

b3 = 1.2294398178981344 × 1016 a3 = 1.0445269 × 1016

b4 = 1.1447 a4 = 1
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equations. The Maxwell-Bloch (MB) set of equations provides an explicit 
expression for the nonlinear polarization produced by the interaction 
between the photons and the electrons of the active material. Furthermore, 
the MB theory is fully derived from the quantum mechanical description 
of the atomic system, hence it allows for the simulation of realistic materi-
als and direct comparison with experimental results event at the nanoscale.

In a quantum-mechanical formulation the state of the atomic system is 
described by a vector |ψ〉 of a complex Hilbert space. The natural basis to 
describe the system is provided by the complete set of energy eigenstates 
{ψn}, namely

   ψ ε ψn n n=  (36)

being  the total Hamiltonian operator and |ψn〉 the eigen-state with 
energy εn. 

The time evolution of the state vector is described by the Schrödinger 
equation

 i t tt� �∂ ( ) ( )=ψ ψr r, ,  (37)

where ħ is the reduced Planck constant. If we assume a dipole-like interac-
tion between the electric field and the electrons of the material, the total 
Hamiltonian can be written introducing a displacement operator Q  as

        = + = + ⋅0 0int eE Q  (38)

where the total Hamiltonian is split into an unperturbed term  0, repre-
senting the state of the atom when no electromagnetic field is present, 
and a dipole interaction term  

int e† †= ⋅E Q [5, 24]. This is the analog of 
the classical dipole interaction, where the interaction Hamiltonian was 
defined in terms of the positional displacement of the atom from its equi-
librium position, namely q = (r − r0). In a quantum system, conversely, the 
displacement operator represents the displacement (i.e., transition) in the 
Hilbert space from the ground state to an excited state. Equation (38) pro-
duces a nonlinear polarization term PNL, which depends on the expectation 
value of such displacement operator Q, namely
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 P QNL aeN t= −  ( )  (39)

where e is the electric charge, Na is the density of polarizable atoms and

 Q Q ( ) ( ) ( )t t t= ψ ψ  (40)

is the quantum expectation of the operator Q  with respect to the time 
dependent state of the system |ψ(t)〉. Inserting the nonlinear polarization 
(39) into Maxwell’s equation, we obtain
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Equation (41) describes the evolution of the electric and magnetic fields 
in the presence of a resonant system, whose quantum mechanical prop-
erties are associated to the evolution of the displacement operator Q. In 
order to compute the nonlinear polarization term, hence, we need to study 
the evolution of the expectation value Q . Its evolution, as expressed by 
Eq. (40), is directly related to the dynamical evolution of the state vector, 
which is described by Eq. (37). While solving directly Eq. (37) would be 
the most direct approach, it is more convenient to study the evolution of 
the system using the density matrix formalism, which is based on the defi-
nition of the density of states operator � ( )tρ  as

 � ( ) ( ) ( ) ( ) ( ) ( )l l ll
t t t p t t tψ ψ ψ ψ= =∑ρ ψl(t)ψl(t) ψl(t)  (42)

where pl(t) is the (normalized) probability associated to the eigenstate of 
the system |ψl (t)〉. Using this formalism, the expectation value of a generic 
operator O can be written in terms of the density matrix as

  � ( ) � � ( ) ( ) � �{ }( ) Tr ( )l ll
t t t t tψ ψ= =∑O Oρ Oρ  (43)

The evolution of the density matrix operator is described by the 
Liouville equation of motion
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 � ( ) � ( )ˆ ,ti t t ∂ =  � ρ ρH  (44)

where A B AB BA     ,



 = −  is the standard quantum commutator [28]. As we 

will see, solving Eq. (44) is a way less demanding operation than directly 
solving Eq. (37), provided an adequate reduction scheme is introduced. In our 
approach, we exploit the homomorphism between the Hilbert vector space 
and the SU(N) Lie Algebra, where N is the number of discrete levels, arbi-
trarily spaced, of the atomic system [18–21]. The transitions among the energy 
levels, which determine the dynamical evolution of the atomic system, can be 
excited by the vector components of the electromagnetic field, being ħω0 the 
photon energy of the electromagnetic wave. The transitions are described in 
terms of transition-projectors, also known as level operators, of the form

 Pmn m n
 = 〉〈| |ψ ψ  (45)

and can rewrite the density matrix operator as

  
�( ) ( ) ( ) � ( ){ } �( ) | | Tr ( )mnmn j nm j j mn mnjmn
t t p P P P t P tρ ψ ψ= = 〉〈 = =∑ρ ρ

 (46)

where ρmn (t) are the N2 time dependent components of the density matrix 
operator. In order to solve the system, then, we have to solve (41), cou-
pled with (44) at each time-step. This problem is rather computationally 
demanding, as solving (44) involves the solution of N2 complex-valued 
differential equations. However, one can simplify the equations investi-
gating the symmetry properties of the transition-projectors. First of all, 
exploiting the orthonormality of the transition-projector basis, we can 
immediately write the Pmn  commutator as

 P P P Pij kl i j k l k l i j il nk kj
   , | | | | | |



 = 〉〈 〉〈 − 〉〈 〉〈 = −ψ ψ ψ ψ ψ ψ ψ ψ δ δδ il  (47)

The structure of the commutator unveils an important property of the Pmn  
set. In fact, if N is the total number of energy levels in the system, the full set of 
transition-projectors is constituted by N2 elements, which under the commutator 
rule (47) generate the unitary group U (N) [20]. The transition-projectors Pmn, 
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furthermore, can be used to describe the N2 – 1 generators of the SU (N) Lie 
Algebra, which can be defined in terms of the normalized operators
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 (48)

where 1 ≤ l < m ≤ N and l ∈ [1, N − 1] [7, 41]. In the following the gen-
erators of the SU(N) algebra will be labeled as λ k with k ∈ [1, N 2 − 1]. 
These operators, known as the Gell-Mann matrices or operators, obey the 
important symmetry properties

  [ ]
[ ]

†

Tr 0

Tr 2

l l

l

l m lm

λ λ

λ

λ λ δ

 =


=
 =

, (49)

The Gell-Mann operators generate the Lie algebra of the SU(N) group, 
as can be seen grouping them in a single vector S, generally known as 
coherence vector, whose components are defined as

  S u v w w= ( ) = … … …( )∈ −





−S j j N
N

1 1
12 12 1 12,

, ; , ; , ,� � � �  (50)

and which are related by

  S S jf Sl m lmn nn

N,[ ] = =

−∑ 2
1

12

 (51)

where flmn is the SU(N) group completely antisymmetric structure constant 
[30]. Using the coherence vector components Sl (t), it’s possible to define 
the density matrix operator and the total Hamiltonian as
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where
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ρ

H
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This means that the evolution of the system, described by Eq. (44) as 
the evolution of N2 complex density matrix elements, can be equivalently 
described in terms of the (N2 – 1) real components of the coherence vec-
tor S. The time evolution of such components can be easily obtained from 
Eq. (44) substituting the expressions (52) for �ρ and  t( ). We finally obtain

  ∂ ( ) = =

−∑t l lm mm

NS t SΓ
1

12

 (54)

where the evolution coefficients Ґlm are defined by

  Γ�
�
� � �

lm l m
j

= { }2
Tr [ , ]λ λ  (55)

which is the N-level generalization of the traditional Bloch torque equa-
tion for a two level system [5]. Equation (54) can be further extended to 
include relaxation times and coupling strengths, describing the dynami-
cal properties of the energy levels, and the initial coherence vector S(0) = 
S(t = 0) containing the initial populations of the system. If we define a 
relaxation matrix γ as

  γ δ

lm
l

lmT
=

1

†

 (56)

where Tl is the relaxation time of the l-th level, Eq. (54) becomes

  ∂ ( ) = − −( )=

−∑t l lm m ll l lm

NS t S SΓ γ S( )0
1

12

 (57)

which in the vector formalism becomes

  ( ) � ( )( )0
t t∂ = ⋅ − −�S Γ S γ S S  (58)

As can be easily seen, Eq. (58) represents the full-vector evolution 
equation for the system, and it consists of (N 2 – 1) real equations. Once 
the dynamics of the coherence vector is defined, we can compute the 
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expectation value of Q t( ), which will be depending on the components 
of the vector S(t), and whose expression is in general depending on the 
number of levels and on the level structure describing the atomic system.

Up to this level, the dynamical equations are unconditionally deter-
ministic. However, we can complete the quantum-mechanical treatment 
of light-matter interaction by introducing a numerical implementation of 
quantum noise [14]. This can be easily achieved introducing a fluctuat-
ing electric or magnetic field in the FDTD update equation, which simu-
lates the presence of a thermal bath [32]. The statistical properties of the 
noise term represent a key element in the realistic description of a resonant 
material, and will be discussed extensively in the next subsection.

11.4.2 numerical imPlemenTaTion of a four leVel 
sysTem

Before discussing the numerical implementation of the MB equations in 
the time domain, we need to specify the energy levels structure for the 
atomic system to be simulated. In our case, we consider a four-level sys-
tem with three degenerate levels (Figure 11.3).

This structure allows for three different transitions from the level |ψ1〉 
to the upper levels, and the three levels degeneracy ensures that these tran-
sitions are mutually orthogonal. Having four energy levels, all our matrix 
operators will be 4×4 matrices, while the coherence vector will be a fif-
teen components real vector. Using the transition-projectors Plm , we can 
rewrite the total Hamiltonian  , defined in Eq. (38), as

Figure 11.3 Energy diagram for a four levels system with three degenerate levels.

|φ4>|φ3>|φ2>

|φ1>
ħω0

E2=E3=E4

E1



330 computational chemistry methodology

 

  





� � �

� �

� �

= +

( ) = + +( ) 

= ⋅ = ⋅

0

0 0 2 3 4

int

ij
ij i i i

int eE eE

ω δ δ δ δ

Q GG G

G x y z

� �

� � � �

+( )
( ) = + +( )




















 

ij
i j j jq0 1 2 3 4δ δ δ δ

 (59)

where ω0 is the energy difference between the ground level and the degen-
erate levels, δij is the Kronecker delta, q0 is the typical atomic length scale 
and x y z� � �, ,( ) are the Cartesian unit vectors. The evolution of the system is 
expressed by fifteen real equations of the form (58). The Gell-Mann matri-
ces in the N = 4 case read [6]
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The resulting Γ  matrix is a skew matrix with non-zero components
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 (61)

where we introduced the Rabi frequencies

  Ωl
lE l x y z=
℘

=


,† , ,  (62)

and ℘ = eq0 is the unperturbed atom dipole moment. In the SU(4) rep-
resentation, the expectation value of the displacement operator becomes

  � ( ) � ( )�{ } � �( )0 1 4 9Trt t q S S S= = + +Q ρ Q x y z�  (63)

Equation (41), then, becomes
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 (64)

which represent the update equations for the electric and magnetic field 
in the presence of an atomic resonant system in the MB formalism. These 
equations can be discretized using the usual FDTD procedure and the 
derivatives of the coherent vector components can be obtained directly 
from Eq. (58) at every time-step.

The system of equations corresponding to the vector equation (58) is 
composed by fifteen differential equations. The differential equations can 
be again solved using an implicit Crank-Nicholson algorithm as in the 



332 computational chemistry methodology

case of the dispersion auxiliary equations. In order to solve the system 
(58), again, we have to perform a numerical inversion of the coefficients 
matrix. While this is usually achieved implementing a LU decomposition 
of the coefficient matrix, exploiting concepts from graph theory allows for 
an additional speed-up of the matrix inversion [29]. The LU decomposi-
tion, in fact, is known to be inefficient in the presence of a highly sparse 
matrix, as in the case of our Γlm matrix. As we already mentioned, the Γlm 
matrix is a skew matrix, with only a few non-zero elements. The coeffi-
cient matrix of Eq. (58) is proportional to Γlm and inherits its sparse struc-
ture (Figure 11.4a). However, advanced graph theory algorithms allow for 
an efficient reordering of the matrix. In our numerical implementation, we 
opted for the reverse Cuthill-McKnee algorithm [9, 15], which produces a 
band matrix structure (Figure 11.4b).

Once the coherence vector is computed, we can implement the quan-
tum noise generator simulating the spontaneous emission arising from the 
interaction with an external thermal bath. As we already mentioned, the 
quantum noise will be introduced in the electric field update equation in 
terms of a fluctuating random electric field of the form

  
∂ ( ) + ( )( ) = ∇× ( ) − ∂ + ∂ + ∂t

r
a t t tt t t eq N S S SE r E r H r x y z, , ,δ

ε ε
1

0
0 1 4 9

� � �(( )





 (65)

where δE (r,t) is the fluctuating random field. From a numerical point of 
view, the quantum noise was modeled using a pseudorandom Box-Muller 

Figure 11.4 Γlm matrix reordering.

(a) (b)
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number generator [29]. The resulting statistical distribution of the noise 
term is a normal Gaussian distribution over the interval (0,1) of the form

  δ ξ πE r, ( ) ( )t a bE( ) = −2 2log cos  (66)

where ξE is the random electric field variance and (a,b) are random num-
bers following an uniform distribution in the interval (0, 1). This distribu-
tion ensures a white Gaussian noise time such as

  δ δ ξ δE r E r, , '
'

t t t t
tE( ) ( ) =
−⎛

⎝⎜
⎞

⎠⎟Δ
 (67)

i.e., the fluctuating terms are delta-correlated in time. Finally, in order to 
express the quantum noise in terms of a realistic thermal bath, we relate 
the electric field variance ξE to the temperature of the external environ-
ment Text, imposing

  ξ
π ε

E
B envk T
c

2
2

0
4

315
=

( )
( )

 (68)

where kB is the Boltzmann constant and c is the speed of light [27].

11.4.3 examPles

As can be easily understood, the possibility to implement a realistic reso-
nant medium opens a wide range of applications and investigations. As 
we mentioned, in our simulations we use our own-made FDTD code 
NANOCPP, which represents any dispersive active material in terms of 
the following parameters:

• {an, bn}, representing the real coefficients used to describe the mate-
rial dispersion using equation (19),

• Na, representing the density of polarizable atoms, which is directly 
related to the incident pumping rate,

• q0, representing the atomic length scale,
• ω0, representing the transition frequency,
• τ0 and τ1, representing the upper and lower relaxation times.
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11.4.3.1 active Core-shell nanparticles

Starting from the pioneering work of G. Mie, spherical scatterers and 
resonators have proved to play a crucial role in many applications. This 
is mainly due to the high numbers of spherical modes, i.e., resonances, 
which can be excited from an impinging electromagnetic wave. These 
modes, moreover, can be computed exactly using analytical tools [4]. 
When a mode of the spherical structure is excited, the system behaves as 
a resonator, and is able to store or scatter high amounts of energy. Among 
different models and structures, core-shell micro and nanoparticles have 
had a wide diffusion in many fields, as in the case of biological imaging, 
medical diagnostics, nanolasers, and CQD photovoltaics [1, 12, 13, 22, 26, 
36]. This is mainly due to the possibility to precisely control and engineer 
their resonances. Generally speaking, an active core-shell nanoparticle is 
a two layers structure: a dielectric or metal sphere of diameter d1, consti-
tuting the core of the structure, surrounded by a dye shell of diameter d2 
(Figure 11.5a). The structure is illuminated by a plane wave of frequency 
ωinc. The dye absorbs at the frequency ωa close to the impinging frequency 
ωinc and emits at a lower frequency ω0 corresponding to one of the transi-
tions of the four level atomic system. In our simulations, we assume that 
the population inversion is already reached, so we focus only on the emis-
sion frequency ω0. If the structure is designed in such a way that one of 
its mode frequency is in proximity of the emission frequency of the dye, 
the emitted radiation can excite it and produce a standing radiation pattern 
(e.g., Mie whispering gallery modes) or a Surface Plasmon Polariton on 
the surface of the metallic nanoparticle constituting the core.

Figure 11.5 Active core-shell nanoparticle. (a) Scheme of the structure. (b-c) Emission 
regimes at different times.
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Numerically, the dye is modeled as a dielectric medium with εr = 2.62, 
q0 = 0.1nm, T0 = 100fs, T1 = 10fs and ω0

156 2788 10= ×. rad
s

, which are 

parameters corresponding to a Rhodamine-B dye [33, 40]. The pumping rate 
is assumed to be constant and is set in terms of the polarizable atoms density 
Na = 1026 m-3. The structure was designed as metal core-shell: the core is a Ag 
sphere with diameter d1 = 300 nm surrounded by a 200 nm thick Rhodamine 
layer (d2 = 500 nm). As can be seen from Figure 11.6(b-c), the system moves 
from an incoherent spontaneous emission regime (Figure 11.3b) to a coherent 
emission regime. Varying the pumping rate, it’s possible to study the dynam-
ics of the emitting modes. In particular, at higher powers, multiple modes of 
the structure can be excited and many phenomena related to random lasers 
(e.g., frequency pulling, mode competition) can be observed [12, 13, 37, 38].

11.4.3.2 organic solar Cells Concentrator

As is well known, photovoltaics represent a field of great interest in our 
days. In recent years researchers have focused on designing, implementing 
and producing high-efficiency, low-cost solar cells. This can be obtained 
either reducing the cost of fabrication and maintenance, or increasing the 
conversion efficiency of the solar cell itself. While the production cost 
of semiconductors materials, as in the case of Si, has been significantly 
reduced, higher efficiencies can be obtained only introducing new materi-
als or structures. In this context, the application of organic layers and het-
erostructures into the solar cell design is gaining increasing interest, as in 
the case of the Organic Solar cell Concentrators (OSC) [8]. A OSC consists 
of an organic dye layer deposited on top of a high-refractive index glass 

Figure 11.6 Scheme for an OSC enabled solar cell.
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substrate (Figure 11.6). The organic dye, which can be even a multilayer 
structure, absorbs the incident sunlight and re-emits at lower frequency. 
A significant fraction (~80%) of the intrinsically omnidirectional sponta-
neous emission is captured by the glass substrate, which behaves as a slab 
waveguide. The emitted photons, then, can be captured and converted by 
a standard solar cell placed on the lateral sides of the glass substrate [15].

This device can be naturally simulated using FDTD, provided an oppor-
tune set of parameters is chosen for the organic dye. As an example, we 
simulated a small portion of OSC in order to show how the spontaneous 
emission of the dye molecules can excite one or more modes of the under-
lying glass waveguide. The structure is formed by a 100 μm × 10 μm high 
refractive index glass, with εglass = 4. A 1μm thick layer of organic dye was 
deposited on top of the slab. The dye parameters are ω0 = 3.0381 × 1015, 
εr = 2.78 and Na = 1010m-3, which correspond to a AlQ3:DCJTB organic 
dye with doping concentration equal to 2% [10]. In Figure 11.7 we show 
the field distribution inside the OSC at three different times.

Keywords

 • dispersive materials

 • finite difference-time domain (FDTD)

 • group theory

 • maxwell equations

 • maxwell-Bloch (mB) 

 • polarization

Figure 11.7 Field distribution at three different times for a FDTD simulation of OSC.
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aBstraCt

An AlMgFeCuCrNi based high entropy alloy was synthesized by mechan-
ical alloying. Phase analysis at room temperature was investigated by 
using X-ray diffraction. It has been found that two phase solid-solution 
with body-centered cubic (BCC) and face-centered cubic (FCC) crystal 
structure forms in this alloy system. Damping capacity of powder samples 
was determined using dynamic mechanical analysis. Effect of sintering at 
different temperatures, such as 800°C, 850°C, and 900°C, on phase evolu-
tion and hardness was investigated.

12.1 introduCtion

High entropy alloys are a new generation multi-component alloys and are 
quite different from traditional alloys, which are based on one or two ele-
ments. These multi-component alloys are solid solutions with equiatomic 
or near equiatomic compositions [1]. However, the first impressive report 
by Yeh et al. [2, 3] has shown that alloy systems with five or more metal-
lic elements possess higher configurational entropy and therefore, favor 
the formation of solid solution phases, as opposed to the inferred complex 
structures consisting of many intermetallic compounds. The configura-
tional entropy at equiatomic compositions for binary, ternary, quaternary, 
quinary and hexanary alloys is 5.8, 9.2, 11.6, 13.5, and 15.0, respectively. 
The formation of amorphous phase, which can be another competing 
phase in these multi-component systems, can be avoided by choosing ele-
ments carefully.

High entropy alloys are microcrystalline and their properties can be 
significantly enhanced if they can be synthesized in nanocrystalline form 
[4–7]. Various processing routes such as casting, sputtering, splat quench-
ing, mechanical alloying (MA), etc. have been used to synthesize high 
entropy alloys in recent studies [8] and among them, MA is a widely used 
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solid state processing route for the synthesis of homogeneous nanoma-
terials [8–11]. It results in a decrease in tendency of ordering and leads 
to extended solid solubility. Therefore, the present study is taken up to 
investigate the synthesis and characterization of nanocrystalline hexanary 
(AlMgFeCuCrNi3.17) multi-component alloy using mechanical alloying.

12.2 experimental details

The elemental powders of Al (98% purity), Mg (99% purity), Cr (99% 
purity), Cu (99.5% purity), Fe (99.5% purity), and Ni (99.9% purity) were 
mechanically alloyed using Fritsch Pulverisette-P6 high energy planetary 
ball mill with tungsten carbide balls. The ball-to-powder weight ratio was 
10:1 and toluene was used as a process controlling agent in order to avoid 
excessive cold welding and also act as a reducing medium to avoid oxidation 
of the alloy (8). Rotational speed of disc was 300 rpm. In order to confirm 
the alloy formation and phase evolution during milling, powder samples 
were taken out after every 5 hr intervals (5, 10, 15, and 20 hr). After 20 hr 
of milling, the powder was completely taken out for further consolidation 
and characterization. After the successful synthesis of AlMgFeCuCrNi3.17 
alloy powders, the compaction was carried out in 12 mm diameter high 
speed steel die with a load 10 tons using simple hydraulic press (Kimaya 
Engineers – 15 tons manual heating and cooling press) at ~ 200°C. Three 
hot compacted samples were prepared followed by sintering in an electric 
resistance furnace at 800°C, 850°C, and 900°C, respectively, for 2 hr. The 
phases present in as milled and sintered samples were studied by X-ray dif-
fraction (XRD) using X’Pert Pro Panalytical X-ray diffractometer with Cu 
Kα radiation. The crystalline nature of as milled powder was also studied 
by using transmission electron microscope (Tecnai G2 20 FEI). For TEM 
studies, powder sample was kept in a beaker filled with ethanol which was 
further placed in an ultrasonic cleaner for about 50 min, then dispersed pow-
der sample was allowed to settle down for 10 min. Powder sample was then 
spread on top surface of Cu grit. The hardness of the sintered samples was 
measured using micro hardness tester using 25 kg load. Dynamic mechani-
cal analysis of powder sample was performed and temperature was varied 
from room temperature to 400°C at the rate of 5°C/min.
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12.3 results and disCussion

12.3.1 Phase analysis

Figure 12.1 illustrates the XRD pattern of AlMgFeCuCrNi3.17 alloy as a 
function of milling time. It was evident from the Figure 12.1 that after 
10 min of milling, peaks of all the elements present in the alloy system can 
be identified in the figure and as the milling proceeds, peaks of some ele-
ments start disappearing and width of Ni peak increases. Throughout the 
milling process, the decrease in intensity, broadening of the peak and its 
subsequent disappearance may result from the three factors: refined crys-
tal size, high lattice strain and decreased crystallinity (10, 11). A careful 
observation of the XRD peaks in this alloy suggests some asymmetry in 
the peaks. Analysis of these patterns based on deconvolution of the peaks 
indicates the presence of FCC phase with a lattice parameter of 3.52 Å and 
BCC phase with a lattice parameter of 2.86 Å. Thus, the alloy is mainly 
composed of two phases, i.e., FCC and BCC structure with BCC as major 

Figure 12.1 X-ray diffraction pattern of the AlMgFeCuCrNi3.17 alloy as a function 
of milling time (0 to 20 hours).
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phase in as milled condition. The crystallite size, calculated by Scherrer’s 
formula after eliminating the instrumental and the strain contributions, 
after 20 hr of milling is 6.89 nm for FCC phase and 10.24 nm for BCC 
phase.

XRD pattern for sintered samples at three different temperatures, such 
as 800°C, 850°C and 900°C is shown in Figure 12.2(a) and shift in main 
XRD peak is illustrated in Figure 12.2(b). After sintering, ordered FCC 
structural phase was evolved as the major phase. The metastable state of 
the solid solution caused by MA converts to a more stable phase after 
annealing, thereby resulting in the phase transition from major BCC phase 
to FCC phase as a main phase. It was also observed that with an

increase in sintering temperature, peak shifts towards left side which 
indicates the development of tensile stresses in the sample. Based on 
above results, we can draw a conclusion that both the as-milled and the 
as-annealed AlMgFeCuCrNi3.17 alloy samples mainly have a simple solid 
solution structure. The formation of amorphous phase has been avoided 
in this alloy system by choosing elements in such a way that the value of 
atomic size difference (δ) is 9.27 which is highly consistent with criteria 
for solid solution formation [12].

12.3.2 Tem analysis for PoWder

TEM bright field image and selected area electron diffraction pattern of 
powder particle shown in Figures 12.3 and 12.4 confirms the nanocrystal-
line nature of AlMgFeCuCrNi3.17 high entropy alloy.

The analysis of rings in SAD pattern indicates that the phase has FCC 
+ BCC structure. Bright field image suggests that further addition of alloy-
ing elements is permissible in the proposed high entropy alloy for the for-
mation of solid solution.

12.3.3 micro hardness TesT

Micro hardness test was done for all the three sintered samples. Hardness 
vs sintering temperature graph is shown in Figure 12.5. Hardness decreases 
with an increase in sintering temperature.
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Figure 12.2 (a) X-ray diffraction pattern for samples sintered at different temperatures, 
(b) Shift in XRD peaks for sintered samples with respect to 20 h milled sample.
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Figure 12.3 TEM bright field image of powder particles

Figure 12.4 SAED pattern of powder particle of Figure 12.3.
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Average value of hardness is 429.7 HVN for 800°C sintered sample, 
is 291.1 HVN for 850°C sintered sample and it is 262 HVN for 900°C 
sintered sample.

12.3.4 dynamic mechanical analysis of PoWder

Dynamic response of as milled powder was characterized in terms of tan δ, 
loss modulus and storage modulus. tan δ vs. temperature graph is shown in 
Figure 12.6; loss modulus vs. temperature graph is shown in Figure 12.7 
and storage modulus vs. temperature graph is shown in Figure 12.8.

tan δ is evaluated as:

tanδ = E
E

''

' ;

where E” is loss modulus and E’ is storage modulus.

Figure 12.5 Variation of hardness as a function of sintering temperature.
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Figure 12.6 Variation of tan δ with respect to temperature.

Figure 12.7 Variation of loss modulus w.r.t. temperature.
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Figure 12.8 Variation of storage modulus w.r.t. temperature.

Loss modulus first decreases and then increases with temperature 
where as storage modulus continuously decreases with temperature. tan δ, 
which is a measure of damping, first decreases and then increases with 
temperature.

12.4 ConClusion

The nanocrystalline AlMgFeCuCrNi3.17 alloy powder has been success-
fully synthesized by mechanical alloying. TEM study suggests that more 
alloying elements may be allowed to form solid solution. A major BCC 
structured solid solution with minor FCC phase was obtained after 20 hr of 
MA process which converts into major FCC phase after sintering at high 
temperature.
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