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Bacterial Evasion of Host Immune Responses

Our survival as multicellular organisms requires the constant surveillance
of our internal and external (mucosal) environments by the multifarious
elements of the innate and acquired systems of immunity. The objective of
this surveillance, expensive as it is to the organisms, is to recognise and kill
invading microorganisms. Over the past fifty years the cells and mediators
involved in our immune defences have been painstakingly identified. How-
ever, it is only relatively recently that the ability of microorganisms to evade
immunity has been recognised and investigated. Bacterial Evasion of Host Im-
mune Responses introduces the reader to the mechanisms used by bacteria to
evade both humoral and cellular immune responses, using systems ranging
in complexity from the simple quorum sensingmolecules – acyl homoserine
lactones – to the supramolecular syringe-like devices of type III secretion
systems. This book will be of interest to researchers and graduate students
in microbiology, immunology, pharmacology, and molecular medicine.

brian henderson is professor of cell biology and runs the Cellular Micro-
biology Research Group at University College London. His research focuses
on the role of molecular chaperones as microbial virulence factors and the
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Over the past decade, the rapid development of an array of techniques in
the fields of cellular and molecular biology have transformed whole areas
of research across the biological sciences. Microbiology has perhaps been
influenced most of all. Our understanding of microbial diversity and evolu-
tionary biology, and of howpathogenic bacteria and viruses interactwith their
animal and plant hosts at the molecular level, for example, has been revolu-
tionized. Perhaps the most exciting recent advance in microbiology has been
the development of the interface discipline of cellular microbiology, a fusion
of classic microbiology, microbial molecular biology, and eukaryotic cellular
and molecular biology. Cellular microbiology is revealing how pathogenic
bacteria interact with host cells in what is turning out to be a complex evo-
lutionary battle of competing gene products. Molecular and cellular biology
are no longer discrete subject areas but vital tools and an integrated part
of current microbiological research. As part of this revolution in molecular
biology, the genomes of a growing number of pathogenic and model bac-
teria have been fully sequenced, with immense implications for our future
understanding of microorganisms at the molecular level.

Advances in Molecular and Cellular Microbiology is a series edited by re-
searchers active in these exciting and rapidly expanding fields. Each volume
will focus on a particular aspect of cellular ormolecularmicrobiology andwill
provide an overview of the area and examine current research. This series
will enable graduate students and researchers to keep up with the rapidly
diversifying literature in current microbiological research.
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Preface

From birth we are protected from bacterial infections by the complex system
of cells and cell products, which have functional and signalling properties,
known collectively as immunity. The immune system has three major func-
tions: (1) the ability to recognise infectious agents such as bacteria; (2) the
capacity to kill these infecting organisms; and (3) the integration of (1) and
(2) through specific cell–cell signalling. It is now recognised that the nature
of our immune systems has been shaped in the crucible of evolution by inter-
actions with infectious agents. It is also emerging that the various organisms
that can infect us have evolved multiple mechanisms to evade both arms of
our immune system – innate and adaptive immunity.

This book describes some of the emerging mechanisms employed by
bacteria to evade both humoral and cellular immunity. The first section deals
with novel aspects of the recognition of, and the response to, bacteria by a
key cell population – dendritic cells (e.g., through Toll-like receptors), and
by lymphocytes via the nonpolymorphic CD1 MHC molecules that recog-
nise nonpeptidic antigens. The final chapter in this section describes natural
resistance-associated macrophage protein (NRAMP), a metal ion transporter
important in susceptibility to infection by mycobacteria. Mycobacteria also
encode NRAMP-like proteins revealing another twist in the ongoing battle
between bacteria and their hosts for essential metal ions such as iron and
zinc.

In the second section attention switches to the ability bacteria have to
evade humoral immunity. It has been known for many years that the bacte-
rial capsule can protect against complement. However, over the past decade
or so it has emerged that bacterial pathogens have evolved a plethora of
selective mechanisms for evading the major mechanisms of complement-
mediated killing. Another powerful mechanism for evading antibodies
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and antibody-mediated complement activation is the production of selective
immunoglobulin-degrading proteases and immunoglobulin-binding pro-
teins. A third way to avoid the deleterious actions of antibodies is to keep al-
tering the cellular antigens by the processes of phase and antigenic variation.

The final section in this book deals with bacterial evasion of cellular im-
munity. The role of type III secretion systems in the inhibitionof phagocytosis
and in the inhibition of the key transcription factor, NF-κB, are detailed in
two separate chapters. A small number of bacteria produce proteins, termed
superantigens, which are able to stimulate a large proportion of the T cell
repertoire but in the process remove or inactivate these cells. Superantigens
thus have the potential to decrease overall T cell responsiveness. A fasci-
nating finding is that the signals involved in bacterial quorum sensing –
such as the acyl homoserine lactones – are also able to inhibit immune re-
sponses, including the induction of cytokine synthesis. The consequences of
the immunoinhibitory actions of these molecules is discussed. The remain-
ing chapters describe how bacteria interact with immune cells to control the
synthesis of cytokines, proteins that act to integrate the functions of immune
cells. The ability of bacteria to produce a vast range ofmoleculeswith cytokine-
inducing (or in some cases, inhibiting) actions and the consequence of this
for the physiological control of functional cytokine networks is reviewed. The
role of enterotoxins as cytokine-modulating agents capable of acting as local
adjuvants or local cytokine inhibitors is described and the consequences of
this for the host are reviewed.

This volume brings together experts in bacteria-host interactions to ex-
plain how bacteria are recognised by the immune system and how this recog-
nition and its consequences can be negated to enable the bacteria to survive.



PART I Recognition of bacteria
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CHAPTER 1

The dendritic cell in bacterial infection:
Sentinel or Trojan horse?

Benjamin M. Chain and Janusz Marcinkiewicz

1.1 INTRODUCTION

Dendritic cells play a key role in the initiation and regulation of T-cell
dependent immune responses. Much of their significance lies in their role as
a cell linking the evolutionarily ancient innate immune system to the more
complex and sophisticated adaptive immune system. Understanding their
function in the context of bacterial infection, therefore, where the strands
of innate and adaptive immunity are so closely interwoven, is likely to be
particularly significant.

The cell biology of the dendritic cell poses a number of specific questions
relating to bacterial physiology and pathophysiology. In particular, much
of the literature in the field has been concerned either with understanding
how dendritic cells process and present bacterial proteins in the context of a
“particulate” as opposed to a “soluble” form, orwithmapping the interactions
between dendritic cells and bacterial cell wall components. This chapter first
provides a brief overviewof present understandingof the dendritic cell system
and its role in immune responses, and then addresses questions relating
more specifically to the interaction between dendritic cells and bacteria.

1.2 DENDRITIC CELLS AND THE IMMUNE RESPONSE

1.2.1 The dendritic cell family

T-cell recognition of antigen has a requirement for the antigen to be first
processed and then presented by another cell, termed the “antigen presenting
cell.” This requirement, first determined empirically, can now be understood
in terms of the well-established model of T-cell recognition, involving the tri-
partitemolecular interaction betweenT-cell antigen receptor, antigen peptide
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fragment, and MHCmolecule (see Chapter 2 for more details). The require-
ment for multiple other ligand/receptor interactions between T cell and anti-
gen presenting cell in order to achieve full T-cell activation (“co-stimulation”)
adds further molecular detail to this overall recognition process. The na-
ture of the antigen presenting cell, which is responsible for T cell activation
in vivo, therefore becomes a question central to the understanding of T-cell
immunity.

The dendritic antigen presenting cell was first identified by Steinman
(Steinman, 1991), as a rare cell type found in the T-cell areas of spleen and
lymph nodes of mice, which serves as a potent activator of T cells. These
T-cell–associated dendritic cells must be clearly distinguished from follicular
dendritic cells, found within B-cell follicles and concerned with the trapping
and storage of antigen/antibody complexes for B-cell recognition. This latter
cell type will not be discussed in this chapter.

The principle characteristics of the T-cell associated dendritic cells are
the ability to activate both naı̈ve and memory T cells (associated with high
surface expression of both class I and class II MHC molecules), an un-
usualmorphology showing extensive thin cytoplasmic processes or dendrites
(in vivo these cells were sometimes described as “interdigitating cells” for the
same reason), and an absence of Fc receptors and phagocytic activity. The lat-
ter features were of particular importance in distinguishing these cells from
the macrophage, which had previously been believed to be the main cell type
involved in the presentation of antigen to T cells. The inability of dendritic
cells to phagocytose immediately raised the question of how such cells would
process and present bacteria or other particulate antigens, a question which
was indeed addressed in a number of early studies (Kaye et al., 1985; Guidos
et al., 1984).

Although dendritic cells, as originally defined, are cells localised within
the T cell areas of secondary lymphoid tissue, it is now generally accepted that
this cell is closely related to antigen presenting cells found within most other
tissues of the body. This relationship has been explored most thoroughly in
relation to skin (Macatonia et al., 1987; Larsen et al., 1990b) where there is
compelling evidence for a differentiation pathway that links skin Langerhans’
cells to dendritic cells within the draining lymph nodes (Hill et al., 1990).
In this model, Langerhans’ cells respond to local inflammatory stimuli by
migrating out of the skin, via afferent lymphatics (where they were previously
identified as veiled cells, because of their extensive membrane ruffling), and
then into the lymph node where they transform into interdigitating dendritic
cells. These dendritic cells are quite short lived and disappear from the T-cell
areas (perhaps by apoptosis) within a few days of arrival (Garside et al., 1998).
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Figure 1.1. Dendritic cells exist in immature and mature forms, distinguished both by

function and anatomical location.

A key feature of thismodel is that dendritic cells exist in two quite distinct
differentiation stages, a more immature (“precursor”) form found primarily
outside lymphoid tissue and a mature form identical to the interdigitating
cells of secondary lymphoid tissue (see Fig. 1.1). Immature dendritic cells
have now been identified in many organs, including heart, liver, kidney,
etc. (e.g., Larsen et al., 1990a). An immature dendritic cell type has also
been described in the spleen, within the marginal zone surrounding the
white pulp (Leenen et al., 1998). Appropriate stimulation induces migration
and differentiation of these cells into interdigitating cells of the T-cell areas
(Sousa and Germain, 1999). In addition, many in vitro models that mimic
this two-step dendritic cell differentiation have been described (Sallusto and
Lanzavecchia, 1994; Romani et al., 1989). Dendritic cell precursors differ
from their mature counterparts in both quantitative and qualitative respects.
In general, immature formshavehigher endocytic capacity, express several Fc
and complement receptors (see Chapter 4), and are phagocytic (albeit rather
weakly). They are less efficient in activating resting naı̈ve T cells and express
lower levels of the various molecular determinants of antigen presentation
(see below). Immature dendritic cells, therefore, may represent the “antigen
capture” arm of the antigen presentation system, whereas mature dendritic
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cells represent the “antigen presentation” arm. The anatomical separation of
antigen presentation (which takes place in lymph nodes or spleen) from the
site of infection is a fundamental feature of the immune system. Indeed, the
presence of differentiated dendritic cells outside lymphoid tissue is almost
invariably associated with chronic inflammation and pathology.

The view of the dendritic cell system presented above has rapidly won
widespread acceptance. Its most influential implication is the idea that anti-
gen presentation is an inducible rather than a constitutive process. Under
resting conditions, the flow of maturing dendritic cells from tissue to lymph
node is small (although not absent; Anderson et al., 2001), and the extent of
antigen presentation is limited. In the face of immune challenge, this flow
dramatically increases and antigen presentation therefore also increases. The
molecular signals that drive dendritic cell migration and differentiation are
still being elucidated and include microbial receptors on the dendritic cells
(see below), inflammatory cytokines (Cumberbatch et al., 2001), chemokines
(Caux et al., 2000), and reactive oxygen species (Rutault et al., 1999) and
their products (Alderman et al., manuscript in preparation). Many of these
mediators are often produced by components of “innate” immunity (e.g.,
macrophages, neutrophils), leading some to suggest that an innate immune
response is a necessary determinant of antigen presentation (Janeway, 1992).
It seems more likely, however, that tissue response to injury (Ibrahim et al.,
1992) rather than immune recognition is the underlying cause of dendritic
cell migration/differentiation. Delivery of sterile gold beads (Porgador et al.,
1998), topical sensitisers (Hill et al., 1993), and sterile allogeneic transplants
(Larsen et al., 1990b) are all potent activators of dendritic cell migration and
maturation.

1.2.2 Relationship between dendritic cells and macrophages

The relationship between the dendritic cell and themacrophage has been
a much debated issue. The consensus is that most dendritic cells share a
common precursor with the circulating monocyte and hence with the tissue
macrophage. Immature dendritic cells are recruited from a bone marrow-
derived blood precursor, via specific adhesion molecules on the precursor
surface (Strunk et al., 1997). Recruitment is increased during an ongoing
immune response, via the release of specific chemokines. Interaction with
the extracellular matrix may also be important in regulating dendritic cell
differentiation (Randolph et al., 1998). In vitro, dendritic cells can also be
derived from blood monocytes, but there is little evidence that this process is
important in vivo. There have been persistent, but often contradictory, reports
that one or more other populations of nonmyeloid dendritic cells exist (e.g.,
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Figure 1.2. Comparative functional analysis of dendritic cells and macrophages. Bone

marrow culture murine dendritic cells, and mouse peritoneal macrophages were

stimulated with LPS and IFN-γ , and the production of a variety of mediators measured.

T-cell activation was measured using unstimulated cells, in allogeneic antigen

presentation assays. For each parameter, the ratio between dendritic cells and

macrophages is given. Note that the DC are much more efficient at T cell stimulation and

at producing IL-12, a T-cell regulatory cytokine. In contrast, macrophages show greater

production of prostaglandins, reactive oxygen species, and nitric oxide. Experimental

details are given in Marcinkiewicz et al. (1999).

lymphoid dendritic cells or plasmacytoid dendritic cells); the lineage rela-
tionships of these various other populations remain very unclear, as do their
physiological importance, and they are not discussed further in this chapter.

Once within tissues, immature dendritic cells can be clearly distin-
guished from macrophages in terms both of morphology and cell surface
phenotype. Nevertheless, immature dendritic cells do share many properties
with macrophages, and differences are quantitative rather than qualitative.
Immature dendritic cells, both in lymphoid tissue and outside it, share many
surface markers with macrophages, including many of the myeloid lineage
markers, various isotypes of Fc receptors, and complement receptors (Leenen
et al., 1997; Woodhead et al., 1998; King and Katz, 1989). As discussed fur-
ther below, immature dendritic cells, including skin Langerhans cells (Sousa
et al., 1993), have been shown to be phagocytic, have high rates of fluid phase
endocytosis, and have a well-developed phagolysosome system. Neverthe-
less, when compared directly to macrophages, even immature dendritic cells
are only weakly phagocytic and have a much reduced lysosomal function
(see Fig. 1.2).

It is best to regard dendritic cells as a distinct member of the myeloid
family, sharing some molecular and functional properties with the other
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members of the family (both macrophages and granulocytes), but charac-
terised by extreme specialisations that maximise the efficiency of antigen
presentation.

1.2.3 The molecular cell biology of the dendritic cells

The dendritic cell is the only cell able to simulate a primary T-cell im-
mune response (at least in the normal physiological situation). In contrast,
effector T cells (both CD4 helpers and CD8 cytotoxic cells) have less strin-
gent requirements and are activated by their targets, whether these be B cells
(leading to T-cell dependent antibody production), macrophages (in T-cell
dependent macrophage activation), or any cell expressing class I MHC and
the antigen peptide, which is the target of the cytotoxic CD8 T cells. Memory
T cells lie in between naı̈ve T cells and effector cells, in terms of their re-
quirement for dendritic cell presentation. Even with memory cells, however,
dendritic cells provide the most efficient presentation.

Themolecular features of dendritic cells responsible for their potent anti-
gen presenting cell activities are not fully understood. The expression of high
levels of MHC molecules (both class I and class II) and the expression of a
panoply of “co-stimulatory” molecules involved in optimising T-cell activa-
tion are two important features. Dendritic cells are also able to interact with
many T cells simultaneously, both in vitro and in vivo, to form clusters. This
interaction is mediated principally by ICAM/β2 integrin interactions (DCs
express all three ICAMmolecules at high level; King and Katz, 1989). Cluster
formation allows T cells of different specificities to interact with each other
and also stabilises T cell/dendritic cell interactions independently of antigen
recognition, to allow sufficient time for the formation of the “immunological
synapse,” which is essential for T cell triggering. The long dendritic cell pro-
cesses, which are so characteristic of this cell type, also presumablymaximise
opportunities of T-cell–antigen interaction (Al Alwan et al., 2001). Finally,
dendritic cells within the lymph node are the major producers of IL-12, a cy-
tokine that initiates the T helper 1 type of response that leads to macrophage
activation and bacterial clearance. IL-12 production is principally regulated
by the interaction of CD40 on the dendritic cell surface with CD40 ligand
on activated T cells. The dendritic cell therefore acts as a bridge transmitting
paracrine signals between helper and effector T cells within a cluster.

1.3 DENDRITIC CELLS AND BACTERIAL IMMUNE RESPONSES

This brief outline of the workings of the dendritic cell system provides
a framework for specific questions regarding the role of the dendritic cell
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system in bacterial infection. It is worth noting, however, that remarkably
few studies have focused specifically on this interaction, and much of what
follows remains, therefore, speculative.

1.3.1 What activates dendritic cell migration/differentiation
in response to bacterial infection?

Bacteria, and several bacterial components such as endotoxin, are po-
tent activators of dendritic cell migration and differentiation (Sallusto and
Lanzavecchia, 1994; Sousa and Germain, 1999). This response is primar-
ily activated by engagement of receptor complexes (sometimes called pattern
recognition receptors to distinguish them from the antigen-specific receptors
of T and B cells) that recognise bacterial components. The molecular details
of pattern recognition receptors, and how they transduce signals within the
cell, is an area of very active research (Triantafilou et al., 2001). The family of
Toll-like receptors nowbelieved to be very important in this process are briefly
discussed below, but other families of receptorsmay well exist such as TREM
(triggering receptor expressed on myeloid cells)-1 (Bouchon et al., 2001). Im-
mature dendritic cells, at least in vitro, express many Toll receptors, allowing
them to respond directly to bacterial challenge. However, dendritic cell re-
sponse may also be indirectly mediated by cytokines such as TNF-α and IL-1
produced by other cell types in response to bacterial invasion. Not all pattern
recognition receptors on the dendritic cell stimulatemigration, however. The
DEC205 lectin and themannose receptor, for example, serve to facilitate bind-
ing and uptake of mannose-containing structures into processing compart-
ments, but do not induce migration or differentiation (Mahnke et al., 2000).

Engagement of Toll receptors also induces IL-12 and other pro-
inflammatory cytokines, suggesting thatmost bacterial responses aredirected
toward a Th1, rather than Th2, type of response. However, some bacterial tox-
ins may interfere with Th1 priming and deviate the response toward a Th2
response (Boirivant et al., 2001; Cong et al., 2001). Such deviation is discussed
in more detail in Chapter 11.

1.3.2 Toll-like receptors (TLRs) and bacterial recognition

It is now rapidly becoming established that theTLRs, cell surface proteins
with a intracellular domain homologous to that of the IL-1 receptor (so called
Toll/IL-1 receptor homology – TIR domain), are crucial for the recognition
and discrimination of microbes. There are at least ten tlr genes in mammals
and they can form homo-dimers (and possibly also hetero-dimers), suggest-
ing that the range of bacterial components that can be recognised by these
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Table 1.1. Specificity of the TLRs

TLR Bacterial ligands binding

TLR2 and TLR6 peptidoglycan, Mycoplasma lipoprotein

TLR2 and TLR?a lipoproteins, lipoarabinomannan, certain LPS molecules

TLR3 double stranded RNA (viral)

TLR4 enteric and other bacterial LPS molecules

TLR5 flagellin

TLR9 CpG DNA

aNature of TLR2 binding partner not defined.

cell surface proteins may be large (Kimbrell and Beutler, 2001). The known
ligands for the various TLRs is shown in Table 1.1. It is believed that the TLRs
require additional proteins to form a recognition complex at the surface of
myeloid cells. Among these proteins are CD14, MD2, and the β2-integrin,
Mac-1, all of which can confer increased cellular responsiveness to LPS and
certain other agonists. In addition to controlling innate responses to mi-
croorganisms, by activating NF-κB through the intracellular adapter protein
MyD88, it has been reported thatMyD88-deficientmice have amajor defect in
activation of antigen-specific Th1 lymphocytes. This suggests that the TLRs
may play a role in controlling adaptive immune responses (Schnare et al.,
2001). The role of TLRs in the activation of NF-κB is described in Chapter 6.

1.3.3 How do dendritic cells process bacterial antigens?

The extent to which dendritic cells take up and process bacteria di-
rectly remains debatable. Many studies show that immature dendritic cells,
at least in vitro, phagocytose bacteria and other particulates and then process
and present bacterial antigens. There is also limited evidence for bacterial
phagocytosis in vivo (Inaba et al., 1993; Paglia et al., 1998). Phagocytosis in
these experiments is often measured in the presence of an enormous excess
of free bacteria, which does not reflect the normal physiological situation.
Even under these conditions, the phagocytic index of dendritic cells is often
much smaller than that of macrophages. Furthermore, dendritic cells are
ill-equipped to kill any bacterium that is internalised, because their ability to
produce an oxygen burst or to synthesise nitric oxide is much less than that
shown by macrophages (Fig. 1.2) (Yu et al., 1996; Marcinkiewicz et al., 1999;
Bryniarski et al., 2000).

A more likely general scenario, therefore, is that dendritic cells normally
act in concert with components of the innate immune system in first killing
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and then processing bacteria (Bryniarski et al., 2000). In early stages of infec-
tion, the neutrophil is the major phagocyte present at sites of infection. Neu-
trophil phagocytosis is extremely efficient and is likely to remove rapidlymost
free bacteria from the dendritic cell microenvironment. Both phagocytosed
bacteria and any remaining extracellular bacteria can be efficiently killed by
the combination of oxygen radical production and hypochlorous acid formed
by neutrophil myeloperoxidase (Marcinkiewicz et al., 2000). Dendritic cell
processing of dead bacteria can then occur by the action of cell surface pro-
teinases on the dendritic cell, by the uptake of bacterial fragments via lectin
or scavenger receptors, or perhaps by the uptake of apoptotic neutrophils
containing internalised bacteria. The latter would be particularly important
in stimulating a bacterial CD8 T-cell response (believed to be important for
intracellular bacterial infection), since uptake of cell associated antigen seems
to load preferentially class I MHC via the ill-defined “cross-priming” path-
way (Albert et al., 1998). Bacterial fragments may alternatively enter afferent
lympatics and be carried down to the draining lymph nodes to be processed
and presented in situ.

1.3.4 Dendritic cells as a means of bacterial invasion – sentinels
or Trojan horses?

A specialised case of dendritic cell phagocytosis concerns those bac-
teria that normally propagate within the cell. Many such bacteria target
macrophages, raising the question of whether invasion of dendritic cells can
also occur. These bacteria include the most important pathogenic species,
suchasMycobacteria,Listeria, andSalmonella. This ability to survivewithin the
killingmachineof themacrophage is a keybacterial immuneevasion strategy.
Several recent studies have addressed this problem directly, although most
have used in vitromodels of dendritic cell function, whichmay not reflect the
situation in vivo. In vitro internalisation of live bacteria into dendritic cells has
been demonstrated for Mycobacterium tuberculosis (Gonzalez-Juarrero and
Orme, 2001),M. avium (Mohagheghpour et al., 2000), Listeria monocytogenes
(Kolb-Maurer et al., 2000), and Salmonella typhimurium (Niedergang et al.,
2000). In some cases, processing and presentation of bacterial antigens by
infected dendritic cells has been demonstrated (Svensson et al., 1997; Tascon
et al., 2000; Paschen et al., 2000).

In many cases, the ability of dendritic cells to take up antigen is linked
to the ability of the host to mount an effective immune response. Bacterial
invasion of dendritic cells, however, may be neither necessary nor desirable.
Even attenuated Salmonella, for example, that were unable to survive within
host macrophages could survive within dendritic cells, illustrating the very
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limited bactericidal activity of these cells (Niedergang et al., 2000; Bryniarski
et al., 2000). Uptake of live bacteria by dendritic cells, rather than being a ben-
eficial first step in initiating adaptive immunity, may represent escape from
phagocytosis and killing by neutrophils and macrophages. Furthermore, in
view of the extensive migration of dendritic cells, bacteria may use this es-
cape system to disseminate within the host (Pron et al., 2001; Niedergang
et al., 2000). This model would be consistent with the observation that the ab-
sence of CD18 (Vazquez-Torres et al., 1999) blocked the spread of Salmonella
to lymphoid tissue. The absence of caspase1 (Monack et al., 2000), the en-
zyme responsible for IL-1 and IL-18 generation, and hence Langerhans’ cell
migration (Antonopoulos et al., 2001), also blockedSalmonella spread.Under
conditions of bacterial overload, therefore, dendritic cellsmay be contributing
to bacterial pathogenesis – an interesting example of immune evasion.

1.4 DENDRITIC CELLS AND THE GUT FLORA – A PARADOX?

The interaction between the immune system and bacteria of the gut is a
special case. Limiting immune response to beneficial bacteria is presumably
as important as mounting a protective response against pathogenic bacteria
(see Chapter 10 for further discussion of this important point).Many features
of the gut-associated lymphoid system, which contribute to this immunosta-
sis, will not be reviewed here. Two important recent studies, however, have
looked specifically at the role of dendritic cells in gut mucosal immunity.
One highlighted a population of dendritic cells found within lymphatics that
drain the gutmucosa. These cells contain fragments of gut epithelial cells and
may present components of gut flora to the regulatory T cells that limit im-
mune responsiveness and inflammation (Huang et al., 2000). Another study
examined the interaction between dendritic cells and the gut epithelium in
the face of a strong bacterial challenge (Rescigno et al., 2001). Exposure of
the epithelium to Salmonella or E. coli caused rapid recruitment of dendritic
cells to the subepithelial lamina propria. The most striking finding was that
in response to this bacterial stimulus, the dendritic cells extended processes
among the epithelial cells (at the same time maintaining the overall integrity
of the epithelial barrier) and took up bacteria from the lumen. Dendritic cell
recruitment was transitory, and the cells presumably migrated to the lymph
node within hours of bacterial challenge.

It seems likely that in the gut, as in other tissues, the flow of activated
antigen-loaded dendritic cells into the lymphoid tissue and subsequent T-cell
activation is regulated primarily by the extent of activation of innate im-
munity and tissue damage. Under normal conditions, insufficient bacterial
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components penetrate the gut barrier to initiate an inflammatory response;
specificmechanismsmaywell exist to ensure that the threshold of this activa-
tion is higher than elsewhere. Transport of bacterial proteins via the M cells,
and directly into underlying Peyer’s patches, however, may result in presen-
tation by Peyer’s patch dendritic cells and subsequent localised production of
IgA. In cases in which bacteria manage to penetrate the gut barrier, however,
either by active invasion, or as a consequence of gut damage, innate immune
activation occurs, and this in turn drives dendritic cell migration and antigen
presentation.

1.5 CONCLUSION

The view of the dendritic antigen presenting cell acting at the interface
among the evolutionary distinct entities of innate immunity (represented
by the myeloid lineages), adaptive immunity (represented by the lympho-
cyte lineages), and the microbe is well exemplified by the bacterial im-
mune response (Fig. 1.3). Dendritic cells recognise and respond to bacterial

BacteriaBacteria

Innate ImmunityInnate Immunity

Adaptive immunity

Activation

Killi
ng

A

A A
ct
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Killing

Activation

Processing of
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Figure 1.3. Interactions between innate and adaptive immunity in response to bacterial

infection. Bacteria activate dendritic cells, either directly via pattern recognition receptors

on the dendritic cell or more usually via the activation of innate immunity or tissue

damage. The cells of innate immunity kill bacteria, allowing processing and presentation

by dendritic cells. Activated dendritic cells present bacterial antigens to T cells, initiating

adaptive immunity. In turn, adaptive immunity activates innate immunity further or kills

bacteria directly.
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invasion using the ancient self/nonself recognition systems of innate immu-
nity. They process and present bacterial antigens after the bacteria have been
killed by the powerful phagocytic and bactericidal systems of neutrophils and
macrophages. Finally, they integrate the antigenic and inflammatory stimuli,
which they experience at the site of infection, and transmit them to the lymph
node, or spleen, where they deliver appropriate antigen-specific and antigen-
nonspecific signals to T lymphocytes. The end result is the initiation of an
adaptive immune response, which is both antigen specific and able to direct
and amplify the local innate immune response, resulting, in most cases, in
rapid clearance of bacterial infection and a return to the status quo. The im-
portance of these cells in inducing antibacterial immunity suggests that they
will be targets for immune evasion. Little is yet known of the antidendritic cell
strategies of bacteria, as these cells have not been studied in the same detail
as macrophages. The possibility that bacteria may utilise dendritic cells as a
means of dispersal within the host is one novel example of immune evasion
that requires further study.
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CHAPTER 2

CD1 and nonpeptide antigen recognition
systems in microbial immunity

Kayvan R. Niazi, Steven A. Porcelli, and Robert L. Modlin

2.1 INTRODUCTION

Until recently, it was generally believed that proteins encoded within the
MHC(ormajorhistocompatibility complex) locus carry out themajority of the
immunologically relevant antigen presentation functions necessary to alert
the immune system to pathogenic or oncogenic challenges. This notion was
initially based on the identification of the MHC as the critical genetic locus
involved in tissue graft rejection. Genetic and immunological studies iden-
tified the protein products of two distinct families of genes called MHC I
and MHC II as being responsible for graft rejection. Additional studies
demonstrated that the primary role of these proteins is to signal the im-
mune system to respond to invading pathogens through the presentation of
peptide fragments derived from endogenous and exogenous protein sources
to different classes of T lymphocytes. Thus, two distinct pathways of peptide
antigen presentation for the detection of invading intracellular and extra-
cellular pathogens (or pathogens which reside in intracellular vacuoles) by
MHC I and MHC II, respectively, were identified and investigated. The role
of the key cell population, the dendritic cell, in antigen presentation has been
described in Chapter 1. In the past ten years, however, a new paradigm in
immunology has emerged whereby nonpeptide lipid antigens are presented
to T cells by the MHC-related protein, CD1.

2.2 EVOLUTION OF CD1

The human CD1 (hCD1) polypeptides are members of a family of gly-
coproteins that are conserved throughout mammalian evolution and were
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initially identified as thymocyte differentiation antigens (Porcelli andModlin,
1999). The hCD1 gene locus is located on chromosome 1 (Albertson et al.,
1988) and contains five genes (CD1A-E ) that encode five polypeptides
(CD1a–e) (Porcelli and Modlin, 1999; Angenieux et al., 2000). To date, hCD1
homologues have been discovered in all species of placental mammals in-
vestigated including mice, rats, rabbits, guinea pigs, sheep, pigs, and cows
(Porcelli and Modlin, 1999; Chun et al., 1999; Denham et al., 1994) as well
as the bandicoot, a marsupial mammal (Cisternas and Armati, 2000). Amino
acid sequence analysis of the knownmammalian CD1 protein sequences has
revealed the existence of two CD1 families: group I CD1 and group II CD1
(Calabi et al., 1989)). Human CD1a, -b, and -c belong to group I CD1, while
CD1d belongs to group II CD1. Of the five human CD1 proteins, CD1e is the
least well understood but may represent a third group of CD1 (Angenieux
et al., 2000). Interestingly, the mouse genome does not contain any group I
CD1 genes, making it an unsuitable model for the study of group I CD1.
Because the current data regarding T-cell recognition of bacterial-derived
antigens presented in the context of human CD1 predominantly involves the
group I CD1 proteins, this chapter focuses on the biochemical and biolog-
ical features and potential roles of CD1a, -b, and -c in human immunity to
microbial infection.

2.3 TISSUE DISTRIBUTION OF CD1

Unlike MHC I, which is ubiquitously expressed, the human CD1 pro-
teins demonstrate a unique tissue distribution particular to each isoform in
vivo (Porcelli and Modlin, 1999). For example, CD1b is expressed on cor-
tical thymocytes and subsets of dendritic cells. CD1a is also expressed on
cortical thymocytes and dendritic cells, but is also found on Langerhans
cells. CD1c expression mirrors that of CD1a as well as being present
on mantle zone B cells. Expression of the group I CD1 proteins can be
induced on peripheral blood mononuclear cell- (PBMC-) derived mono-
cytes in vitro through the addition of GM-CSF (Sallusto and Lanzavecchia,
1994; Porcelli et al., 1992; Kasinrerk et al., 1993) suggesting that CD1
may be involved in inflammatory immune responses in vivo. That CD1
expression is induced by GM-CSF has proven significant with respect
to the provision of readily available CD1-expressing antigen presenting
cells (APCs) for the scientific dissection of the CD1 antigen presentation
pathway.
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2.4 STRUCTURE OF CD1

The hCD1 proteins are similar to the MHC I proteins in many respects.
Like MHC I, hCD1 is composed of an approximately forty-five kDa heavy
chain and twelve kDa β2-microglobulin (Kefford et al., 1984). Although the
human CD1 proteins have not been crystallized, the crystal structure of the
related mouse CD1d1 protein has revealed significant structural similarity
between CD1 and MHC I (Zeng et al., 1997). Because of the amino acid
homology between mouse CD1d1 and the other CD1 proteins, it is generally
accepted that the human members of the CD1 family are likely to adopt
similar three-dimensional structures. Based on the crystal structure ofmouse
CD1d1, the putative antigen binding groove of CD1 is believed to be grossly
similar to that of MHC I as it too comprises two antiparallel α-helices that
overlay a floor composed of antiparallelβ strands (Fig. 2.1).However, theCD1
antigen binding groove demonstrates two significant structural differences
from that of MHC I.

First, the CD1 proteins are essentially nonpolymorphic (van Agthoven
and Terhorst, 1982; Amiot et al., 1988). Thus, the anticipated antigen-binding
groove of each CD1 isoformwould be identical among allmembers of a given
species.The secondsignificantdifferenceoccurswith respect tokey structural
features such as charge, spatial organization, and size of the proposed CD1
antigen-binding groove with respect to those of MHC I (Zeng et al., 1997).
Based onX-ray crystallographical findings and the close amino acid sequence
similarities of the different CD1 proteins, it is expected that the proposed
antigen-binding grooves of these proteins are electrostatically neutral. This
suggests thatCD1binds antigens of ahydrophobicnature andnot the charged
peptides typically associatedwithMHCI.Also, unlikeMHCI,which contains
as many as six small pockets (designated A–F) in its antigen binding groove,
CD1 possesses two large pockets (designated as the A′ and F′ pockets). Lastly,
although the α-helices of CD1 are in greater proximity to those of MHC I, the
depth of the proposed CD1 antigen binding groove far exceeds that ofMHC I.

2.5 CD1 AND ANTIGEN PRESENTATION

These structural differences collectively cause the greatest distinction
in immunological function between CD1 and the MHC proteins. Whereas
MHC I presents short peptides derived from the proteolytic degradation of
intracellular and extracellular proteins to T cells, respectively, the human
group I CD1 proteins present bacteria-derived long-chain glycolipid and
lipoglycan antigens. To date, four different mycobacteria-derived antigens
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CD1 MHC I

β2-m 
β2-m 

Side

Top

Figure 2.1. Side and top of views of the structures of CD1 (represented by mouse CD1d1)

and MHC I (represented by human leukocyte antigen HLA-A2).

presented by the group I human CD1 proteins have been identified: the
mycolic acids (Beckman et al., 1994), the glycosylatedmycolic acid derivatives
(e.g., glucose monomycolate; Moody et al., 1997), the phosphatidylinositol
mannosides (which include lipoarabinomannan or LAM; Sieling et al., 1997),
and the hexosyl-1-phophoisoprenoids or hPIP (which include mannosyl-1β-
phosphoisoprenoid; Moody et al., 2000). All four are mycobacterial cell wall
constituents. More importantly, all of these antigens, with the exception of
hPIP, share the common structural motif of dual (or branched) long-chain
hydrocarbon groups covalently linked via a hydrophilic cap, which is formed
by either polar or charged groups (Fig. 2.2). Thehydrophilic cap can be further
modified by the incorporation of carbohydrate moieties. The hPIP antigen
differs from the common structural motif found in the other three antigens
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in that it possesses a single chain hydrocarbon. It is interesting to note that
CD1b presents the three antigens possessing dual acyl chains, whereas CD1c
presents hPIP. These findings may imply that although CD1b and CD1c
are the most closely related of the human CD1 isoforms, they bind distinct
structuralmotifs. The identification of additional CD1c antigensmay provide
additional evidence in support of this hypothesis.

In addition to the identified antigens presented above, other as yet
unidentified mycobacterial antigens presented by group I CD1 have also
been documented (Rosat et al., 1999; Sieling et al., 2000; Stenger et al., 1997;
Ochoa et al., 2001). Based on the structural similarity of the four known anti-
gens, these antigens are likely to share similar structural motifs. Lastly, the
presentation of lipid antigens purified from other bacterial species including
Haemophilus influenzae (Fairhurst et al., 1998),Rhodococcus equi andNocardia
farcinica (P.A. Sieling, D.B. Moody, and S.A. Porcelli, personal communica-
tion), and Staphylococcus aureus (P.A. Sieling, personal communication) by
CD1 has also been observed. These findings imply that the CD1 proteinsmay
play an important lipid antigen-presentation function in the human immune
response to a variety of bacterial infections.

2.6 CD1-RESTRICTED T LYMPHOCYTES

CD1-restrictedT cells recognizing bacterial-derived lipids and glycolipids
have been derived from normal human peripheral blood mononuclear cells
(PBMC) (Porcelli et al., 1992; Sieling et al., 1995; Rosat et al., 1999; Sieling
et al., 2000; Stenger et al., 1997), infected patient PBMC (Stenger et al., 1997),
and disease lesions (Moody et al., 1997; Sieling et al., 1995; Sieling et al., 2000)
suggesting that they are a ubiquitous subpopulation of circulating T cells.
Group I CD1 restricted T cells can be derived from all currently defined sub-
sets of circulating T cells such as CD4+, CD8+, and CD4−/CD8− T cells. In
general, glycolipid-specific, hCD1-restricted T cells are cytotoxic and exhibit
a TH1 phenotype. In in vitro T cell assays, CD1-restricted T cells specifically
destroy both mycobacteria-infected APCs (Jackman et al., 1998) as well as
APCs that acquire exogenous mycobacterial antigens (Porcelli et al., 1992;
Moody et al., 1997; Sieling et al., 1995, 2000; Moody et al., 2000; Rosat et
al., 1999; Stenger et al., 1997) suggesting that they serve in controlling the
extent of bacterial infection in vivo. Interestingly, both CD4+ (Ochoa et al.,
2001) and CD8+ (Stenger et al., 1998a) CD1-restricted T cells may further
limit mycobacterial infection in vivo through the release of the antimicrobial
peptide, granulysin.
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2.7 CD1 AND ANTIGEN INTERACTION

Studies focusing on CD1b and its presentation of the antigens lipoara-
binomannan (LAM; Sieling et al., 1995) and glucose monomycolate (GMM;
Moody et al., 1997) suggest that T cells recognize the hydrophilic cap struc-
tures of lipid antigens. LAM belongs to the phosphatidylinositol family of
antigens and is composed of an arabinan head, a branched mannan core,
and a phosphatidylinositol unit, which often includes tuberculostearic acid
(branched C:19) and palmitic acid (C:16). T-cell recognition of LAM is depen-
dent on the polysaccharide head group of LAM, as variant forms of LAM pos-
sessing different subsets of the carbohydrates present in the cap structure of
LAM did not optimally stimulate T cells. In more detailed experiments using
GMM, the alteration of the fine stereochemistry of the hydrophilic glucose
head group by substitution with mannose or galactose also ablated T-cell
recognition. In addition, shortening the naturally occurring C80 wax-ester
mycolate to a C32 mycolate did not significantly alter T-cell activity.

Consistent with the predicted hydrophobic nature of the CD1 antigen-
binding groove, parallel studies of antigen binding by CD1b have revealed
that CD1b binds the hydrocarbon chains present in lipid antigens in vitro
(Ernst et al., 1998). This was demonstrated through competition experiments
between the two CD1b glycolipid antigens, LAM and PIM2, which contain
identical hydrocarbon chains but different hydrophilic cap structures. Unlike
PIM2, deacylated LAM, which varies from LAM in that it does not possess
either hydrocarbon chain, was unable to inhibit CD1b/LAM binding. Lastly,
CD1b/LAM interaction demonstrated a Kd ∼ 10−8 M, which approximates
the affinity of the MHC proteins for antigenic peptides. Together with the
T-cell antigen recognition data, these data provide a model of CD1/antigen
interaction where the antigens’ long-chain acyl chains are positioned deep
within the hydrophobic A′ and F′ pockets while the hydrophilic cap structures
are proximal to the membrane-distal surface of CD1 for interaction with the
T-cell receptor (TCR).

To date, little is known regarding the precise molecular interactions that
occur between antigen and CD1. Mutational analyses of the CD1b antigen
binding groove revealed that the long-chain antigen GMM, which possesses
two hydrocarbon chains 22 and 58 carbons in length, is dependent predom-
inantly on the amino acid residues located between the A′/F′ pocket inter-
section and the distal A′ pocket for optimal presentation (Niazi et al., 2001).
Simultaneous analysis of the presentation of synthetic GMM (or sGMM),
which differs from GMM in that it contains two shorter hydrocarbon chains
of 18 carbons and 14 carbons in length, was more dependent on the residues
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located at theA′/F′ pocket intersection and thedistal F′ pocket. Thus, although
the presentation of both antigens was dependent onmany common residues,
these two antigens that vary in hydrocarbon chain length utilize different sub-
sets of hydrophobic residues located in both the A′ and F′ pockets in antigen
presentation. Whether or not both pockets are required for the CD1 presen-
tation of all lipid antigens remains unknown but may be elucidated through
additional mutational studies and CD1/antigen co-crystallization studies.

Mutational analysis of the CD1b residues recognized by the TCR of
antigen-specific T cells has further defined the area of interaction between
the membrane distal surface of CD1b and the TCR (Melian et al., 2000).
These studies demonstrated that CD1b interacts with TCR at a different angle
(almost perpendicular to the groove axis) than observed for MHC I and TCR
(∼ 45◦ in relation to the groove axis). These differences are likely to be due to
both differences in the structures of CD1 andMHC I as well as differences in
the structures of the antigens presented by these two molecules. Additional
studies of the TCRs cloned from various CD1b restricted T cells recogniz-
ing different antigens suggest that the recognition of different CD1b/antigen
complexes occurs as a result of genetic variability in the CDR3 region of the
TCR, similar to TCRs that recognize MHC/peptide complexes (Grant et al.,
1999).

2.8 REQUIREMENTS FOR CD1 ANTIGEN PRESENTATION

Because of the availability of the CD1-restricted T cells, antibodies, and
purified antigens, the CD1 antigen presentation pathway is in the process
of being dissected. Unlike MHC I and II, the presentation of lipid antigens
by CD1 is independent of TAP1/2 or HLA-DM, respectively (Porcelli et al.,
1992; Beckman et al., 1996). Whether CD1 requires accessory proteins for
antigen presentation remains unknown although the CD1b presentation of
LAM is dependent on the expression of the macrophage mannose receptor
(MMR) (Prigozy et al., 1997). Furthermore, in the case of CD1b, the presenta-
tion of many antigens (e.g., mycolic acid (Porcelli et al., 1992), GMM (Sugita
et al., 1996), and LAM (Sieling et al., 1995) is dependent on endosomal acid-
ification as presentation can be blocked through the addition of endosomal
acidification inhibitors.

2.9 INTRACELLULAR TRAFFICKING OF CD1

That CD1b requires a low pH environment is not surprising given the
nature of the intracellular compartments through which CD1b traffics to
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acquire antigen. Intracellular immunofluoresence studies of CD1b traffic
have revealed thatCD1bpredominantly resides in late endosomal/lysosomal/
MIIC compartments where the pH is∼4.5 (Prigozy et al., 1997; Sugita et al.,
1996). Previous studies of MHC II antigen acquisition (which is likely to
occur in the same compartments as CD1b) have revealed that endosomal
acidification may be important for two reasons. First, a low pH environment
activates the proteases that provide suitable peptides for MHC II binding
(Authier et al., 1996). Second, this environment produces conformational
effects on MHC II structure (Lee et al., 1992) that may facilitate peptide
sampling in the presence of HLA-DM (Vogt et al., 1999). Although CD1b
is unlikely to depend on similar protease activities to provide its supply of
lipid antigens, it too adopts different three-dimensional conformations that
better enable it to bind antigen at low pH through the exposure of buried
hydrophobic amino acid residues (Ernst et al., 1998).

In 1996, it was demonstrated that the traffic of CD1b to late endosomes/
lysosomes is dependent on the presence of the CD1b cytoplasmic tail (Sugita
et al., 1996). The CD1b cytoplasmic tail contains a tyrosine-containing
amino acid motif (YXXZ) where Y = tyrosine, X = any amino acid, and Z =
bulky hydrophobic amino acid. This motif is also found in HLA-DM, a pro-
tein that resides predominantly in the late endosome/MIIC compartments.
Thus, deletion or substitution of this motif with other sequences abrogates
CD1b traffic to the late endosomal/lysosomal compartments (Jackman et al.,
1998; Sugita et al., 1996). Antigen presentation studies of cells expressing
wild-type versus CD1b possessing an altered cytoplasmic tail strongly sug-
gest that CD1b traffic to these compartments is required for the presen-
tation of both exogenously (Jackman et al., 1998; Geho et al., 2000) and en-
dogenously (i.e., through live bacterial infection) acquired antigens (Jackman
et al., 1998).

Comparison of the cytoplasmic tails of CD1a, CD1b, and CD1c has re-
vealed the presence of a similar YXXZ motif in CD1c but not CD1a. Not
surprisingly, CD1a does not traffic to the later endosomal compartments but
rather predominantly localizes to ARF-6+ early recycling endosomes (Sugita
et al., 1999). Consistent with its absence from low pH-late endosomes, CD1a
antigen presentation does not depend on endosomal acidification.

Interestingly, immunofluorescence studies of CD1c demonstrate that
CD1c also traffics through early endosomes (Sugita et al., 2000; Briken et al.,
2000). Functional studies of CD1c antigen presentation provide indirect ev-
idence for the binding of antigen by CD1c in these early compartments.
First, acidification inhibitors do not inhibit CD1c antigen presentation as ob-
served for CD1b, which traffics into more mature endosomal compartments
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(Sugita et al., 2000; Briken et al., 2000). Furthermore, the CD1c presentation
of antigens studied thus far is independent of the presence of the YXXZ
targeting motif within the CD1c cytoplasmic tail (Geho et al., 2000; Briken
et al., 2000). Experiments involving various forms of the antigen hPIP con-
taining hydrocarbons of increasing length may provide additional indirect
evidence for antigen acquisition by CD1c in early endosomal compartments.
It is generally believed that lipid antigens containing longer hydrocarbon tails
are trafficked deeper into the endosomal system than those with shorter tails.
Consistent with this hypothesis, the presentation efficiency of hPIP by CD1c
is inversely proportional to its hydrocarbon chain length (Moody et al., 2000).
Kinetic studies of hPIP presentation by CD1c also suggest that CD1c binds
antigen in early endosomal compartments (Briken et al., 2000). In addition to
early endosomes, the presence of CD1c in late endosomes/lysosomes/MIICs
has also been reported suggesting that CD1c may also bind antigen in more
mature endosomal compartments as observed for CD1b (Sugita et al., 2000).
Together with the unusual single-hydrocarbon chainmotif of hPIP discussed
earlier, differences in intracellular traffic betweenCD1bandCD1cmay reflect
different antigen-binding capabilities between these proteins.

2.10 CD1 AND MYCOBACTERIAL INFECTIONS

The evolutionary selective pressure behind the existence of such di-
verse intracellular trafficking patterns for the group I CD1 is initially dif-
ficult to appreciate. However, analyses of CD1 distribution in mycobacteria-
infected antigen-presenting cells may provide some insight into this matter.
Upon infection, viable mycobacteria reside within phagosomes, which avoid
fusion with late endosomes/lysosomes through inhibition of the vacuolar
H+ATPase (Sturgill-Koszycki et al., 1994). Simultaneous analyses of the in-
tracellular distribution of the group I CD1 isoforms and mycobacteria in
infected dendritic cells demonstrate that CD1 distribution is relatively un-
changed by infection (Schaible et al., 2000). Thus, CD1a and CD1c intersect
with mycobacteria in early endosomes. In contrast, CD1b (and to a lesser ex-
tent CD1c) intersect withmycobacteria inmature phagolysosomes where the
bacilli are likely to be nonviable. Of equal importance, mycobacteria-secreted
glycolipids such as LAM, PIM, and other unidentified lipids localize to late
endosomes where they are likely to bind CD1b and CD1c (Schaible et al.,
2000; Xu et al., 1994). Thus, the combined efforts of the group I CD1 pro-
teins apparently ensure the surveillance of the intracellular compartments
containing either live mycobacteria and/or secreted glycolipids for immune
recognition. Based on the results discussed here and on the data discussed
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Figure 2.3. Intracellular distribution of CD1 isoforms during infection withM. tuberculosis.

earlier regarding inhibition of CD1 antigen presentation by acidification
inhibitors, a model of the intracellular traffic of the group I CD1 isoforms
in relation to M. tuberculosis bacilli and shed glycolipids is presented in
Figure 2.3.

The notion that human CD1 antigen presentation is relevant to host de-
fense against microbial pathogens is supported by experiments focusing on
CD1 expression in leprosy where the level of CD1 expression correlates with
cell-mediated immunity and the ability to limit infection. The etiologic agent
of leprosy isMycobacterium leprae. In humans, leprosy demonstrates a spec-
trum of disease severity. Thus, in the milder, immunologically responsive
form of the disease (i.e., tuberculoid leprosy), CD1 expression is significantly
greater than the expression detected in the more severe, immunologically
unresponsive form of leprosy (i.e., lepromatous leprosy; Sieling et al., 1999).
Whether or not disease severity is caused by the level of CD1 expression lo-
cally, however, is unlikely as the overall number of dendritic cells present
in disease lesions differs greatly between tuberculoid and lepromatous sam-
ples. More recent studies of T cells collected from M. tuberculosis-infected
patients revealed an increase in the frequency of antigen-specific, CD1-
restricted T cells in comparison to uninfected controls, further suggesting
that CD1 plays a direct role in the host response to bacterial infection (Moody
et al., 2000).

The exact mechanisms behind the differences in CD1 expression in the
various forms of leprosy remain unknown. Studies of monocyte-derived den-
dritic cells infected by M. tuberculosis revealed that cell-surface expression
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of the group I CD1 isoforms are specifically down-regulated while levels of
MHC I and MHC II remain unchanged by infection (Stenger et al., 1998b).
CD1 down-regulation occurred only in the presence of live mycobacteria and
not heat-killed bacilli, suggesting that it is an active process. Further analy-
ses of the messenger RNAs (mRNAs) encoding the group I CD1 isoforms
demonstrated that the mechanism of cell-surface down-regulation is likely
to occur at the mRNA level. That pathogens can alter MHC I and MHC II
antigen presentation pathways to evade the host immune response has been
documented in various viral, bacterial, and parasite infections (Zhong et al.,
1999, 2000; Alcami and Koszinowski, 2000; Luder et al., 1998). The down-
regulation of CD1 expression by M. tuberculosis is the first report of the de-
ployment of a similar immune evasion strategy by bacteria that targets the
CD1 antigen presentation pathway.

2.11 CONCLUSION

In this chapter, we examined the group I CD1 proteins, which together
with MHC I and MHC II, represent a third family of antigen presentation
molecules. Although great effort has been put forth to delineate a role for CD1
and other nonclassical MHC and MHC-like proteins in adaptive immunity,
their role in host defense is currently a matter of debate. It was recently
suggested that CD1 serves solely as a housekeeping protein that functions
to monitor lipid synthesis in normal host cells (Shinkai and Locksley, 2000).
Two points in support of this hypothesis include: (1) that mice, which lack
the group I CD1 genes (represented by hCD1a, b, and c), are resistant to
infection by M. tuberculosis and (2) that CD1 evolved millions of years prior
to the appearance of M. tuberculosis as a human pathogen. While it may be
unlikely that CD1 evolved to combat M. tuberculosis infection specifically, it
is altogether possible that the group 1 CD1 proteins originally evolved to aid
in the resistance against more ancient mycobacteria (or other bacteria) that
have since become categorized as nonpathogenic. Furthermore, the absence
of the group 1 CD1 genes in the murine system does not provide significant
evidence against the role of these proteins in the human antimycobacterial
defense as mycobacteria and related pathogens are not pathogens for mice.

On the contrary, the group I CD1 proteins demonstrate several character-
istics that make their classification as housekeeping proteins and not antigen
presentation proteins difficult. As stated earlier, group I CD1 is mainly ex-
pressed on professional antigen presenting cells, which serve as the primary
means of notifying the immune system of the existence of pathogenic chal-
lenges. In addition, group I CD1 expression correlates with disease severity
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in humans providing further support for a role in antigen presentation. The
CD1 proteins demonstrate unique intracellular trafficking capabilities that
correlate with the intracellular compartments, which contain live and/or
nonviablemycobacteria and their secreted lipid cell wall constituents in infec-
tion. Within these compartments, CD1b (and possibly CD1c) can undergo
conformational changes that allow binding of antigen. Also, CD1 expres-
sion is specifically down-regulated on antigen-presenting cells by infection
withM. tuberculosis suggesting that the presence of group I CD1 may inhibit
mycobacterial survival in immunocompetent hosts. Lastly and most impor-
tantly, the CD1 proteins present lipid antigens from a variety of different
bacterial species to T cells to stimulate cytotoxicity, the release of inflamma-
tory cytokines, and the release of antimicrobial peptides such as granulysin to
destroy intracellular bacteria and limit infection. These data taken together
suggest that the CD1 proteins are likely to be involved in promoting the
immune response to bacterial infection.

Although the current data does not argue against the CD1 proteins orig-
inally serving as a means to monitor cellular health through the surveillance
of intracellular lipid pools, the existing evidence is strongly consistent with
the group I CD1 serving as anMHC-independent antigen presentation path-
way. As such, the CD1 proteins represent exciting targets for the design of
antimicrobial vaccines. Indeed, synthetic analogues of known CD1 antigens
have been successfully created and utilized to elicit T cell cytotoxicity in vitro
(Moody et al., 1997). Further insights into the CD1 antigen presentation path-
way should provide novel strategies to control and prevent bacterial infection
in vivo.
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CHAPTER 3

The NRAMP family: co-evolution of a
host/pathogen defence system

Richard Bellamy

3.1 INTRODUCTION

Iron is essential for the growth of a wide range of microorganisms. Suc-
cessful pathogens have developed several strategies to obtain host iron includ-
ing use of siderophores to remove iron from transferrin, erythrocyte lysis and
haemoglobin digestion, extracting iron at the cell surface, and procurement
of host intracellular iron (Weinberg, 1999). Intracellular parasites such asmy-
cobacteria have evolved complex mechanisms to acquire iron from their host
cell, the macrophage (Wheeler and Ratledge, 1994). One such mechanism
is a divalent cation transporter, known as Mramp (Agranoff et al., 1999).
It is hypothesised that Mramp competes with its mammalian homologue
Nramp1 for intraphagosomal iron and that this is important in determining
the host’s susceptibility to mycobacterial infection. This review will discuss
the research that has led up to the elucidation of the Nramp1–Mramp story
a fascinating example of the coevolution of prokaryotic/eukaryotic mutual
evasion systems.

3.2 EARLY WORK ON Bcg

In 1981, Gros et al. recognised that among inbred strains of mice, innate
susceptibility to infection with Mycobacterium bovis (BCG) was determined
by a host genetic factor, which they named Bcg (Gros et al., 1981). Mice that
possessed the dominant resistance gene, Bcgr , had 100- to 1000-fold fewer
splenic colony forming units after intravenous injection of BCG-Montreal
compared to the Bcgs susceptible strains (Forget et al., 1981). The Bcg gene
was mapped to mouse chromosome 1 (Skamene et al., 1982), in the same
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position as themurine susceptibility genes to Salmonella typhimurium, desig-
nated Ity (Plant and Glynn, 1976, 1979) and Leishmania donovani, designated
Lsh (Bradley et al., 1977, 1979). It was soon realised that the same gene
was likely to be determining susceptibility to these three antigenically unre-
lated pathogens (Plant et al., 1982; Skamene et al., 1982). Susceptibility to
Mycobacterium lepraemurium andMycobacterium intracellulare also appeared
to be due to the Lsh/Ity/Bcg gene (Brown et al., 1982; Skamene et al., 1984;
Goto et al., 1989). Macrophages from Bcgs strains have decreased the ability
to restrict the growth of mycobacteria, salmonella, and leishmania in vitro
(Lissner et al., 1983; Stach et al., 1984; Crocker et al., 1984; Denis et al., 1990).
In vivo Bcg only appeared to influence the initial phase of infection and did
not affect the acquired specific immune response. There has been much
speculation as to what the function of Bcgmight be (Blackwell, 1989). How-
ever the Bcg gene was not identified by functional studies, but by a laborious
reverse genetics approach by Philippe Gros’ group in Montreal (Gros and
Malo, 1989).

3.3 REVERSE GENETICS APPROACH TO CLONING Nramp1

Linkage studies on mouse chromosome 1 identified a marker that was
tightly linked to the putative Bcg gene in the region corresponding to human
chromosome 2q (Schurr et al., 1989, 1990). A high-resolution genetic linkage
map of this region was then developed in the mouse, pinpointing the Bcg
locus to a 0.3 centi-Morgan region (cM) (Malo et al., 1993a). 1cM approxi-
mately corresponds to one megabase (Mb) of DNA, therefore the region con-
taining Bcg was of a size that could be cloned and physically mapped. This
resulted in the identification of a 400 kilobase (kb) bacteriophage and cosmid
contig containing the region surrounding the putative Bcg gene (Malo et al.,
1993b). Several potential candidate genes for Bcg were identified from this
region using a technique called exon trapping (Vidal et al., 1993). One gene
showed several characteristics suggesting itwas theBcggenebeing sought: (1)
Its chromosomepositionwas in the region of interest onmouse chromosome
1; (2) itwas expressed exclusively inmacrophagepopulations fromreticuloen-
dothelial organs and amacrophage cell line; (3) it encoded a polypeptide with
characteristics of a transport protein; and (4) a single nonconservative base
change at position 169 of glycine to aspartic acid (G169D) was found in Bcgs

and not in Bcgr strains (Vidal et al., 1993). This gene was designatedNramp –
natural resistance-associatedmacrophage protein.When other genes belong-
ing to this family were described, the original Nramp became Nramp1. Bcgs
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mice possess the homozygous Nramp1D169 /D169 genotype and Bcgr mice
are homozyogus for the Nramp1G169 allele.

3.4 DEMONSTRATION THAT Nramp1 IS Bcg

Nramp1 is expressed in macrophages and consists of fifteen exons span-
ning 11.5 kb of genomic DNA encoding a 90–100 kiloDalton (kDa) mem-
brane protein (Vidal et al., 1993; Barton et al., 1994; Govoni et al., 1995). The
Nramp1 protein contains twelve hydrophobic transmembrane domains, a
predicted extracellular glycosylated loop, several phosphorylation sites, and
a putative Src homology 3-binding domain (Vidal et al., 1993; Barton et al.,
1994). Nramp1 protein was not detectable in macrophages from Bcgs mice,
suggesting the G169D mutation prevents proper maturation or membrane
integration of the protein (Vidal et al., 1996).

The Montreal group performed three experiments to prove that Nramp1
is the Bcg mycobacteria-susceptibility gene. First Nramp1 genotypes were
determined for twenty-seven different mouse strains, seven of which were
Bcgs and twenty of which were Bcgr. Inbred strains of mice can be di-
vided into those that are phenotypically mycobacteria-resistant, Bcgr, and
those which are mycobacteria-susceptible, Bcgs, when inoculated intra-
venously with BCG-Montreal. The twenty Bcgr strains were all found to be
Nramp1G169 /G169 homozygotes and the seven Bcg s strains were found to be
Nramp1D169/D169 homozygotes (Malo et al., 1994). The seven Bcg s strains
shared a conserved haplotype of 2.2 Mb surrounding the Nramp1 region,
indicating they had descended from a single common ancestor. This did
not conclusively prove that Nramp1 was the Bcg gene as the G169D mu-
tation could have been in linkage disequilibrium with some other genetic
variant.

In the secondexperiment anNramp1gene-disrupted, “knock-out”mouse
was produced and designatedNramp1−/−. TheNramp1−/− mousewas found
to be susceptible to BCG, L. donovani, and S. typhimurium (Vidal et al., 1995a).
Nramp1−/− mice were then mated with Nramp1D169 /D169 mice, producing
some heterozygous Nramp1D169 /− offspring. The Nramp1D169 /− mice had
lost the capacity to control BCG growth compared to their Nramp1D169 /+

littermates. Nramp1−/−, Nramp1D169 /−, and Nramp1D169 /D169 mice were
found to have indistinguishable phenotypic resistance to BCG. In par-
ticular, Nramp1−/− mice were able to develop an acquired immune re-
sponse controlling BCG growth in the late stage of infection as effectively
as Nramp1D169 /D169 mice (Vidal et al., 1995a). This suggests that the
Nramp1D169 allele is a null allele producing no functional Nramp1 protein.
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In the third experiment to conclusively prove that the G169D mutation
was responsible for Nramp1 lack of function, the Montreal group attempted
to restore the BCG resistance phenotype by transferring the normal G169 al-
lele onto thebackgroundof ahomozygousNramp1D169 /D169 mouse (Govoni
et al., 1996). This transgenicmousewas resistant to BCG and S. typhimurium.
In addition, macrophages from the transgenic mouse expressed the mature
Nramp1 protein, indicating the gene’s function had been restored (Govoni
et al., 1996). Taken together these experiments conclusively proved that
Nramp1 is the Lsh/Ity/Bcg gene.

3.5 EARLY STUDIES OF Nramp1/Bcg FUNCTION

Numerous functional differences have been found between Bcgr- and
Bcg s -derived macrophages including greater production of toxic oxygen radi-
cals (Denis et al., 1988a), increased production of interleukin 1β and tumour
necrosis factor-α (Roach et al., 1994), greater major histocompatibility com-
plex (MHC) Ia surface antigen expression (Zwilling et al., 1987; Denis et al.,
1988b), and increased MHC I-Aβ gene transcription (Barrera et al., 1997a).

When the amino acid sequence of Nramp1 was determined, several the-
ories of its function were proposed on the basis of its structure. Nramp1
was noted to have some structural similarity to CrnA, a nitrite/nitrate trans-
porter in the fungusAspergillus nidulans (Unkles et al., 1991). It was therefore
suggested that Nramp1 may be involved in the transport of simple nitrogen
compounds (Vidal et al., 1993). It was later hypothesised that the Nramp1
SH3-binding domain could regulate transport of L-arginine, the substrate
for nitric oxide (NO) synthesis (Barton et al., 1995). This was an intrigu-
ing theory because NO is a potent inhibitor of mycobacteria (Chan et al.,
1992), and BCG-infected, Bcgr -derived macrophages produce significantly
more NO than macrophages from Bcg s mice (Barrera et al., 1997b). The su-
perior inhibition ofM. tuberculosis by Bcgr -derivedmacrophages compared to
Bcg s -derivedmacrophages correlates with NO production (Arias et al., 1997).
However, these may not represent the primary difference between Bcgr and
Bcgs strains and may simply be secondary to differences in host–parasite in-
teractions. Recently, further insight into Nramp1 function has been derived
from studying other proteins with similar structure.

3.6 THE Nramp FAMILY

Since the discovery of Nramp1, it has become apparent that there is a
family of Nramp-related proteins characterised by a hydrophobic core of ten
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to twelve transmembrane domains. The human homologue of the mouse
Nramp1 gene has been cloned and mapped to chromosome 2q35 and has
been designated NRAMP1 (Cellier et al., 1994). The human NRAMP1 gene
contains at least fifteen exons and spans 12 kb of genomic DNA (Cellier
et al., 1994; Blackwell et al., 1995). It encodes a polypeptide of 550 amino acids
with 85% sequence identity to murine Nramp1 (Blackwell et al., 1995). In the
mouse, two additional Nramp-related genes have been identified on chro-
mosomes 15 and 17 and respectively named Nramp2 and Nramp-rs (Dosik
et al., 1994; Gruenheid et al., 1995). The human homologue of Nramp2, des-
ignatedNRAMP2, has been cloned andmapped to chromosome 12q13 (Vidal
et al., 1995b; Kishi and Tabuchi, 1998). Members of the Nramp family have
been identified in several phylogenetically diverse organisms including the
fly Drosophila melanogaster, the nematode Caenorhabditis elegans, the plant
Oryza sativa, the yeast Saccharomyces cerevisiae, and the bacteria Mycobac-
terium leprae and M. tuberculosis (Cellier et al., 1996). These proteins show
between 39% and 94% homology with the hydrophobic core of the human
NRAMP1 protein (Cellier et al., 1996). The finding of structurally conserved
Nramp homologues in prokaryotic and eukaryotic species suggests that
theNramp family has existed formore than one billion years and that the pro-
teins have a common function. Recent work suggests that the Nramp family
are metal iron transporters, which has provided insight into how Nramp1
may be involved in host resistance to antigenically unrelated intracellular
pathogens.

3.7 Nramp PROTEINS AND METAL CATION TRANSPORT

Nramp1 has structural similarity to SMF1, a manganese ion transporter
found in S. cerevisiae. This observation led Supek and colleagues to suggest
that Nramp1may transportmetal cations from the extracellular environment
intomacrophage cytoplasm (Supek et al., 1996). More clues to the function of
Nramp1 came from the study of murine Nramp2 and its homologue in rats.
Unlike Nramp1, which is exclusively expressed in reticuloendothelial cells,
Nramp2 is ubiquitous. In 1997, a divalent cation transporter was isolated
from rats, which was identified as Nramp2 (Gunshin et al., 1997). In the
same year, the microcytic anaemia mouse, mk, which suffers from defective
iron absorption and erythroid iron utilisation, was found to have a missense
mutation in theNramp2 gene (Fleming et al., 1997). The Belgrade rat, which
also suffers from hereditary microcytic anaemia, was then found to have
an Nramp2 missense mutation (Fleming et al., 1998). It was surprising to
find that the mutation in the two species was identical, a glycine to arginine
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Figure 3.1. Comparison of Nramp1 and Nramp2 function as hypothesised by Gruenheid

et al. (1999). The ubiquitous Nramp2 is internalised to endosomes with iron. Acidification

of the endosome activates Nramp2 and iron and protons are transported into the

cytoplasm. Nramp1 is recruited to the macrophage phagosome after bacteria and iron are

ingested. Following acidification iron and protons are transported out of the phagosome.

substitution at position 185 (G185R) in transmembrane domain 4. This may
be a highly conserved region as the Nramp1 mutation G169D also affects
transmembrane domain 4.

It has been speculated that Nramp1 is also an iron transporter, per-
haps with a highly specialised function, specific to reticuloendothelial cells
(Gruenheid et al., 1999). Murine Nramp2 and human NRAMP2 are integral
membrane glycoproteins, which are found at the plasma membrane and in
recycling endosomes (Gruenheid et al., 1999; Tabuchi et al., 2000). Nramp2
is believed to transport iron together with a proton across the endosomal
membrane into the cytoplasm (Fig. 3.1) (Gruenheid et al., 1999).

In contrast, Nramp1 is localised to the late endosomal compartment
of resting macrophages and is recruited to the phagosome on phagocytosis
(Fig. 3.1) (Gruenheid et al., 1997). Iron overload has been found to be a
risk factor for the development of tuberculosis in humans (Gordeuk et al.,
1996). This raises the question of whether Nramp1 could affect the growth
of mycobacteria by pumping intra-phagosomal iron into the cytoplasm.
Nramp1 protein levels in microglial cells are influenced by iron availability,
suggesting a link betweenNramp1 and iron (Atkinson et al., 1997). Increased
iron concentrations increaseM. avium growth within macrophages (Gomes
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and Appelberg, 1998). In conditions of low iron concentration, resistant
Nramp1G169 /G169 mice limit M. avium replication more effectively than
susceptible Nramp1D169 /D169 mice. However, Nramp1G169/G169 mice are
not able to controlM. avium replication better than Nramp1D169 /D169 mice
when excess iron is present (Gomes and Appelberg, 1998). This suggests
that the Nramp1 iron transport mechanism may become saturated at high
iron concentration. Macrophages from Nramp1−/− gene-disrupted mice
have an impaired ability to acidify phagosomes following infection with
live M. bovis (Hackham et al., 1998). It has therefore been suggested that
phagosome acidification may be needed for co-transport of iron and protons
out of the phagosome (Gruenheid et al., 1999).

M. leprae andM. tuberculosis both possess members of the Nramp family
(Cellier et al., 1996; Agranoff et al., 1999). The M. tuberculosis Nramp ho-
mologue, called Mramp, is a pH-dependent transporter of iron and a broad
range of other divalent metallic cations (Agranoff et al., 1999). Mramp func-
tion ismaximal between pH5.5 and 6.5, equivalent to that which exists within
phagosomes (Agranoff et al., 1999). It seems likely that Mramp and Nramp1
are competing for iron within the phagosome and that the outcome of this
competition determines whether the mycobacteria can proliferate. This is an
astonishing example of how host and pathogen can evolve a similar mecha-
nism to compete for the same substrate.

3.8 Nramp AND HUMAN SUSCEPTIBILITY
TO INTRACELLULAR PATHOGENS

NRAMP1 is a strong candidate gene for human susceptibility to several
infectious diseases caused by intracellular pathogens including tuberculo-
sis, leprosy, leishmaniasis, and typhoid. Several polymorphisms have been
identified in the humanNRAMP1 gene enabling studies on genetic suscepti-
bility in human populations to be carried out (Liu et al., 1995). Two different
strategies have beenused: linkage-based family studies and association-based
case-control studies.

The advantage of linkage studies is that they are not susceptible to the
effects of confounding factors. However, linkage studies have relatively low
power and in multifactorial diseases they can only detect extremely large ge-
netic effects (Risch and Merikangas, 1996). Weak evidence of linkage was
found between NRAMP1 polymorphisms and leprosy in twenty Vietnamese
families (P < 0.02) (Abel et al., 1998) and betweenNRAMP1 and tuberculosis
in ninety-eight Brazilian families (P = 0.025) (Shaw et al., 1997). In another
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study in seven families from French Polynesia, leprosy was not found to be
linked to NRAMP1 markers (Roger et al., 1997). In a genome-wide screen
for tuberculosis susceptibility genes in 173 African sibling pairs, the nearest
marker to NRAMP1 showed only weak evidence of linkage to tuberculosis
(P = 0.06) (Bellamy et al., 2000). Overall these linkage results are only weakly
positive, indicating that susceptibility tomycobacteria in humans is not solely
due to NRAMP1 variants. This is probably similar to the situation in mice
where it has also been found thatNramp1 is not the single major gene deter-
mining susceptibility toM. tuberculosis (Medina and North, 1996).

Association studies have much greater power than linkage studies to
explore the effects of candidate genes that exert moderate effects on dis-
ease risk (Risch and Merikangas, 1996). In a large case-control study of over
800 subjects in The Gambia, a highly statistically significant association was
found between NRAMP1 polymorphisms and tuberculosis (Bellamy et al.,
1998). Individuals with tuberculosis had approximately four times the odds
of possessing the high-risk NRAMP1 genotype compared to healthy con-
trols (Bellamy et al., 1998). This demonstrated thatNRAMP1 is an important
tuberculosis-susceptibility gene in humans, but it does not account for the
majority of the familial clustering effect in this disease (Bellamy et al., 2000).
Therefore, there are likely to be many more human genes involved in sus-
ceptibility to tuberculosis and other mycobacterial diseases.

3.9 CONCLUSION

Nramp1, the natural resistance-associatedmacrophage protein gene, has
been shown to influence susceptibility to several antigenically unrelated, in-
tracellular pathogens inmice. TheNramp family includes proteins expressed
in a diverse range of prokaryotic and eukaryotic species. The ubiquitously ex-
pressed Nramp2 encodes a divalent metal ion transporter that regulates iron
uptake in the gut. It has been hypothesised that Nramp1 is also a metal ion
transporter, perhaps restricting the availability of iron formycobacteriawithin
phagosomes. Mycobacterium tuberculosis has its own member of the Nramp
family, namedMramp, and this is also an iron transporter. It is intriguing that
host and pathogen appear to have evolved highly similar proteins to compete
for the availability of a single nutrient.

ACKNOWLEDGMENTS

I am grateful to Professor AVS Hill for helpful discussions and to the
Wellcome Trust for funding.



47©

th
e

n
ram

p
fam

ily:co
-evo

lu
tio

n
o

f
a

h
o

st/path
o

g
en

d
efen

ce
system

REFERENCES

Abel, L., Sanchez, F.O., Oberti, J., Thuc, N.V., Hoa, L.V., Lap, V.L., Skamene, E.,

Lagrange P.H., and Schurr, E. (1998). Susceptibility to leprosy is linked to

the human NRAMP1 gene. Journal of Infectious Diseases 177, 133–145.

Agranoff, D.,Monahan, I.M.,Mangan, J.A., Butcher, P.D., andKrishna, S. (1999).

Mycobacterium tuberculosis expresses a novel pH-dependent divalent cation

transporter belonging to the Nramp family. Journal of Experimental Medicine

190, 717–724.

Arias, M., Rojas, M., Zabaleta, J., Rodriguez, J.I., Paris, S.C., Barrera, L.F., and

Garcia, L.F. (1997). Inhibition of virulentMycobacterium tuberculosis by Bcgr

and Bcg s macrophages correlates with nitric oxide production. Journal of

Infectious Diseases 176, 1552–1558.

Atkinson, P.G.P., Blackwell, J.M., andBarton, C.H. (1997).Nramp1 locus encodes

a 65kDa interferon-γ -inducible protein inmurinemacrophages.Biochemical

Journal 325, 779–786.

Barrera, L.F., Kramnik, I., Skamene, E., and Radzioch, D. (1997a). I-Aβ gene

expression regulation in macrophages derived from mice susceptible or re-

sistant to infecton withM. bovis BCG.Molecular Immunology 34, 343–355.

Barrera, L.F., Kramnik, I., Skamene, E., and Radzioch, D. (1997b). Nitrite produc-

tion by macrophages derived from BCG-resistant and -susceptible congenic

mouse strains in response to IFN-γ and infection with BCG. Immunology

82, 457–464.

Barton, C.H.,White, J.K., Roach, T.I.A., and Blackwell, J.M. (1994). NH2-terminal

sequence of macrophage-expressed natural resistance-associated macro-

phage protein (Nramp) encodes a proline/serine-rich putative Src homology

3-binding domain. Journal of Experimental Medicine 179, 1683–1687.

Barton, C.H., Whitehead, S.H., and Blackwell, J.M. (1995). Nramp transfection

transfers Ity/Lsh/Bcg-related pleiotropic effects on macrophage activation:

influence on oxidative burst and nitric oxide pathways.Molecular Medicine 1,

267–279.

Bellamy, R., Ruwende, C., Corrah, T., McAdam, K.P.W.J., Whittle, H.C., and

Hill, A.V.S. (1998). Variation in the human NRAMP1 gene and human

tuberculosis in an African population. New England Journal of Medicine 338,

640–644.

Bellamy, R.J., Beyers, N., McAdam, K.P.W.J., Ruwende, C., Gie, R., Samaai, P.,

Bester, D., Meyer, M., Corrah, T., Collin, M., Camidge, D.R., Wilkinson,

D., Hoal-van Helden, E., Whittle, H.C., Amos, W., van Helden, P., and Hill,

A.V.S.H. (2000).Genetic susceptibility to tuberculosis inAfricans: a genome-

wide scan.Proceedings of theNationalAcademy of Sciences,USA 97, 8005–8009.



48©

r.
be

ll
am

y

Blackwell, J.M. (1989). The macrophage resistance gene Lsh/Ity/Bcg. 27th Forum

in Immunology. Research in Immunology 140, 767–828.

Blackwell, J.M., Barton, H., White, J.K., Searle, S., Baker, A.-M., Williams, H.,

and Shaw, M.-A. (1995). Genomic organization and sequence of the human

NRAMP gene: identification and mapping of a promoter region polymor-

phism.Molecular Medicine 1, 194–205.

Bradley, D.J. (1977). Genetic control of Leishmania populations within the host.

II. Genetic control of acute susceptibility of mice to L. donovani infection.

Clinical Experimental Immunology 30, 130–140.

Bradley, D.J., Taylor, B.A., Blackwell, J.M., Evans, E.P., and Freeman, J. (1979).

Regulation of Leishmania populations within the host. -III. Mapping of the

locus controlling susceptibility to visceral leishmaniasis in the mouse.

Clinical Experimental Immunology 37, 7–14.

Brown, I.N., Glynn, A.A., and Plant, J.E. (1982). Inbred mouse strain resistance

to Mycobacterium lepraemurium follows the Ity/Lsh pattern. Immunology 47,

149–156.

Cellier, M., Govoni, G., Vidal, S., Kwan, T., Groulx, N., Liu, J., Sanchez, F.,

Skamene, E., Schurr, E., and Gros, P. (1994). Human natural resistance-

associated macrophage protein: cDNA cloning, chromosomal mapping, ge-

nomic organization, and tissue-specific expression. Journal of Experimental

Medicine 180, 1741–1752.

Cellier, M., Belouchi, A., and Gros, P. (1996). Resistance to intracellular infec-

tions: comparative genomic analysis of Nramp. Trends in Genetics 12, 201–

205.

Chan, J., Xing, Y., Magliozzo, R.S., and Bloom, B.R. (1992). Killing of virulent

Mycobacterium tuberculosis by reactive nitrogen intermediates produced by

activated murine macrophages. Journal of Experimental Medicine 175, 1111–

1122.

Crocker, P.R., Blackwell, J.M., and Bradley, D.J. (1984). Expression of the natural

resistance gene Lsh in resident liver macrophages. Infection and Immunity

43, 1033–1040.

Denis, M., Forget, A., Pelletier, M., and Skamene, E. (1988a). Pleiotropic effects

of the Bcg gene: III. Respiratory burst in Bcg-congenic macrophages. Clinical

Experimental Immunology 73, 370–375.

Denis, M., Buschman, E., Forget, A., Pelletier, M., and Skamene, E. (1988b).

Pleiotropic effects of the Bcg gene. II. Genetic restriction of responses to

mitogens and allogeneic targets. Journal of Immunology 141, 3988–3993.

Denis, M., Forget, A., Pelletier, M., Gervais, F., and Skamene, E. (1990). Killing of

Mycobacterium smegmatis by macrophages from genetically susceptible and

resistant mice. Journal of Leukocyte Biology 47, 25–30.



49©

th
e

n
ram

p
fam

ily:co
-evo

lu
tio

n
o

f
a

h
o

st/path
o

g
en

d
efen

ce
system

Dosik, J.K., Barton, C.H., Holiday, D.L., Krall, M.M., Blackwell, J.M., and Mock,

B.A. (1994). An Nramp-related sequence maps to mouse chromosome 17.

Mammalian Genome 5, 458–460.

Fleming, M.D., Trenor, C.C. 3rd, Su, M.A., Foernzler, D., Beier, D.R., Dietrich,

W.F., and Andrews, N.C. (1997). Microcytic anaemia mice have a mu-

tation in Nramp2, a candidate iron transporter gene. Nature Genetics 16,

383–386.

Fleming, M.D., Romano, M.A., Su, M.A., Garrick, L.M., Garrick, M.D., and

Andrews, N.C. (1998). Nramp2 is mutated in the anaemic Belgrade (b) rat:

evidence of a role for Nramp2 in endosomal iron transport. Proceedings of the

National Academy of Sciences, USA 95, 1148–1153.

Forget, A., Skamene, E., Gros, P., Miailhe, A.-E., and Turcott, R. (1981). Differ-

ences in response among inbredmouse strains to infection with small doses

ofMycobacterium bovis BCG. Infection and Immunity 32, 42–47.

Gomes, M.S. and Appelberg, R. (1998). Evidence for a link between iron

metabolism andNramp1 gene function in innate resistance againstMycobac-

terium avium. Immunology 95, 165–168.

Gordeuk, V.R., McLaren, C.E., MacPhail, A.P., Deichsel, G., and Bothwell, T.H.

(1996). Associations of iron overload in Africa with hepatocellular carcinoma

and tuberculosis: Strachan’s 1929 thesis revisited. Blood 87, 3470–3476.

Goto, Y., Buschman, E., and Skamene, E. (1989). Regulation of host resistance

toMycobacterium intracellulare in vivo and in vitro by the Bcg gene. Immuno-

genetics 30, 218–221.

Govoni, G., Vidal, S., Cellier, M., Lepage, P., Malo, D., and Gros, P. (1995).

Genomic structure, promoter sequence, and induction of expression of the

mouse Nramp1 gene in macrophages. Genomics 27, 9–19.

Govoni, G., Vidal, S., Gauthier, S., Skamene, E., Malo, D., and Gros, P. (1996).

TheBcg/Ity/Lsh locus: genetic transfer of resistance to infections inC57BL/6J

mice transgenic for theNramp1G169 allele. Infection and Immunity 64, 2923–

2929.

Gros, P. and Malo, D. (1989). A reverse genetics approach to Bcg/Ity/Lsh gene

cloning. Research in Immunology 140, 774–777.

Gros, P., Skamene, E., and Forget, A. (1981). Genetic control of natural resistance

toMycobacterium bovis BCG. Journal of Immunology 127, 417–421.

Gruenheid, S., Cellier, M., Vidal, S., and Gros, P. (1995). Identification and char-

acterization of a second mouse Nramp gene. Genomics 25, 514–525.

Gruenheid, S., Pinner, E., Desjardins, M., and Gros, P. (1997). Natural resistance

to infection with intracellular pathogens: the Nramp1 protein is recruited

to the membrane of the phagosome. Journal of Experimental Medicine 185,

717–730.



50©

r.
be

ll
am

y

Gruenheid, S., Canonne-Hergaux, F., Gauthier, S., Hackam, D.J., Grinstein, S.,

and Gros, P. (1999). The iron transport protein Nramp2 is an integral mem-

brane glycoprotein that colocalizes with transferrin in recycling endosomes.

Journal of Experimental Medicine 189, 831–841.

Gunshin, H., Mackenzie, B., Berger, U.V., Gunshin, Y., Romero, M.F., Boron,

W.F., Nussberger, S., Goilan, J.L., and Hediger, M.A. (1997). Cloning and

characterization of a mammalian proton-coupled metal-ion transporter.

Nature 388, 482–488.

Hackham, D.J., Rotstein, O.D., Zhang, W.-J., Gruenheid, S., Gros, P., and

Grinstein, S. (1998). Host resistance to intracellular infection: mutation of

natural resistance-associatedmacrophage protein 1 (Nramp1) impairs phago-

some acidification. Journal of Experimental Medicine 188, 351–364.

Kishi, F. and Tabuchi, M. (1998). Human natural resistance-associated macro-

phage protein 2: gene cloning and protein identification. Biochemical and

Biophysical Research Communications 251, 775–783.

Lissner, C.R., Swanson, R.N., and O’Brien, A.D. (1983). Genetic control of innate

resistance of mice to Salmonella typhimurium: expression of the Ity gene in

peritoneal and splenic macrophages isolated in vitro. Journal of Immunology

131, 3006–3013.

Liu, J., Fujiwara, M., Buu, N.T., Sanchez, F.O., Cellier, M., Paradis, A.J.,

Frappier, D., Skamene, E., Gros, P., Morgan, K., and Schurr, E. (1995).

Identification of polymorphisms and sequence variants in the human homo-

logue of the mouse natural resistance-associated macrophage protein gene.

American Journal of Human Genetics 56, 845–853.

Malo, D., Vidal, S.M., Hu, J., Skamene, E., and Gros, P. (1993a). High resolution

linkage map in the vicinity of the host resistance locus Bcg. Genomics 16,

655–663.

Malo, D., Vidal, S., Lieman, J.H., Ward, D.C., and Gros, P. (1993b). Physical

delineationof theminimal chromosomal segment encompassing themurine

host resistance locus Bcg. Genomics 17, 667–675.

Malo, D., Vogan, K., Vidal, S., Hu, J., Cellier, M., Schurr, E., Fuks, A.,

Bumstead, N., Morgan, K., and Gros, P. (1994). Haplotype mapping and

sequence analysis of the mouse Nramp gene predict susceptibility to infec-

tion with intracellular parasites. Genomics 23, 51–61.

Medina, E. and North, R.J. (1996). Evidence inconsistent with a role for

the Bcg gene (Nramp1) in resistance of mice to infection with virulent

Mycobacterium tuberculosis. Journal of Experimental Medicine 183, 1045–

1051.

Plant, J.E. and Glynn, A.A. (1976). Genetics of resistance to infection with

Salmonella typhimurium in mice. Journal of Infectious Diseases 133, 72–78.



51©

th
e

n
ram

p
fam

ily:co
-evo

lu
tio

n
o

f
a

h
o

st/path
o

g
en

d
efen

ce
system

Plant, J.E. and Glynn, A.A. (1979). Locating Salmonella resistance gene onmouse

chromosome 1. Clinical Experimental Immunology 37, 1–6.

Plant, J.E., Blackwell, J.M., O’Brien, A.D., Bradley, D.J., and Glynn, A.A. (1982).

Are the Lsh and Ity disease resistance genes at one locus on mouse chromo-

some 1? Nature 297, 510–511.

Risch, N. and Merikangas, K. (1996). The future of genetic studies of complex

human diseases. Science 273, 1516–1517.

Roach, T.I.A., Chatterjee, D., and Blackwell, J.M. (1994). Induction of early-

response genes KC and JE bymycobacterial lipoarabinomannans: regulation

of KC expression in murine macrophages by Lsh/Ity/Bcg (candidateNramp).

Infection and Immunity 62, 1176–1184.

Roger,M., Levee, G., Chanteau, S., Gicquel, B., and Schurr, E. (1997). No evidence

for linkage between leprosy susceptibility and the human natural resistance-

associated macrophage protein 1 (NRAMP1) gene in French Polynesia.

International Journal of Leprosy 65, 197–202.

Schurr, E., Skamene, E., Forget, A., and Gros, P. (1989). Linkage analysis of the

Bcg gene on mouse chromosome 1: identification of a tightly linked marker.

Journal of Immunology 141, 4507–4513.

Schurr, E., Skamene, E., Morgan, K., Chu, M.L., and Gros, P. (1990). Mapping of

Col3a1 and Col6a3 to proximal murine chromosome 1 identifies conserved

linkage of structural protein genes between murine chromosome 1 and hu-

man chromosome 2q. Genomics 8, 477–486.

Shaw, M.A., Collins, A., Peacock, C.S., Miller, E.N., Black, G.F., Sibthorpe, D.,

Lins-Lainson, Z., Shaw, J.J., Ramos, F., Silveira, F., and Blackwell, J.M.

(1997). Evidence that genetic susceptibility toMycobacterium tuberculosis in a

Brazilian population is under oligogenic control: linkage study of the candi-

date genes NRAMP1 and TNFA. Tubercle and Lung Disease 78, 35–45.

Skamene, E., Gros, P., Forget, A., Kongshavn, P.A.L., St.-Charles, C., and Taylor,

B.A. (1982). Genetic regulation of resistance to intracellular pathogens.

Nature 297, 506–509.

Skamene, E., Gros, P., Forget, A., Patel, P.J., andNesbitt, M. (1984). Regulation of

resistance to leprosy by chromosome 1 locus in the mouse. Immunogenetics

19, 117–120.

Stach, J.L., Gros, P., Forget, A., and Skamene, E. (1984). Phenotypic expression

of genetically-controlled natural resistance to Mycobacterium bovis (BCG).

Journal of Immunology 132, 888–892.

Supek, F., Supekova, L., Nelson, H., and Nelson, N. (1996). A yeast manganese

transporter related to the macrophage protein involved in conferring resis-

tance to mycobacteria. Proceedings of the National Academy of Sciences, USA

93, 5105–5110.



52©

r.
be

ll
am

y

Tabuchi, M., Yoshimori, T., Yamaguchi, K., Yoshida, T., and Kishi, F. (2000).

Human NRAMP2/DMT1, which mediates iron transport across mem-

branes, is localized to late endosomes and lysosomes in Hep-2 cells. Journal

of Biological Chemistry 275, 22,220–22,228.

Unkles, S.E., Hawker, K.L., Grieve, C., Campbell, E.I., Montagne, P., and

Kinghorn, J.R. (1991). crnA encodes a nitrate transporter in Aspergillus nidu-

lans. Proceedings of the National Academy of Sciences, USA 88, 204–208.

Vidal, S.M., Malo, D., Vogan, K., Skamene, E., and Gros, P. (1993). Natural resis-

tance to infection with intracellular parasites: isolation of a candidate gene

for Bcg. Cell 73, 469–485.

Vidal, S., Tremblay, M.L., Govoni, G., Gauthier, S., Sebastiani, G., Malo, D.,

Skamene, E., Olivier, M., Jothy, S., and Gros, P. (1995a). The Ity/Lsh/Bcg

locus: natural resistance to infection with intracellular parasites is abrogated

by disruption of the Nramp1 gene. Journal of Experimental Medicine 182,

655–666.

Vidal, S., Belouchi, A.-M., Cellier, M., Beatty, B., and Gross, P. (1995b). Cloning

and characterization of a second human NRAMP gene on chromosome

12q13.Mammalian Genome 6, 224–230.

Vidal, S.M., Pinner, E., Lepage, P., Gauthier, S., and Gros, P. (1996). Natural re-

sistance to intracellular infections. Nramp1 encodes a membrane phospho-

glycoprotein absent in macrophages from susceptible (Nramp1D169 ) mouse

strains. Journal of Immunology 157, 3559–3568.

Weinberg, E.D. (1999). Iron loading and disease surveillance. Emerging Infectious

Diseases 5, 346–352.

Wheeler, P.R. and Ratledge, C. (1994). Metabolism of Mycobacterium tubercu-

losis. In Tuberculosis: pathogenesis, protection and control, ed. B.R. Bloom,

pp. 353–385. Washington DC: ASM Press.

Zwilling, B.S., Vespa, L., and Massie, M. (1987). Regulation of I-A expression by

murine peritoneal macrophages: differences linked to the Bcg gene. Journal

of Immunology 138, 1372–1376.



PART II Evasion of humoral immunity





55©

CHAPTER 4

Evasion of complement system pathways
by bacteria

Michael A. Kerr and Brian Henderson

4.1 INTRODUCTION

Paul Ehrlich, better known for his work on chemotherapeutics, coined
the term “complement” in the 1890s to denote the activity in sera that could
“complement” the lysis of bacteria induced by specific antibody. By the early
1900s, complement was recognised as composed of two components, and by
the 1920s it was believed that at least four serum factors were involved. How-
ever, it was not until the 1960s that analytical biochemistry was sufficiently
rigorous to allow the identification of the majority of the known complement
pathway components. Individual components were named as they were dis-
covered, which accounts for the still confusing nature of the nomenclature
for describing the complement pathways (for comprehensive reviews of com-
plement, see Law and Reid, 1995; Fearon, 1998; Crawford and Alper, 2000;
Kirschfink, 2001; Walport, 2001a, 2001b).

Three pathways of complement activation have now been described
(Fig. 4.1). The classical pathway, first to be discovered, is generally considered
to require immune complexes for activation. A second pathway, termed,
naturally enough, the alternative pathway, was first proposed by Pillemer in
the late 1950s but was not taken seriously until the late 1960s when sufficient
evidence had accrued. This pathway is now generally considered to be
activated by cell surfaces that are not protected by host-derived complement
inhibitors (see Lindahl et al., 2000). A third pathway was elucidated in the late
1980s–early 1990s. This has been termed the lectin pathway and is activated
by the collectin (i.e., collagen-like lectin), mannose-binding lectin (MBL)
(Gadjeva et al., 2001) and by ficolins (proteins containing both a collagen-like
and a fibrinogen-like domain;Matsushita andFujita, 2001). These serumpro-
teins can opsonise bacteria and then interact with proteinases homologous to
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Figure 4.1. The complement pathways and their controlling proteins. The three pathways

(classical, lectin, and alternative) produce C3 convertases – C4bC2b2a in the case of the

classical and lectin pathways and C3bBaBb in the case of the alternative pathway. These

enzyme complexes are very labile; they are formed when the C4bC2 complex is cleaved by

C1s or MASP or when the C3bB complex is cleaved by D. The decay of the activity is the

result of the loss of the enzymic subunits, C2a and Bb, from the complexes. The smaller

subunits C2b and Ba contain the binding sites of C2 and B for C4b and C3b, respectively.

The convertases dissociate even more quickly in the presence of appropriate RCA proteins

(boxed). The association of C9 with the rest of the lytic complex is inhibited by the

GPI-anchored protein, CD59 (protectin).

C1r and C1s, known asmannose-binding lectin associated serine proteinases
(MASPs). The activated MASPs, in turn, cause the antibody-independent
activation of the classical pathway. These three pathways overlap in terms
of their activators and activity and must not be thought of as being totally
discrete.

Because the alternative complement pathway is spontaneously and con-
tinuously activated, and could thus cause tissue damage, a number of
genes encoding proteins termed regulators of complement activation (RCAs)
have evolved (Fig. 4.1). These include membrane bound proteins such as
CR1 (CD35), CD46 (membrane cofactor protein – MCP), and CD55 (decay
accelerator factor – DAF) and soluble proteins such as C4 binding protein
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Table 4.1. Bacterial components (or host responses to bacteria) associated with
activation of the three pathways of complement activation

Complement pathway Bacterial component or host response

Classical Pathway Natural antibody (IgM, IgG) via C1q

Direct binding via C1q

Lipid A and LPS (Klebsiella, Escherichia, Shigella,

Salmonella)

Lipoteichoic acid (group B streptococci)

Capsular polysaccharide (H. influenza)

OMPs (Proteus mirabilis, Sal. minnesota, Klebsiella

pneumoniae)

C1q binding via C-reactive protein (CRP) (Strep.

pneumoniae)

Lectin Pathway Mannose-binding lectin

Other collectins?

Ficolins

Alternative Pathway Bacterial cell wall components (LPS, peptidoglycan,

teichoic acid)

(C4BP), factor H (FH), and factor H-like protein 1 (FHL-1), also known as
reconectin and factor H-related proteins 1–4. These proteins are encoded by
closely linked genes on human chromosome 1 and are composed almost en-
tirely of domains of approximately sixty residues known as short consensus
repeats (SCRs) or complement control protein repeats (CCPs). The RCAs
are major targets for bacterial and viral evasion mechanisms (Lindahl et al.,
2000). A further complement inhibitory protein is protectin (CD59), a GPI
anchored protein that inhibits the C5b-8 catalysed insertion of C9 into cell
membranes (Davies et al., 1989). The total number of proteins involved in
complement activation must be approaching forty and for this reason we
will refer to complement as the complement system throughout this chapter.
Examples of the constituents of bacteria able to trigger the three complement
activation pathways are listed in Table 4.1.

4.2 BIOLOGICAL FUNCTIONS OF THE COMPLEMENT SYSTEM

As is highlighted in other chapters,multicellular organisms have evolved
protective mechanisms, which can be grouped under the umbrella term
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Complement
activation

blood
vessel

Leukocytes
chemotaxis/activation

Anaphylatoxins
C3a and C5a

C5b-9
lytic

pathway

Production of
C3 opsonic 

products

C3b/iC3b/C3dg

Figure 4.2. Main actions of the complement system. The major antibacterial components

are the breakdown products of C3 (C3b, iC3b and C3dg) that covalently bond to the

bacterial surface and enhance the process of phagocytosis and bacterial killing. The

anaphylatoxins (C3a and C5a) are chemotactic and activate recruited leukocytes. The lytic

pathway of complement forms a complex with the ability to insert into the bacterial

membrane and form a damaging pore.

inflammation. The complement system is one of the major effector arms
of both the innate and adaptive immune responses and is recognised to
be involved in: (i) the killing of microorganisms; (ii) the solubilisation and
clearing of immune complexes, and (iii) the enhancement of B lymphocyte
responses (the latter effect is reviewed by Fearon and Locksley, 1996; Carroll,
1998; Carroll, 2000). There is also growing evidence for the ability of the
complement system to act to control the key regulatory cytokine, IL-12 (Karp
and Wills-Karp, 2001).

The activation of the complement system provides three sets of antimi-
crobial proteins: (i) opsonins (principally C3b and its products and also C4b)
to bind to bacteria and enhance bacterial phagocytosis and antibody forma-
tion, (ii) anaphylotoxins (C3a,C5a) to enhance inflammatory events and cause
leukocyte activation/chemoattraction, and (iii) a lytic complex to kill bacteria
(Fig. 4.2). C3 is present at a concentration of 1.3 mgml−1 in serum and is
the key participant in the antimicrobial actions of the complement system.
Cleavage of C3 by one of the C3 convertases (C4b2a of the classical pathway or
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C3bBb of the alternative pathway) produces C3a and C3b. The former is a po-
tent anaphylatoxin. The cleavage of C3 results in the exposure of a previously
inaccessible internal thioester, which is extremely reactive with nucleophiles
such asmolecules bearing hydroxyl (e.g., water) or amino groups. This allows
C3b to covalently bond to the surface of bacteria. The very large amount of wa-
ter in the extracellular fluid prevents significant diffusion of C3b from its site
of production. BoundC3b can be further cleaved on themicrobial cell surface
(generally by reactions involving the complement regulatory proteins) to pro-
duce smaller bound fragments – iC3b and C3dg. These proteins, along with
C4b, are recognised by the complement receptors types I to IV (CR1 to CR4).
CR1 (CD35) is present on a range of cells including B lymphocytes, neu-
trophils, monocytes/macrophages, follicular dendritic cells (see Chapter 1),
glomerular epithelial cells, and erythrocytes and binds to C3b and C4b. CR2
(CD21) is found on B lymphocytes, follicular dendritic cells, and cervical
and nasopharyngeal epithelial cells and recognises C3b, iC3b and C3dg. CR3
(CD18/CD11b), a member of the β2-integrin family, is found on neutrophils,
monocytes/macrophages, follicular dendritic cells, and NK cells and recog-
nises iC3b. Transendothelial migration increases substantially the levels of
CR3 on human neutrophils and their capacity to phagocytose Escherichia coli
(Hofman et al., 2000). The final receptor CR4 (CD18/CD11c), also a member
of the β2-integrin family, is present on neutrophils, monocytes, and tissue
macrophages and recognises iC3b. Binding of bacteria (opsonised with these
various breakdown products of activated C3) to phagocytes bearing one or
other of the complement receptors enhances binding to the phagocyte sur-
face and uptake into a phagolysosome with concomitant killing.

Amajor problem in inflammation is that the leukocytes required to ingest
and kill invading bacteria are sequestered in the blood vessels. Chemotactic
proteins are required to cause leukocytes to traffic into infected sites. C5a was
the first host chemotactic protein discovered. It binds to its cognate receptor
(C5a-R), a G-protein coupled receptor, on a range of myeloid cells acting
both as a potent chemotactic factor and as a leukocyte activator. C5a causes
neutrophil degranulation and activation of the respiratory burst. It is now
recognised that the terminal lytic pathway (C5b-9) may also contribute to the
activation of leukocytes found during complement activation.

The most visually compelling image of the complement system is the
presence ofmembrane lesions, normally photographed using sheep or rabbit
erythrocytes, formed by the action of the terminal components (C5 to C9) of
the complement system. These proteins formwhat is termed themembrane-
attack complex (MAC). The initiation of this complex beginswith the cleavage
of C5 into C5a and C5b. This latter protein binds to C6 (forming C5b6) and
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this complex, in turn, bindsC7 (formingC5b67). The interactionof C7 results
in the complex having the ability to insert itself into lipid bilayers. C8 then
binds to this membrane-associated complex (C5b678), which can then asso-
ciate with as many as fourteen C9 monomers to form amembrane pore. It is
thought that this pore has antibacterial actions (Joiner et al., 1985) and, as will
be discussed, there is increasing evidence for this. However, opsonophago-
cytosis still seems to be the major antibacterial defence mechanism of the
complement system.

4.3 THE INVOLVEMENT OF THE COMPLEMENT SYSTEM
IN ANTI-BACTERIAL DEFENCES

Now that we have briefly described the salient features of the comple-
ment system,what is the evidence for its role in protection against bacterial in-
fections? Themain evidence supporting the role of the complement system in
antibacterial protection comes from individuals with deficiencies in individ-
ual complementgenes (Table 4.2). Suchgenetic deficiencies canbebroadlydi-
vided into seven categories: (i) classical pathway genes, (ii) mannose-binding
lectin, (iii) alternative pathway genes, (iv) C3, (v) genes encoding the MAC,
(vi) regulatory protein genes, and (vii) complement receptors. Further evi-
dence is now emerging from the generation of complement gene transgenics
(Mold, 1999). Deficiencies in the components of the classical pathway result
largely in individuals with the symptoms of SLE or immune complex dis-
ease. These individuals can also suffer recurrent infections. Low levels of
serum mannose-binding lectin are associated with recurrent infections in
young children, but not in adults. Deficiency in the gene encoding the alter-
native pathway protein, D, results in recurrent upper respiratory tract infec-
tion while deficiency in alternative pathway protein, P (properdin), results
in an enhanced susceptibility to fatal fulminant meningococcal infections.
The importance of C3 is demonstrated by the finding that individuals defi-
cient in this gene have recurrent infections. In contrast, deficiencies in the
genes involved in construction of the MAC are manifest by an enhanced
susceptibility to recurrent infections withNeisseria spp. Individuals deficient
in C9 are generally healthy suggesting that the C5-8 complex is sufficient to
cause damage to bacterial cell walls. However, C9 deficiency can be associ-
ated with recurrent Neisserial infection. Even in Japan where C9 deficiency
is rather common (1 in 1,000), usually without symptoms, patients with re-
current meningococcal meningitis are most likely to be C9 deficient (Ngata
et al., 1989). Deficiency in complement control proteins, such as factor I, can
result in recurrent infections. Complement receptor protein deficiencies are
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Table 4.2.Human infections associated with genetic deficiencies of
complement components

Complement component

deficient Infection or condition

C1q Chronic bacterial infections with encapsulated

organisms (22%)

C2, C4 Primarily immune complex disease. Some

infections (20%)

H, I Recurrent infections with pyogenic organisms

(40–100%)

Properdin, D Meningococcal meningitis (70%)

C3 Recurrent infection with pyogenic organisms

(Strep. pneumoniae, Strep. pyogenes, H.

influenzae, Staph. aureus) (80%)

CR3 Recurrent infection with pyogenic organisms

(Strep. pneumoniae, Strep. pyogenes,

Pseudomonas spp, Staph. aureus) (100%)

C5 Recurrent meningococcal and gonococcal

infections and recurrent infections with

staphylococci, streptococci, proteus,

pseudomonas, and enterobacter (60%)

C6, C7 or C8 Recurrent meningococcal and gonococcal

infections (75%)

C9 Recurrent meningococcal and gonococcal

infections (8%)

Note: Table indicates the most frequently observed infections associated with

complement deficiencies together with an indication of the frequency of those

infections that have been observed in individual cases. For example, individuals

with C9 deficiency almost always suffer from Neisserial infection but only 8% of

such people seem to suffer from recurrent infection.

also associated with pathology (see reviews by Colten and Rosen, 1992; Mold,
1999; Walport 2001a, 2001b).

Over the past decade, transgenic mice have been produced in which
a small number of complement genes have been inactivated (Table 4.3).
The response of these mice to bacterial infection or endotoxin challenge is
generally deficient. Surprisingly, the lack of C3 appeared to have no influence
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Table 4.3. Response to infection by mice with complement gene knockouts

Gene inactivated Response Reference

C1q increased mortality/SLE Botto 1998

C3/C4 reducedLD50 to GBSa Wessels et al. 1995

C3/C4 enhanced response to endotoxin Fischer et al. 1997

C3/C4 increased lethality to CLPb Prodeus et al. 1997

C3/C4 enhanced E. coli colonisation Springall et al. 2001

CR3 no influence onMycobacterium Hu et al. 2000

tuberculosis infection

C3a receptor enhanced lethality to endotoxin Kildsgaard et al. 2000

C5 decreased clearance of Cerquetti et al. 1986

Pseudomonas aeruginosa

C5 hypersusceptibility toM. Jagannath et al. 2000

tuberculosis infection

C5 deficit in granulomatous response Actor et al. 2001

toM. tuberculosis

C5a receptor decreased mucosal clearance of Hopken et al. 1996

Ps. aeruginosa

Urokinase decreased clearance of Gyetko et al. 2000

Ps. aeruginosa

aGBS: Group B streptococci.
bCLP: Caecal ligation and puncture-induced peritonitis.

on infection byMycobacterium tuberculosis (Hu et al., 2000) although the lack
of C5 decreased the host protective response to this organism. These findings
generally support the clinical information available from the investigation of
natural complement deficiencies inHomo sapiens.

4.4 BACTERIAL EVASION OF THE COMPLEMENT SYSTEM

With such a plethora of mechanisms for the activation of complement,
it is clear that in any infection the susceptibility of the microorganism will
depend on whichmechanisms are activated and to what extent. This will also
change during the course of an infection as the balance of innate and adaptive
immunity changes. Many aspects of the interaction of an organism with the
immune systemmight indirectly or directly affect the amount of complement
activation, e.g., the type and amount of antibody produced, or the intensity
of the acute phase response. That bacteria can directly evade the complex
defences of the complement system has also been recognised for some time
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Table 4.4. Bacterial strategies to evade the complement system

Evasion strategy Bacterium Molecules involved

Bacterial GAS hyaluronic acid-containing capsule

capsule Group B streptococci type III capsular polysaccharide and

sialic acid

Neisseria spp capsule and capsule containing

sialic acid/LPS

Staph. aureus

Haemophilus spp

E. coli lipopolysaccharide

Salmonella spp lipopolysaccharide

Meningococci lipopolysaccharide

Proteinases P. gingivalis gingipain

GAS C5a peptidase

Ps. aeruginosa elastase

Chemical H. pylori Urea/ammonia

inactivation Ps. aeruginosa

Binding to GAS M protein family

RCA proteins Protein H

Strep. pneumoniae Hic

Bord. pertussis filamentous haemagglutinin

N. gonorrhoeae Por1A/Por1B

B. burgdorferi many (CRASP/OspE etc.)

Y. enterocolitica YadA

Ibhibition of GAS Streptococcal inhibitor of

lytic pathway complement (SIC)

Y. enterocolitica Ail

S. typhimurium Rck and Trat

E. coli Trat and binding protectin

H. pylori binding protectin

Moraxella catarrhalis ?

but only in the last decade or so has the range of mechanisms that bacteria
utilise to achieve this begun to be defined (Mold, 1999; Rautemaa and Meri,
1999; Lindahl et al., 2000; Table 4.4). Viruses have also been shown to be able
to evade complement-mediated attackby, for example, encodingproteinswith
homology to host complement control proteins such as protectin (Albrecht
et al., 1992).
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One mechanism to avoid activation of the classical pathway system is
to prevent the production or the action of antibacterial antibodies. A num-
ber of mechanisms to inhibit the antibody response to bacteria are now
known to exist and include antigenic variation, immunoglobulin-binding
proteins, and specific proteases that cleave and inactivate immunoglobulins.
Streptococci have developed a range of mechanisms to evade complement-
mediated attack including a recently reported endoglycosidase that can hy-
drolyse the chitobiose core of the asparagine-linked glycan on human IgG,
rendering this proteinmore sensitive to thebacterial cysteineproteinaseSpeB
(Collin andOlsen, 2001). The ability of bacteria to target immunoglobulins in
order to prevent antibody-dependent killing will be discussed in detail by
Mogens Kilian in Chapter 7 and will not be discussed further in this
chapter.

While we are probably only scratching the surface of the potential mech-
anisms that bacteria have evolved to evade complement-mediated killing, it
is possible to divide these mechanisms into distinct types, the aim of most
of them being the prevention of effective deposition of C3 (Table 4.4). The
best known mechanism is the use of outer membrane structures – capsule
or O-antigenic side chains – to: (i) prevent activation of complement, (ii) in-
hibit the binding of complement components (C3b/C4b) to bacteria, or (iii)
sterically hinder the recognition of these bound proteins. A second mech-
anism utilises proteases to interfere with the normal proteolytic control of
the complement cascade. Related to this is the specific cleavage and inactiva-
tion of the anaphylatoxin, C5a and the receptor for C5a. The recent finding
of a staphylococcal protein that, in some way, blocks the C5a receptor is a
modification of this theme (Veldkamp et al., 2000). The third mechanism,
and one that appears to have been evolved by a growing number of bac-
teria, is the ability to utilise the various host RCA proteins to inhibit the
action of the classical and alternative complement pathway C3 convertases.
Trypanosomes and some viruses also possess genes encoding proteins with
homology to the RCA genes (reviewed byWurzner, 1999).Whereas this func-
tional mimicry appears to be common among viruses, there are only a few
examples reported of bacterial mimicry of complement components. The
fourth mechanism of complement evasion involves interference with the
lytic process by interference with C7 or C8/C9 insertion into membranes.
Thus, it is now clear that bacteria have evolved to defeat the three antibac-
terial mechanisms of the complement pathway: opsonophagocytosis, pro-
inflammatory actions of anaphylatoxins, and membrane lysis via the MAC
(Fig. 4.2). The means by which bacteria achieve this will now be described in
more detail.
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4.5 BACTERIAL CELL SURFACES AND COMPLEMENT
ACTIVATION

The alternative complement pathway is continuously being activated by
opsonising surfaces that lack RCA proteins (CR1, CD55, and CD46 – see
Fig. 4.1). Theseproteins are synthesisedbyhost cells butnot bybacteria. Thus,
all bacteria should be opsonised and subject to themultifarious actions of the
complementdefence system.However, if the active complement components
cannot bind to the bacterial membrane, then they will be relatively ineffective
as opsonins or as membrane pore formers. The biochemistry of the surface
of a microorganism, particularly its carbohydrate composition, will have a
profound effect on its ability to activate complement. The classic example of
a bacterial cell surface component that negates the complement system is the
capsule.

The capsule of Group A streptococci (GAS) has been most intensively
studied. These organisms have a hyaluronic acid capsule produced by a three
gene operon: hasA, hasB, hasC (Wessels, 2000). This capsule is essentially
nonimmunogenic and provides resistance to phagocytosis, although it does
not influence the amountof C3bdepositedon thebacterial surface (Dale et al.,
1996). It is believed that the capsule acts to prevent leukocyte receptors inter-
acting with C3 products deposited on the bacterium (Dale et al., 1996). Acap-
sular strains have decreased virulence and colonisation capacities (Moses
et al., 1997). In contrast toGAS, groupB streptococci have capsules composed
of type III capsular polysaccharide containing in sialic acid, which is likely
to promote the binding of soluble factor H and thus downregulates com-
plement activation and prevents deposition of C3b (Marques et al., 1992).
Similarly, capsules of group B meningococci are rich in sialic acid, which
diminishes complement attack for, one assumes, the same reasons (Craven
et al., 1980). The end result is therefore similar to that of bacteria that have
evolved proteins able to bind the soluble RCA proteins. The capsule is also
a major virulence factor for staphylococci (Wilkinson et al., 1979; Thakker
et al., 1998), pneumococci (Winkelstein et al., 1980) and E. coli (Taylor and
Robinson, 1980).

Gram-negative bacteria are coated in lipopolysaccharide (LPS). This am-
phiphilic molecule (see Henderson et al., 1998) is one of the most potent
proinflammatory molecules produced by bacteria. C1q can bind directly to
lipid A in LPS, and activate the classical pathway, but it is also recognised
that LPS molecules with long O-specific side chains can prevent the bind-
ing of C1q to the bacterial membrane (presumably by steric hindrance),
and this appears to be the major cause of serum resistance in salmonellae
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(Joiner et al., 1982). The role of sialic acid in capsules has been mentioned.
Sialic acid can be incorporated into the terminal sugar in the lipooligosaccha-
rides of meningococci and gonococci (Mandrell et al., 1990) and can induce
serum resistance by binding factor H (Ram et al., 1998).

As has been described, the thio-ester of C3 (and C4) is inactivated by
strong nucleophiles (Hostetter and Gordon, 1987) and therefore organisms
that secrete ureases (e.g., H. pylori) may utilise the ammonia that they pro-
duce to destroyC3 (Rokita et al., 1998). The ammonia-inactivatedC3 is rapidly
cleaved by the host’s own complement-regulating proteinases. This mecha-
nism can be classified as chemical inactivation and is included here because
it works at the bacterial surface.

4.6 BACTERIAL PROTEINASES AND ANAPHYLATOXINS

The complement system is a proteinase-controlled mechanism for gen-
erating macromolecular complexes and mediators. It is therefore possible
to modulate the activity of this system with external proteinases. Many bac-
teria secrete proteinases. However, some secrete more proteinases or more
powerful proteinases, than others. A good example is the oral Gram-negative
pathogen,Porphyromonas gingivalis (Potempa et al., 2000),which is a causative
organismof periodontal disease – a chronic inflammatory anddestructive dis-
ease of the tissues supporting the teeth. This organism produces a number
of powerful proteinases, including cysteine proteinases known as gingipains,
that can cleave both C3 and C5 (Chen et al., 1992). C3 is cleaved into C3a-
like and C3b-like fragments but, of importance, it has been reported that the
C3b is not bound to the bacterial surface (Schenkein, 1989). The cleavage of
C5, however, does generate active C5a (Wingrove et al., 1992). In addition
to cleaving C3 and C5, P. gingivalis proteinases have also been reported to
inactivate the leukocyte C5a receptor (Jagels et al., 1996).

Other bacteria-producing complement-regulating proteinases include
Pseudomonas aeruginosa, which produces an elastase that can inactivate com-
plement components (Schultz and Miller, 1974) and GAS, which produce a
proteinase with specificity for cleaving C5a. This so-called C5a peptidase is a
130kDa serine proteinase anchored to the surface of GAS that cleaves C5a at
its receptor binding site (Cleary et al., 1992) and can inhibit the recruitment
of phagocytes to sites of infection (Ji et al., 1996). Knockout of the gene en-
coding the C5a peptidase resulted in a decreased ability to colonise the throat
and induce pneumonia in mice (Husman et al., 1997).

Another organism that has recently been reported to target theC5a recep-
tor is Staphylococcus aureus, which secretes a protein able to downregulate the
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Table 4.5. Bacteria binding to the soluble ( fluid phase) RCA proteins

RCA protein Bacterium Bacterial ligand

C4BP Strep. pyogenes some M proteins

Bord. pertussis filamentous haemagglutinin

N. gonorrhoeae porin

FH Strep. pyogenes some M proteins

Strep. pyogenes protein H

Strep. pneumoniae H-binding inhibitor (Hic)

N. gonorrhoeae porin

Borrelia burgdorferi CRASP-2a

Yersinia enterocolitica YadA

FHL-1 Strep. pyogenes some M proteins

Strep. pneumoniae protein H

B. burgdorferi many (e.g., CRASP-1, OspE etc.)

aCRASP: complement regulators acquiring surface protein.

expression of C5a on human neutrophils. This protein is not a proteinase and
its mechanism of action is still under investigation (Veldkamp et al., 2000).

4.7 EVASION USING RCA PROTEINS

The Achilles heel of the complement system is the host’s requirement to
control inappropriate activation. As briefly described, this is controlled by a
range of membrane-associated and soluble proteins most of which are of the
RCA protein family. The membrane-bound RCA proteins are receptors for
the entry of various viruses into cells: (i) HIV (CR1), (ii) Epstein-Barr virus
and HIV (CR2), (iii) measles virus (CD46), and (iv) various Picornaviruses
(CD55) (see Walport, 2001a). In addition, CD46 is the host pilus receptor for
pathogenic Neisseria spp. (Kallstrom et al., 1997) and CD55 is a receptor for
many E. coli strains (Nowicki et al., 1993).

The major RCA proteins targeted by bacteria to evade complement-
mediated killing are the soluble ones, namely: C4BP, FH, and FHL-1 (Zipfel
and Skerka, 1999; Lindahl et al., 2000; see Table 4.5). C4BP inhibits the
classical pathway C3 convertase (C4b2a) whereas FH and FHL-1 inhibit the
alternative pathway C3 convertase (C3bBb). The role that sialic acid plays in
the binding of RCA proteins to bacteria has been described. The prototypic
RCA-binding proteins are the M proteins of GAS, which are highly variable
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proteins bound to the bacterial surface by an LPSTGE motif and which ex-
tend from the cell surface as an α-helical coiled-coil dimer (see Cunningham,
2000 for review). The N-terminal region of the M proteins confers serotype
specificity on GAS and is highly variable. Gene deletion and complemen-
tation experiments have established that M proteins inhibit phagocytosis
(Perez-Casal et al., 1992). The M proteins bind both C4BP, FH, and FHL-1.
Binding to C4BP is via the highly variable N-terminus of the M protein
(Johnsson et al., 1996) and the binding site onC4BP for theMprotein overlaps
with that used by C4b (Blom et al., 2000). Bordetella pertussis, the causative
agent of whooping cough, also binds C4BP and this binding involves the
major virulence factor of this organism – the filamentous haemagglutinin
(Berggard et al., 1997).Neisseria gonorrhoeae also binds to C4BP. In this organ-
ism, the cell surfaceproteinbinding to thisRCAcomponent is themajor outer
membrane protein, porin (Por). This protein is allelic consisting of twomain
isoforms, Por1A and Por1B. Analysis of the binding of these two proteins
to C4BP has demonstrated that Por1A interacts with C4BP by hydrophobic
interactions while Por1B associates through ionic forces (Ram et al., 2001).
This binding interaction between the porin and C4BP may explain the phe-
nomenon of stable serum resistance in Neisseria spp.

A number of bacteria also encode proteins that bind to FH and FHL-1.
These twoproteins are the alternative splice products of a single factorHgene,
with FH containing twenty CCP domains and FHL-1 seven such domains.
Both proteins share the ability to control C3 activation. In addition to binding
to C4BP, streptococcal M proteins also bind to FH (Horstmann et al., 1988)
and to FHL-1 and binding to the latter protein may be the more important
interaction in terms of streptococcal inhibition of the alternative complement
pathway (Johnsson et al., 1998; Kotarsky et al., 1998). The M protein binds
to the SCR7 repeat of FH and FHL-1 (Kotarsky et al., 1998). Strep. pyogenes
also produces proteins structurally related to the M proteins. One of these,
protein H, also binds to FH and FHL-1. It has been shown, using isogenic
mutants, that for survival in blood either M protein or protein H is sufficient.
However, inactivation of both genes resulted in rapid killing (Kihlberg et al.,
1999).

There are a number of other bacteria that are reported to be able to bind
FH or FHL-1 on their surfaces although the mechanisms are not quite so
well defined as are the M proteins. Yersinia enterocolitica utilises YadA, a pro-
tein involved in the adherence of this bacterium, to bind FH (China et al.,
1993). Strep. pneumoniae has recently been shown to encode a protein –
termed factor H-binding inhibitor of complement (Hic) – the gene being
found in the pspC locus. Hic contains a LPXTGX motif and is therefore
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cell-anchored. Inactivation of the gene encoding this protein prevented bind-
ing of FH to bacteria. Recombinant Hic was found to bind to FH with high
affinity (Kd= 2.3× 108 M−1) (Janulczyk et al., 2000). The binding ofN. gonor-
rhoeae porins to C4BPhas been described. These porins also bind to FH (Ram
et al., 1999, 2001). Another organism that has recently been shown to bind
FH and FHL-1 is the causative agent of Lyme disease, Borrelia burgdorferi. A
number of proteins appear to be involved. In one report it was claimed that
binding is due to two surface-associated proteins of 28 and 21 kDawhich have
been named complement regulators acquiring surface proteins (CRASP).
The 28 kDa protein (CRASP-1) preferentially binds to FHL-1 and CRASP-2,
the 21 kDa protein, preferentially binds to FH. The former protein was found
in all isolates of this bacterium whereas CRASP-2 was only detected in a pro-
portion of isolates (Kraiczy et al., 2001). Meri and coworkers have identified
a 35 kDa protein in B. burgdorferi that binds to FH and FHL-1 (Alitalo et al.,
2001) and have also reported that the 19 kDa outer surface protein of this
organism, OspE, binds to FH (Hellwage et al., 2001). It is possible that OspE
is equivalent to CRASP-2, however, the other two proteins, CRASP-1 and the
35 kDa protein, seem to be different, suggesting that B. burgdorferi expresses
three RCA-binding proteins.

4.8 TARGETING THE LYTIC PATHWAY

The clinical evidence from deficiencies in the common terminal com-
ponents of the complement pathways suggests that the only increase in sus-
ceptibility to infection is with the Gram-negativeN. meningitidis (Mold, 1999;
Walport, 2001a). However, some Gram-negative bacteria are susceptible to
human serum, suggesting that the lytic pathway is important in antibacte-
rial defence. It is still not entirely clear how the C5b-9 complex kills cells,
and there is controversy as to the nature of the lytic complex. Some work-
ers have reported that C9-deficient serum is lytic for serum-sensitive E. coli,
suggesting that C5b-8 is sufficient to cause cell lysis (Harriman et al., 1981,
Pramoonjago et al., 1992a). Others have reported that C9 is necessary for
killing E. coli (Joiner et al., 1985). C9 alone has now been shown to be directly
lytic to E. coli and to require processing in the bacterial periplasm to convert
it from a protoxin to a toxin. This conversion requires the formation of disul-
phide bonds catalysed by bacterial disulphide bond-forming proteins such as
DsbA and DsbB (Wang et al., 2000).

The strongest evidence that the lytic pathway of complement activa-
tion is important in the colonisation and growth of bacteria is the grow-
ing number of reports that bacteria have evolved mechanisms to evade the
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lytic mechanism. Two main mechanisms appear to be utilised. The first is
the inhibition of the formation of the lytic complex on the cell membrane
by independently evolved bacterial proteins. The second is analogous to the
binding of the RCA proteins. In this case, the bacteria bind CD59 (protectin).
For example, the Y. enterocolitica outer membrane protein Ail (attachment
invasion locus), an adhesin like YadA, has been found to block complement-
mediated lysis when expressed in E. coli (Rossi et al., 1998). A homologous
protein in Salmonella typhimurium, Rck, inhibited the formation of the MAC
(Heffernan et al., 1994). Salmonella spp. and E. coli express the Trat lipopro-
tein, which is thought to interfere with the binding of C5b6 (Pramoonjago
et al., 1992b). Moraxella catarrhalis, a commensal of the upper respiratory
tract, also seems to have a way of inhibiting MAC formation (Verduin et al.,
1994). Gram-negative bacteria have been assumed to bemuchmore sensitive
to the lytic pathway of complement attack thanGram-positive bacteria. There-
fore, it is somewhat surprising to find that GAS produce a protein known as
streptococcal inhibitor of complement (SIC) (Akkesson et al., 1996). SIC is a
secreted protein containing a large number of proline residues. The sic gene
is extremely variable (Stockbauer et al., 1998). Analysis of the mechanism
of recombinant SIC in preventing complement-mediated lysis of guinea pig
erythrocytes suggests that it blocks the uptake of C5b-7 complexes onto the
cell membrane. In this respect, SIC has a similar action to clusterin, a protein
found in serum (Fernie-King et al., 2001).

Protectin (CD59) is a GPI-anchored host protein (like CD14), which acts
to block cell lysis by preventing the C5b-8 complex catalysed insertion and
polymerisation of C9 (Meri et al., 1990). Both E. coli (Rautemaa et al., 1998)
and Helicobacter pylori (Rautemaa et al., 2001) have been found to incor-
porate CD59 onto their cell surfaces where it protects against complement-
mediated lysis. Binding of protectin required the GPI phospholipid moiety
as protectin lacking this lipid anchor was unable to prevent complement-
mediated lysis.

4.9 UTILISATION OF THE COMPLEMENT SYSTEM

In addition to evading complement-mediated killing, some bacteria ac-
tually utilise the complement system for their own advantage.Mycobacterium
tuberculosis can live within macrophages but needs to enter these cells. The
normal mechanism involves binding of the bacterium to macrophage com-
plement receptors throughC3 fragments. It hasbeen found thatmycobacteria
produceon their cellwall a protein functionally analogous toC4b that canbind
withC2b to forma surface boundC3 convertase, thus coating the organism in
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C3b and allowing uptake into the macrophage (Schorey et al., 1997). Another
mycobacterial protein, heparin-binding haemagglutinin, which binds C3, is
also thought to enhance the uptake of bacteria into macrophages (Mueller-
Ortiz et al., 2001).

4.10 CONCLUSION

The complement system is the major bacterial killing mechanism em-
ployed by mammalian hosts and is therefore a key target for the evolution
of evasion mechanisms. It is now emerging that bacteria have one or more
systems for evading complement-mediated killing. In addition, as described
in other chapters, many organisms can also avoid phagocytosis or killing
within phagocytes. The key to survival is the avoidance of the generation of
C3b and/or the binding of this key component to the bacterial cell wall. A
fascinating evolutionary development involves the bacterial genes encoding
proteins that can bind RCA proteins and block activation of the C3 conver-
tases. The finding that a growing number of bacteria, bothGram-positive and
Gram-negative, have evolved mechanisms to avoid deposition of the mem-
brane attack complex is revealing the obvious and unexpected role of this
lytic pathway in antibacterial defences. It is certain that many more evasion
mechanisms will be elucidated in the near future. The finding that Staph.
aureus secretes a protein able to downregulate the C5a-R is an unexpected
strategy. A key question that need to be addressed is what role does the com-
plement system play in controlling the enormous numbers of bacteria, our
commensal microbiota, that live on our mucosal surfaces.
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CHAPTER 5

Bacterial immunoglobulin-evading
mechanisms: Ig-degrading
and Ig-binding proteins

Mogens Kilian

5.1 INTRODUCTION

The mucosae are the largest surface areas of the body directly exposed to
the environment and, in consequence, throughout life these surfaces are con-
stantly challenged by microbes. Indeed, most infectious diseases take place
or are initiated on these surfaces. The approximately 400 m2 of the mucosae
in the respiratory, gastrointestinal, and genito-urinary tract of humans are
protected by a multitude of innate and adaptive immune mechanisms (Ogra
et al., 1999). To successfully colonise, all microorganisms, whether they are
pathogens or commensals, must be able to evade local defence mechanisms.
The dominant adaptive immune factor in the mucosal surfaces is secretory
IgA (S-IgA),which is actively transported to the surfaceby a receptor-mediated
mechanism. This chapter reviews the bacterial strategies to evade the func-
tions of immunoglobulins (Ig), that involve proteolytic/glycolytic degradation
or Ig-binding proteins, with a particular focus on IgA.

5.2 IgA PROTEASE-PRODUCING BACTERIA

IgA proteases constitute a diverse group of bacterial proteinases that
share several unique enzymatic properties including the ability to cleave hu-
man IgA in the hinge region. They are post-proline endopeptidases and, in
most cases, attack the target polypeptide immediately adjacent to a carbo-
hydrate side chain. With a single exception, the IgA proteases cleave only
IgA1. The first examples of IgA1 proteases were demonstrated in Strep-
tococcus sanguis, Neisseria meningitidis, and Neisseria gonorrhoeae by Plaut
and coworkers in the mid-1970s (Plaut et al., 1974; Plaut et al., 1975). The
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Neisseria meningitidis
Neisseria gonorrhoeae
Haemophilus influenzae
Haemophilus aegyptius
Haemophilus parahaemolyticus

Streptococcus pneumoniae
Streptococcus sanguis
Streptococcus oralis
Streptococcus mitis 1
Gemella haemolysans

Ureaplasma urealyticum

Clostridium ramosum

Capnocytophaga spp.
IgA-cleaving postproline

endopeptidases

Prevotella spp.

Metallo proteinases
EC 3.4.24.13

Serine proteinase Metallo proteinase

Cysteine proteinase Metallo proteinase

Serine proteinases
EC 3.4.21.72

Figure 5.1. Primary structure of the hinge region of human IgA subclasses and allotypes.

The arrows indicate the individual peptide bonds in the IgA1 hinge cleaved by bacterial

IgA1 proteases and the bond cleaved in IgA1 and IgA2 allotype A2m(1) by the C. ramsum

IgA protease. The small boxes indicate glycosylation sites in the IgA1 hinge region, those

indicated by hatched boxes being variably present in IgA1 molecules.

potential biological significance of IgA1 proteases was highlighted by the
subsequent demonstration that all three principal causes of bacterial menin-
gitis: Haemophilus influenzae, Streptococcus pneumoniae, and N. meningitidis
possess such enzymes (Kilian et al., 1979; Male, 1979). Subsequent com-
prehensive screenings of bacteria, fungi, and viruses revealed IgA1 protease
activity in a limited number of bacterial species that exclusively colonise
or infect the mucosal membranes of humans (Fig. 5.1). In addition to the
three principal causes of bacterial meningitis, these species include impor-
tant causes of respiratory tract infections, two urogenital pathogens, four
species of commensal Gram-positive cocci that belong in the pharynx and
oral cavity, and all species of the genera Capnocytophaga and Prevotella asso-
ciated with man. Some of the latter have been implicated in the pathogenesis
of periodontal diseases (for references to the individual findings, see Kilian
and Russell, 1999). Apart from occasional mutants, all members of these
species, including noncapsulated strains of H. influenzae, constitutively ex-
press IgA1 proteases. The only exceptions are Streptococcus mitis, in which
IgA1 protease activity is restricted to approximately half of the strains of bio-
var 1 (Hohwy et al., 2001) and Clostridium ramosum in which IgA protease is
produced by less than 10% of isolates examined from human faeces (Senda
et al., 1985).
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All IgA1 proteases that have been identified cleave one of the several
prolyl-seryl or prolyl-threonyl peptide bonds that are present in the elon-
gated hinge region in the human (Fig. 5.1) and hominoid primates (chim-
panzees, gorillas, and orangutans), although the hinge region sequence of
the latter show minor differences (Qiu et al., 1996). The phylogenetically re-
cent, cleavage-susceptible insert of thirteen amino acids in the human IgA1
hinge, relative to human IgA2 and IgA of all other animal species, allows
the Fab regions of IgA1 antibodies increased conformational freedom. This
advantage is achieved at the expense of introducing an open stretch that,
like other interdomain areas of Ig molecules, is potentially more susceptible
to attack by proteolytic enzymes. In the IgA1 hinge region, this problem is
counteracted by the unusual amino acid sequence, combined with extensive
O-glycosylation of several serine and threonine residues (Mattu et al., 1998;
Fig. 5.1). Although these properties render the IgA1 hinge resistant to cleav-
age by traditional proteolytic enzymes of host or microbial origin, the IgA1
proteases possess this unique cleavage specificity.

Because the hinge region of IgA2 lacks the 13-amino acid insert, this
subclass is not susceptible to cleavage. The only exception to this pattern
is the protease identified in some strains of C. ramosum. The protease of
C. ramosum cleaves both IgA1 and the A2m(1) allotype of IgA2 at the prolyl–
valyl bond just before the hinge within a sequence shared by these two
humans α-chains (Fujiyama et al., 1986), but lacking in the two other IgA2
allotypes (Fig. 5.1). Apart from hominoid primates, IgA from no animal
species tested is susceptible to cleavage by IgA1 proteases.

5.3 CONVERGENT EVOLUTION OF IgA PROTEASES

IgA1 proteases represent a striking example of convergent evolution of
a highly specialised enzymatic activity, which by itself provides strong evi-
dence for their biological significance. Detailed characterisation of the IgA1
proteases at gene or enzyme levels reveals that IgA1 protease activity has
evolved along at least five independent lines of evolutionary events (Fig. 5.2)
(for details see Kilian and Russell, 1999). Although the proteases display
very similar enzymatic activity, they do so by at least three different cat-
alytic mechanisms and, accordingly, belong to three of the major groups
of proteinases: serine proteinases, metalloproteinases, and thiol proteinases
(Fig. 5.2). Within each group of bacteria in the boxes in Fig. 5.2, the IgA1
protease genes (iga) show extensive sequence homology (Lomholt et al., 1995;
Poulsen et al., 1997) indicating that they share a common ancestor or have
been spread by horizontal gene transfer after diversification of the individual
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species. Interestingly, the recently finished genome sequence of the IgA1
protease-producing Ureaplasma urealyticum reveals no sequence homology
to any of the known iga genes, and the IgA protease gene has not yet been
identified.

According to results of recent studies, the IgA1/2 protease ofC. ramosum
belongs to a novel type of metalloproteinases (K. Kosowska, J. Reinholdt,
L. Kjær, J. Potempa, M. Kilian, and K. Poulsen, in preparation).

5.4 SPECIFIC ADAPTATION TO HOST AND HABITAT

In accordance with the substrate specificity of IgA1 proteases, the bacte-
ria that produce these enzymes are exclusively associated with humans and
hominoid primates, although S. pneumoniae may cause infections in occa-
sional animal species. Furthermore, the specificity of IgA proteases for a
particular subclass of IgA is in complete agreement with the predominance
of that subclass in the normal habitat of the bacteria. Thus, IgA1 accounts
for 70–95% of S-IgA in secretions at mucosal membranes in the upper res-
piratory tract, which harbour most of the IgA1 protease-producing species.
Likewise, secretions in the normal habitat of C. ramosum, the human gut,
contain an even distribution of the two subclasses in accordance with the
specificity of the IgA1/2 protease (Kett et al., 1986; Mestecky and Russell,
1986; Kirkeby et al., 2000). Whether the occurrence of C. ramosum in the
population reflects the distribution of the IgA2 allotypes is not known. One
possible exception to the apparent adaptation to IgA subclass distribution
is N. gonorrhoeae, which in its primary habitat encounters IgA1 and IgA2
in approximately equal proportions. A possible explanation for this seeming
lack of optimal adaptation is that the gonococcus is a recent offshoot from
meningococci as indicated by phylogenetic studies. The selection pressure
on gonococci for further adaptation may have been limited because of an
abundance of other immune escape mechanisms employed by this species
(Meyer et al., 1994).

The strict specificity of IgA1 proteases for human IgA1 precludes studies
of the biological significance of IgA1 proteases in traditional experimental
animal models. In attempts to identify potential animal models, numerous
animal pathogens have been examined for their ability to cleave the IgA
of their respective hosts. Early studies revealed that Actinobacillus (formerly
Haemophilus) pleuropneumoniae, which causes fatal lower respiratory tract in-
fections in pigs, induces degradation of porcine IgA, but the pattern of cleav-
age, and hence the potential consequences, are not similar to those observed
with specific IgA1 proteases (Kilian et al., 1979). In contrast, screening of a
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largenumber of animal pathogenic (Mycoplasma andUreaplasma) species has
identified a protease that is capable of cleaving the hinge region of canine IgA
inUreaplasma strains associated with infections in dogs (Kapatais-Zoumbos
et al., 1985). So far, this potential model has not been employed in studies of
the biological significance of IgA proteases.

5.5 IN VIVO ACTIVITY

In contrast to many other microbial proteinases, IgA1 proteases are not
inhibited by physiological protease inhibitors such as α2-macroglobulin and
α1-protease inhibitor, a property explainable in part by the substrate speci-
ficity which, for example, precludes activation of α2-macroglobulin. How-
ever, human milk lactoferrin is reported to inactivate IgA1 protease and the
related Hap protein (see below) in H. influenzae by extracting these auto-
transporter proteins from the bacterial cell membrane by a yet unknown
mechanism (Qiu et al., 1998). The full significance of this interaction in the
protection against infections caused by IgA1 protease-producing bacteria is
still unclear.

Both colonisation and infectionwith IgA1 protease-producing pathogens
induce significant titres of enzyme-neutralising antibodies in serum and se-
cretions (Gilbert et al., 1983; Brooks et al., 1992). Accordingly, neutralising
antibodies against IgA1 proteases, but not the IgA1/2 protease ofC. ramosum,
have been demonstrated in humanmilk (Gilbert et al., 1983; Kobayashi et al.,
1987). Such antibodies may play a role in the protection of the infant against
IgA1 protease-producing bacteria. Besides inhibiting IgA1 protease activity,
neutralizing antibodies block the release of the enzyme from H. influenzae,
meningococci, and gonococci, because of inhibition of the autocatalytic cleav-
age responsible for this process (Pohlner et al., 1987). As a result, antibodies
against IgA1 proteases may agglutinate the bacteria through interaction with
the surface-bound protease, which constitutes a novel surface antigen (Plaut
et al., 1992).

The significance of enzyme-neutralising antibodies as a selection pres-
sure in the host–parasite relationship is strongly suggested by the fact that
IgA1 proteases of most of the pathogens show considerable antigenic di-
versity because of accumulation of mutations combined with inter-strain
and possibly inter-species recombination affecting particular regions in iga
genes (Halter et al., 1989; Poulsen et al., 1992; Morelli et al., 1994; Lomholt
et al., 1995). Themost extensive antigenic diversity has been detected in IgA1
proteases of H. influenzae and S. pneumoniae (Kilian and Thomsen, 1983;
Lomholt, 1995).
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Production of IgA1protease during infection is evident by the presence of
active enzyme in cerebrospinal fluid of patients withH. influenzaemeningitis
and in vaginal washes of women with culture-proven gonorrhoea (for review
see Kilian and Russell, 1999). In an immunochemical study of secretions
collecting in the nasopharynx of ninety-seven children (age<5 years) during
surgery and general anaesthesia, extensive cleavage of S-IgA1 into Fab and
Fc2·SC fragments were detected in eighteen children (18.6%). A significantly
increased prevalence of cleavage was observed in children with a history of
atopic diseases (61.5% versus 11.9%; p< 0.001), which led to the hypothesis
that IgA1 protease-induced abrogation of the immune barrier in the respi-
ratory tract may be a factor in the development of allergic disease (Sørensen
and Kilian, 1984). A longitudinal follow-up study of the nasopharyngeal mi-
crobiota in infants developing atopic diseases as compared to healthy infants
revealed that the former were indeed colonised by higher proportions of IgA1
protease-producing bacteria (Kilian et al., 1995).

Characteristic fragments of IgA were detected on the surface of bacte-
ria collected from dental plaque (Ahl and Reinholdt, 1991). Further indirect
evidence for in vivo cleavage of IgA1 induced by oral Prevotella and Capno-
cytophaga species has been obtained by the detection of serum antibodies to
a neoepitope exposed on Fabα fragments released from IgA1 upon cleavage
with these proteases (Frandsen et al., 1995). However, the failure to demon-
strate characteristic cleavage fragments of IgA in vaginal secretions ofwomen
with gonococcal infection (Hedges et al., 1998) and in nasal rinses of healthy
human adults colonised with IgA1 protease-producing bacteria (Kirkeby
et al., 2000) suggests a subtle relationship, and that cleavage, in most cases,
may be restricted to the microenvironment of the individual bacterial cells. It
is conceivable that the extent of cleavage in vivo is dependent on the number of
bacteria producing IgA1 protease, the amount of enzyme secreted, the pres-
ence of protease-neutralising antibodies, and the time allowed for interaction
of the IgA1 protease with its substrate. Unless bound to a bacterial surface
by antigen–antibody interactions, S-IgA molecules are rapidly cleared from
mucosal surfaces.

Significant inter- and intra-species differences have been detected in the
IgA1protease activity releasedbybacteria in vitro (Reinholdt andKilian, 1997).
Although there is no overall relationship between species pathogenicity and
the amount of activity released, meningococci generally show activity that
may be several hundred times higher than that of some of the oral strep-
tococci. However, significant variations may be seen also among strains of
S. mitis biovar 1 (Reinholdt and Kilian, 1997). Recently reported comparative
examinations of the IgA1 protease activity of large numbers of isolates of
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N. meningitidis indicate significantly enhanced activity in isolates from in-
vasive infections compared to isolates from healthy carriers (Vitovski et al.,
1999).

5.6 BIOLOGICAL SIGNIFICANCE OF IgA CLEAVAGE

Cleavage of IgA by any of the IgA proteases results in separation of
antigen-binding, monomeric Fab fragments from the secondary effector
mechanisms residing in the remaining part of the antibody molecule (Fc or
Fc2.SC). In this way, the bacteria potentially evade both the noninflammatory
protective mechanisms of S-IgA on mucosal surfaces and the IgA-mediated
uptake in phagocytes via the Fcα receptor (CD89) and other immune complex
eliminationmechanisms associated with IgA antibodies (Russell et al., 1999;
van Egmond et al., 2001).

Studies involving gonococci and oral streptococci demonstrate that IgA1
protease activity is able to reverse the inhibitory effect of S-IgA on in vitro
adherence of these bacteria, or purified bacterial adhesins, to epithelial cells
and saliva-coated hydroxyapatite, respectively (Mulks et al., 1980; Reinholdt
and Kilian, 1997; Hajishengallis et al., 1992). Longitudinal studies of the
clonal turn-over of noncapsulated H. influenzae in the pharynx of healthy
children provide further indirect support for the hypothesis that an active
IgA1protease is important for successful colonisationby these bacteria. Thus,
successive clones of H. influenzae colonizing the same individual produce
antigenically different IgA1 proteases that are not inhibited by antibodies
induced by previously colonising clones (Lomholt et al., 1993).

Interactions between mucus and S-IgA-containing immune complexes
are believed to contribute to the barrier function of mucous membranes.
Although S-IgA diffuses freely through mucus, multiple S-IgA antibodies
bound on the surface of microorganisms may mediate trapping and ensuing
prevention of penetration of the surface (Biesbrock et al., 1991; Saltzman
et al., 1994). Studies of this phenomenon performed with human sperm
suggest that IgA1 proteases can interfere with this protective mechanism.
Although sperm coated with S-IgA antibodies are unable to penetrate a layer
of cervical mucus, the ability may be restored by selective elimination of the
Fc2.SC moieties by IgA1 protease treatment (Bronson et al., 1987). If these
results can be extrapolated to apply to IgA1 protease-producing bacteria,
it may explain, in part, their ability to penetrate mucus in the presence of
S-IgA antibodies.

In the event of successful penetration, loss of the Fc portion of IgA1
antibodies bound to the surface of the pathogen will preclude its elimination
by poly-immunoglobulin receptor-mediated retransport through the surface
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epithelia and CD89-mediated phagocytosis (Russell et al., 1999; van Egmond
et al., 2001). Furthermore, in vitro studies indicate that Fabα fragments re-
maining on the bacterial surface can interfere with complement activation
and complement-mediated lysis in the presence of IgM and IgG antibodies
(Russell et al., 1989; Jarvis and Griffiss, 1991). See Chapter 4 for more details
on the complement system and of the mechanisms of bacterial evasion of
complement. However, the key to the understanding of the biological sig-
nificance of IgA1 proteases in invasive infections may be the relationship
between cleavage-relevant IgA1 antibodies and IgA1 protease-neutralising
antibodies. When colonised by IgA1 protease-producing bacteria such asH.
influenzae, N. meningitidis, or S. pneumoniae, an IgA antibody response to
bacterial surface epitopes and their IgA1 protease are likely to occur concur-
rently. Thus, once a human host has responded to an acquired IgA1 protease-
producing bacterium with IgA1 antibodies, the cleavage of which would be
beneficial to the bacterium, it is likely that neutralising antibodies prevent
the IgA1 protease from functioning. This is likely to be the situation in the
majority of individuals who develop immunity to these bacteria rather than
disease.

According to a proposed hypothetical model (Kilian and Reinholdt,
1987), IgA1 protease activity may have particular consequences if a poten-
tial pathogen colonises a human host who already has IgA1 antibodies to
surface epitopes of the bacteria, but no antibodies to its IgA1 protease. This
may occur as a result of prior encounter at a mucosal surface with microor-
ganisms that carry cross-reactive capsules (e.g., Escherichia coli K100 in the
case ofH. influenzae type b, and E. coli K1 orMoraxella nonliquefaciens in the
case of N. meningitidis group B). At the subsequent colonisation, the actual
pathogen encounters preexisting IgA1 antibodies to its surface epitopes but
no antibodies that will neutralize its IgA1 protease. This situation enables the
pathogen not only to evade the protective functions of IgA1 but also to take
advantage of IgA1 antibodies by becoming coated with Fabα fragments with
the consequences discussed above. As discussed elsewhere, this hypothetical
model is in agreement with several hitherto unexplained observations both
in humans and in animal models (Kilian and Reinholdt, 1987).

As mentioned, no accessible animal model allows evaluation of the bio-
logical significanceof IgA1proteases.However, two studieshaveusedhuman
organ culture models. Isogenic strains of N. gonorrhoeae and H. influenzae
expressing, or lacking, IgA1 protease activity (as a result of iga gene deletion)
were used to infect human fallopian tube and nasopharyngeal organ cultures.
No difference in the ability to attach to or penetrate the mucosal tissues was
observed in these models (Cooper et al., 1984; Farley et al., 1986). Although
these studies indicate that other unknown properties of IgA1 proteases may
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not be important for infection, they do not elucidate any effect related to IgA,
as the models lacked specific IgA1 antibodies. The same problem may apply
to recent studies of the initial phase of gonococcal infection in human male
volunteers, which also failed to detect differences in the infectivity of these
isogenic strains (Johannsen et al., 1999).

It is less clear what role IgA1 proteases play in commensal Gram-positive
bacteria, and why the property has been conserved through evolution in
species like S. sanguis, Streptococcus oralis, some S. mitis, and in Gemella
haemolysans, but not in several other commensal streptococci including Strep-
tococcus gordonii. The fact that 80–90% of the streptococci that initiate the col-
onization of tooth enamel produce IgA1 protease indirectly suggested that
this property plays a role (for review, see Kilian and Russell, 1999). Neverthe-
less, the colonisation pattern of tooth surfaces in adults shows no difference
between normal and selectively IgA-deficient adults who compensate with
S-IgM in saliva (Reinholdt et al., 1993), although the selective advantage of
IgA1 protease-producing streptococci with regard to IgA antibodies is miss-
ing in the latter group.

It has been suggested that IgA1 protease production may be particularly
important early in life when the oral microbiota become established under
the influence of S-IgA antibodies in mother’s milk (Cole et al., 1994), but the
exact biological significance of IgA1 proteases in commensal streptococci is
still unclear.

5.7 ALTERNATIVE SUBSTRATES AND FUNCTIONS
OF IgA PROTEASES

Searches for protein sequences with similarity to the susceptible hinge
region of IgA1 resulted in the demonstration that the lysosomal/phagosomal
membrane protein Lamp1 is cleaved by the type 2 gonococcal IgA1 protease,
thereby promoting intracellular survival of the bacteria (Hauck and Meyer,
1997; Lin et al., 1997). The significance of this activity is further supported by
the demonstration that igamutants have a statistically significant and repro-
ducible defect in their ability to traverse monolayers of polarized epithelial
cells in vitro (Hopper et al., 2000).

The IgA1 proteases range in size from 100 to 200 kDa, which is an un-
usually large size among proteases. This raises the question as to whether
these proteins have functions unrelated to their proteolytic activity. Indeed,
recent studies demonstrated significant immuno-modulatory properties of
IgA1 protease, some of which are unrelated to the protease activity. Thus,
native gonococcal type 2 IgA1 protease, but not denatured protein, induces
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release of proinflammatory cytokines such as TNF-α, IL-1β, IL-6, and IL-8
from peripheral blood mononuclear cells (Lorenzen et al., 1999). Further-
more, the same protease is capable of inhibiting TNF-α-mediated apoptosis
of a humanmyelomonocytic cell line, an effect conceivably related to the con-
current cleavage by the protease of TNF-α receptor II (Beck andMeyer, 2000).
Further evidence for proteases controlling cytokine networks is provided in
Chapter 10.

The concept that IgA1 proteases play a role in infections, in addition to
cleavage of IgA1, is strongly suggested by the finding that inactivation of IgA1
protease in S. pneumoniae leads to reduced virulence in a mouse infection
model despite the fact that the protease does not cleave murine IgA (Polissi
et al., 1998). Further studies are needed to fully elucidate the spectrum of
potential substrates and other properties of IgA proteases. In this context, it
will be important to examine each group of IgA protease including the two
distinct cleavage specificities produced by strains of some pathogenic species
(Fig. 5.1).

5.8 IgA1 PROTEASE FAMILY OF BACTERIAL PROTEINS

The serine type IgA1 proteases are the prototypes of a growing family of
IgA1 protease-like extracellular proteins that generally appear to be involved
in colonisation and invasion in a diverse group of Gram-negative pathogens
(for review seeHenderson et al., 1998). Among these proteins theHapprotein
of H. influenzae, the Sep A protein of Shigella flexneri, the Ssp of Serratia
marcescens, the Tsh protein of avian-pathogenic E. coli, the EspC protein of
enteropathogenic E. coli, and the EspP protein of enterohaemorrhagic E. coli
have putative serine protease motifs, which in some of the proteins is crucial
for autoproteolytic cleavage like in the serine type IgA1 proteases (Pohlner
et al., 1987). However, none of them appears to be able to cleave human IgA1.

Like H. influenzae, the S. pneumoniae genome contains several, but ap-
parently variable numbers of genes with significant homology to its iga gene,
one of which encodes a zinc metalloprotease that plays a crucial role for
the regulated expression of surface proteins with choline-binding properties
(Novak et al., 2000).

5.9 OTHER MICROBIAL PROTEASES WITH
IMMUNOGLOBULIN-CLEAVING ACTIVITY

Several microorganisms produce broad-spectrum proteases that can
degrade immunoglobulins, complement factors, and many other proteins
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involved in the protection of the human body (see Chapter 4). Broad spec-
trum proteases capable of cleaving immunoglobulins, including IgA, have
been demonstrated inPorphyromonas gingivalis,Pseudomonas aeruginosa,Pro-
teus mirabilis, Staphylococcus aureus, the yeast, Candida albicans, and the par-
asites Entamoeba histolytica, Trichomonas vaginalis, and Paragonimus wester-
mani amongmany others (for review, see Kilian andRussell, 1999; Prokesová
et al., 1992; Shin et al., 2001). However, to what extent these proteases are
able to function in the presence of physiological protease inhibitors is not
entirely clear, although some are capable of degrading protease inhibitors
too. Neither are the consequences of potential cleavage, because the exact
cleavage sites often have not been determined. Two interesting exceptions
that may resemble IgA proteases by their biological consequence are the cys-
teine protease, SpeB, of Streptococcus pyogenes, which cleaves human IgG in
the hinge region (between residues Gly236 and Gly237) and releases intact
monomeric Fab fragments (Collin and Olsén, 2001), and the IgE-cleaving
protease of Shistosoma mansoni (Pleass et al., 2000).

5.10 EFFECTS OF BACTERIAL GLYCOSIDASES

Almost all key molecules involved in the innate and adaptive immune
system are glycoproteins. Thus, all five immunoglobulin classes and most
of the complement components are glycosylated. These sugar compounds
contribute to the stability and correct folding of the proteins and are involved
in numerous recognition events that are crucial to the biological functions of
the glycoproteins (Rudd et al., 2001). Carbohydrate residues on immunoglob-
ulins play a decisive role for the affinity for their target antigen, complement
activating properties, interactions with Fc receptor, and their net charge and
hydrophilicity (Chuang and Morrison, 1997; Radaev and Sun, 2001; Rudd
et al., 2001). IgA, and in particular S-IgA, are heavily glycosylated with both
N-linked and O-linked glycan chains (Mattu et al., 1998) that may be attacked
by bacterial glycosidases. S. pneumoniae and the oral streptococcal species
S. oralis and S. mitis are capable of stripping IgA molecules of all their car-
bohydrate moieties in vitro (Kilian et al., 1980; Reinholdt et al., 1990). Other
microorganisms selectively remove part of the oligosaccharide chains, such
as the terminal sialic acid residues (Frandsen, 1994; Reinholdt et al., 1990).

Collin and Olsén (2001) recently demonstrated that a newly identified
protein, EndoS, secretedbyS. pyogenes is capable of hydrolysing the chitobiose
core ofN-linked carbohydrate side chains on IgG,when thebacteria are grown
in the presence of human plasma. This activity may well be relevant also for
IgA and other glycoproteins of the immune system (see Chapter 4).
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It is conceivable that partial or complete hydrolysis of the glycosylation
of IgA molecules and other immune factors by bacterial glycosidases can
interfere with normal functions of the immune system during infections.
However, the in vivo extent of such activities and their significance in host–
parasite relationships have not been examined.

5.11 Ig-BINDING PROTEINS

Another potentially important immune escape mechanism is repre-
sented by immunoglobulin-binding surface proteins. Such proteins, which
bind various immunoglobulin classes and components in a nonimmune
way, are widespread among Gram-positive bacteria (Boyle, 1990). Although
their biological roles are still incompletely understood, it has been demon-
strated that the IgG-binding proteins (A) on S. aureus and (H) on S. pyogenes
inhibit IgG-mediated complement activation on IgG-coated targets in vitro
(Berge et al., 1997). Functionally analogous IgG-binding proteins (protein G)
are present on group C and group G streptococci of human origin. A pro-
tein (protein L) expressed by Peptostreptococcus magnus binds to the vari-
able region of κ light chains on all immunoglobulin classes (Boyle, 1990).
Nonimmune Ig-binding surface proteins have also been demonstrated in
several Gram-negative species associated with humans and various ani-
mal species, and some of these proteins show specificity for immunoglob-
ulin molecules of their respective hosts (for review see Forsgren et al.,
2001).

The IgG binding protein A of S. aureus also binds a fraction of IgA but
via the Fab portion of molecules belonging to the VHIII subgroup (Sasso
et al., 1991). Likewise, several Streptococcus species express surface proteins
that bind to IgA molecules in an antibody-independent manner. The most
extensively studied are those expressed by some of the pyogenic streptococci.
Protein Arp and the related protein Sir are surface molecules expressed by
strains of S. pyogenes. These two proteins are members of the heterogeneous
M protein family and bind human IgA of both subclasses including S-IgA
(Frithz et al., 1989; Stenberg et al., 1994). A structurally and immunochemi-
cally unrelated IgAbindingprotein, theβ protein (“Bac protein”), is expressed
by Streptococcus agalactiae. Like the proteins in S. pyogenes, theβ protein binds
both IgA subclasses via Fcα but shows week affinity for S-IgA (Jerlström
et al., 1991). Recent elegant studies demonstrate that binding of any of the
three proteins to IgA blocks its interaction with the Fcα receptor (CD89) on
neutrophils, eosinophils, and macrophages, and thereby interferes with an
important effector mechanism of IgA (Pleass et al., 2001). Interestingly, both
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protein Arp and protein Sir bind also the C4b-binding protein (C4BP), which
is an inhibitor of the classical pathway C3 convertase C4bC2a (Thern et al.,
1995). Whether or not simultaneous IgA-binding plays a role in this context
is unknown.

Both Helicobacter pylori and S. pneumoniae express surface proteins
that bind S-IgA through the secretory component (Borén et al., 1993;
Hammerschmidt et al., 1997). Studies of the binding specificities ofH. pylori
revealed that this gastric pathogen can interact with fucose residues on S-IgA
molecules but not with serum IgA (Borén et al., 1993). The surface protein
(SpsA) of S. pneumoniae that binds to SC is expressed by two thirds of strains
and is surprisingly conserved between different serotypes (Hammerschmidt
et al., 1997).

Similar interactions between bacterial lectins and various of the carbo-
hydrate side chains of IgA have been detected in several species of Enterobac-
teriaceae including E. coli (Wold et al., 1990, 1994), and in the oral bacteria
S. gordonii andActinomyces naeslundii (Ruhl et al., 1996). It is not clear if these
interactions represent antibody-independent protective activities of IgA or a
bacterial strategy to evade IgA functions. Thus, the interaction between the
IgA-binding type 1 fimbriae on E. coli and IgA results in agglutination of
the bacteria and in inhibition of their attachment to colonic epithelial cells
in vitro (Wold et al., 1990). Likewise, the attachment of H. pylori to gastric
surface mucosa cells in vitro is inhibited by human colostral S-IgA in an α-L-
fucosidase-sensitive manner (Falk et al., 1993). Conversely, the observation
that selectively IgA-deficient individuals show reduced carriage in the gut of
E. coli that express type 1 fimbriae (Friman et al., 1996) and that S-IgA in the
acquired pellicle forming on tooth surfaces promotes attachment of some
oral streptococci (Liljemark et al., 1979; Kilian et al., 1981) suggest that the
advantage is on the bacterial side.

5.12 CONCLUSION

During co-evolution, commensal microorganisms and their respective
hosts have evolved to maintain a balance that allows continuous mutualism.
Many of the bacterial properties described in this chapter should probably be
seen in this context. However, some of the properties are strikingly associ-
ated with a pathogenic phenotype, although there is little direct evidence for
their significance in infections. IgA1 proteases are produced by both overt
pathogens and by typical members of the resident microflora. Yet, it is hardly
a coincidence that all three major causes of bacterial meningitis possess the
same property in spite of the fact that these three bacterial species belong to
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distinct taxonomic groups. Recent studies indicate that IgA1 proteases are
multifunctional proteins, but more detailed studies of IgA1 proteases with
different cleavage specificity and from different bacteria are required to fully
understand the significance and extent of such functions. The application of
transgenic animal models expressing relevant receptors and immunoglobu-
lins combined with appropriate deletionmutants of bacteria are likely to help
in understanding the biological significance of IgA proteases and some of
the other microbial properties described in this chapter.
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CHAPTER 6

Evasion of antibody responses: Bacterial
phase variation

Nigel J. Saunders

6.1 INTRODUCTION

The generation of diversity within bacterial populations is important in
the evolution and development of bacterial species and also in the adaptabil-
ity of bacteria to their changing environments. Diversity is generated by a
combination of programmed and random events that occur at different rates
and confer different types of variability on the population. At one extreme
there are randompointmutations that occur throughout the coding and inter-
genic sequences that alter the expression, structure, and function of bacterial
components. At the other extreme, there are regulated responses that allow
bacteria to control the expression of genes whenever the appropriate envi-
ronmental conditions are encountered. Between these there is a variety of
processes that adds to the capacity of a population to diversify, including the
presence and movement of insertion sequences that affect expression, mo-
bile genetic elements that can move within and between populations, and
the horizontal transfer of DNA between individual bacteria. One process that
lies between the mutations that occur randomly throughout the genome and
the programmed regulation of environmentally responsive genes is phase
variation. This process involves alterations in the cell at the level of DNA but
in a way that generates predictable and predetermined adaptability for the
bacterial population.

6.2 SECTION 1: PHASE VARIATION, ITS CHARACTERISTICS
AND HOW IT WORKS

Phase variation has been recognised as a process associated with diversi-
fication since the early days of medical bacteriology (Andrewes, 1922). There
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are several examples, described in this chapter, that have been extensively
investigated, including the variation in flagella in Salmonella spp., the major
antigens of Borrelia recurrentis in the relapsing fevers, and some surface com-
ponents of Haemophilus influenzae and Neisseria spp. However, the range of
bacterial species and the number of genes that display phase variation are
much broader than this, and phase variation is recognised to be a common
mechanism capable of generating enormous diversity within clonal popula-
tions of many bacterial species. While different species make use of genetic
switches that are mechanistically unrelated, the phenotypic consequences
are the same. For example, coliform bacteria tend to use sequence inversions
in promoter regions while Gram-negative, naturally transformable, species
tend to use instability within simple sequence repeats. Species recognised to
use phase variation includeBordetella spp.,Borrelia spp.,Campylobacter jejuni,
Citrobacter spp., Escherichia coli, Haemophilus spp., Helicobacter pylori, Kleb-
siella pneumoniae, Moraxella spp.,Mycoplasma spp.,Neisseria spp., Pasteurella
haemolytica, Proteusmirabilis, Pseudomonas atlantica, Salmonella spp.,Serratia
marcescens, Vibrio cholerae, and Yersinia pestis.

Phase variation describes a process of reversible switching between phe-
notypes, mediated by a genetic reorganisation, mutation, or modification,
which is not associated with a loss of coding potential, and which occurs at
a comparatively high frequency. This results in the continuous generation
of alternative phenotypes within a clonal population that facilitate adaptation
to changing environmental conditions. Genes that undergo phase variation
have been called “contingency genes” (Moxon et al., 1994), which emphasises
the evolutionary and functional implications of the variability of this subset
of hypermutable genes.

Contingency genes are quite difficult to define but they share a number
of features:

i. Their expression is reversibly variable.

ii. The mechanism of switching involves a genetic mutation,

rearrangement, or modification resulting in a structural change in the

DNA.

iii. The switching process occurs stochastically.

iv. The switching process occurs at a rate higher than the point mutation

rate.

v. Their variation generates sub-populations within a clonal population,

usually providing adaptations to different microenvironmental

conditions, upon which selection acts to determine the subsequent

population structure with respect to each characteristic.
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vi. They permit a clonal bacterial population to explore a variety of

phenotypic solutions to the various microenvironmental conditions that

they encounter, while leaving the majority of the population, which is

already established, unchanged.

vii. They often encode determinants of surface structures that interface with

the environment and are frequently under immunological pressures.

The switching processes are an unusual mixture of programmed and
random events. The elements that undergo mutation or reorganisation do
so randomly in the sense that the generation at which the event will occur
cannot be predicted. However, the phenomenon is predictable because it
is an inevitable consequence of the presence and behaviour of genetically
unstable structures. It is even possible for the rate and direction of the event
to be influenced, as is the case for the inversion event of a section of the
pilin gene of Salmonella spp. and Escherichia coli in which environmental
conditions affect the behaviour of the switch while the timing of the event
remains essentially stochastic.

The use of the term “stochastic” in this context (while technically synony-
mous with random) attempts to convey the concept that whereas the actual
mutations that mediate the switching occur in most situations at random,
the genes that are switched in this way are predetermined. So, although the
genes that will switch can be predicted, which genes in which cells and in
what order cannot be. In this sense it can be considered as a “programmed
random” behaviour.

In the context of immune evasion this has several aspects. First, the
gene that is switched may be directly involved in some form of immune
evasion mechanism. Second, a varied gene may be a prominent immuno-
logical target and the switching of the gene can mediate immune evasion by
allowing the organism to evade learned antibody responses. Third, the varied
genes can affect the behaviour of the organisms such that it can gain access
to immunologically privileged sites, such as the intracellular compartment.
Fourth, genes that are varied may allow a colonizing population to explore
a number of phenotypes that include epitopes that will be seen as “self” by
the host and evade immune recognition in this fashion. Finally, it can allow
colonizing bacteria to evade preexisting immune responses raised against
related or unrelated bacteria with similar antigenic properties.

It is actually striking that the role of phase variation in immune evasion is
not as well established experimentally as its importance would suggest. This
is probably a result of a combination of factors. It is comparatively straight-
forward to study the consequences of a stable phenotype, and in this context
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the different properties of cells that are expressing variable components have
been assessed. It is more problematic, and there has been an insufficient the-
oretical framework, to investigate unstable traits. Also, when the switching
of a gene that alters a bacterial behaviour, such as a binding specificity or
other phenotypically important features, is also involved in immune evasion,
it is not trivial to be able to ascribe the fitness advantages that are conferred
by each of the selection pressures. It is therefore necessary to put together a
picture of the role of phase variation in immune evasion by pulling together a
body of information from diverse sources of bacterial systems that illustrate
its various aspects.

6.2.1 The capacity to generate diversity

In order to appreciate the potential contribution of phase variation to bac-
terial population behaviour, it is necessary to recognise the scale of its capacity
to generate diversity. The first genome scale analysis to identify the complete
complement of phase variable genes that allows this to be addressedwas done
using the Haemophilus influenzae strain Rd genome sequence (Hood et al.,
1996). In this species the contribution of repeat tract length variation, particu-
larly in simple sequence repeats composed of tetramers, waswell established.
The investigators used amethod that looked for each potential tri-, tetra-, and
pentameric repeat sequence and to perform effectively an in silicio South-
ern blot analysis of the complete genome sequence. Using this approach,
twelve genes were identified with characteristic features of phase variability.
Each switch in each gene is entirely independent of other similar switches,
and theoretically these genes could be expressed in any combination. This
generates a potential phenotypic diversity of 212 (around 4,000) phenotypes.
There is also evidence of a small number of additional phase variable genes in
other strains. A more comprehensive search methodology was subsequently
developed and used to assess the complete genome sequences of H. pylori
strain 2669 (Saunders et al., 1998), andN.meningitidis strainMC58 (Saunders
et al., 2000; Tettelin et al., 2000). These searches revealed twenty-six and forty-
four genes that are very likely to be phase variable. These could theoretically
generate around 67million, and 17 trillion combinations of expressed genes,
respectively. These figures are certainly overestimates of the number of phe-
notypes that are actually expressed. A number of the phase-variable genes are
frequently associated with restrictionmodification systems that would not be
expected to affect host–bacterium interactions. A number of genes are part
of related biosynthetic pathways such that the phenotype associated with one
gene is dependent upon the expression of others. However, it is in no way
unreasonable to consider that some of these species are capable of expressing
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many thousands and perhaps millions of phenotypes that directly influence
host interactions and in antigenic variation that mediates immune evasion.

6.2.2 Stability in the presence of instability

In order to understand the role of phase variation, it is necessary to con-
sider the rates at which it occurs. It has to be sufficiently high to generate
the phenotypes that are likely to confer adaptive advantages within the col-
onizing bacterial population. It also has to be sufficiently high that genes
that are switched OFF are not subject to other mutations that disrupt the
function of the gene before they are switched ON again. On the other hand,
it has to be sufficiently slow not to continuously disrupt the phenotype of
a well-adapted stable colonizing bacterial population, a point that becomes
particularly relevant in bacterial species that havemany phase-variable genes.

It has been proposed that there is an optimal rate of phase variation that
occurs as the reciprocal of the frequency of transition between the alternate
environments for which the varied phenotype is adaptive (Moxon et al., 1994).
It can also be argued that during certain critical steps of transmission and
colonisation, for example in a small inoculum that has to establish infection,
diversification at a high rate that permits colonisation may be adaptive. The
principal requirement for success for a microbial parasite is to survive as a
propagating population in the host (Finlay and Falkow, 1989). The energy
expended in this process or even the proportion of the population that is lost
is irrelevant, as long as the residual population can expand to survive and be
transmitted to new hosts (Wise, 1993).

There is some confusion in the literature aboutwhat is actuallymeasured
and described as a rate of phase variation, which has led to some overesti-
mation of the actual rates (Saunders et al., 2001a). Rates as high as 10−2 are
probably not typical of phase variation. When the data can be addressed di-
rectly and analysed with methods specifically to address this type of rapidly
switching, reversible system rates are typically in the range of 10−3 to 10−5

per generation per cell. It is possible to extend these models to address the
influences of phase-variation rate and selective advantages on population
composition (Saunders et al., 2001b). These reveal that these lower rates of
variation are consistent with a biologically interesting balance between flexi-
bility and stability for a bacterial population. Conclusions about the influence
of phase variation using these models can be summarized as follows:

1. Over time, in the absence of selection, phase-variable populations will

tend toward an equilibrium state that is proportionate to the switching

rates for each phenotype.
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2. In the absence of selection, the time taken until changes in population

phenotype composition occur is determined by the variation rate.

3. Phase variation, at the rates observed in vitro, will result in relatively

stable phenotypic population composition in the absence of selection

over biologically relevant time periods.

4. The rate of change in the population composition is largely determined

by the relative fitness of the alternate phenotypes.

5. When fitness differences are present, the proportion of the “residual”

phenotype increases with the phase-variation rate.

The third and fourth points are of central importance. A population will be
stable over biologically relevant numbers of generations, in the absence of
selection.Whena change in environmental conditions occurs, thepresenceof
relatively small numbers of variants will be sufficient to allow the population
to respond.

Once these points are appreciated one can see how this type of system
can work, albeit in a slightly counter intuitive fashion. For example, if one
considers any one of a number of recognised systems in which a large num-
ber of antigenic surface structures are phase varied, in either a bacterial or a
parasitic context, it might seem as if an organism is progressively displaying
its surface repertoire to the host. However, once the rate of variation and pro-
portion of the actual alternate populations is considered, this is not actually a
problem for the pathogen. There are limitations of epitope restriction in the
immune response such that it cannot focus on a thousand things at once.
Until the predominant clonal family in an infection has a selective pressure
mounted against it by the immune system – which of course takes time –
then the minor populations will remain very minor and will not become
the focus of the learned immune responses. They will however be immedi-
ately available once an immune response occurs (see the section on Borrelia
below).

6.3 SECTION 2: EXAMPLES OF THE ROLE OF PHASE VARIATION
IN IMMUNE EVASION

6.3.1 Phase variation in Borrelia

One of the earliest and most dramatic consequences of phase variation
during infection is illustrated in the Borrelia spp. Antigenic variations in
Borrelia spp. involve the reversible selection of an expressed phenotype of its
major surface proteins called variable major proteins (VMPs) from a reper-
toire of possible genes within each strain. The consequences of this variation
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are most dramatically evident in the relapsing fevers. In relapsing fevers, the
infected individual experiences periods of fever that are interspaced by inter-
vals ofwell-being.When the fever occurs, large numbers of spirochetes can be
found in blood smears and the borreliae disappear as the patient responds to
themwith specific antibodies. Thewaxing andwaningof theborreliae popula-
tions is associated with the antigenic variation of the VMPs in the population
within the host (Meleney, 1928). A studied strain of B. hermsii, an agent of
relapsing fever, was found to express twenty-six antigenic variants in amouse
model with a rate of switching estimated to be 10−3 to 10−4 (Stoenner et al.,
1982; Barbour et al., 1982). VMPs differ in their molecular weights, peptide
maps, and reactivies with serotype-specific antibodies (Barbour et al., 1982,
1983). Importantly, a serotype eliminated by neutralising antibodies from
a first host may reappear in the populations in a nonimmune second host
(Meleney, 1928; Coffey and Eveland, 1967), demonstrating the reversibility
of the variation process.

Interestingly, this is an example of phase variation that is mediated by
recombination, as are similar types of variation in other Borrelia spp. As em-
phasised previously, phase variation is a process that has to be reversible.
When allelic variation occurs through recombination, this is frequently not
the case. For example, the recombination between the silent pilus gene cas-
settes and the expressed pilus gene in Neisseria gonorrhoeae and Neisseria
meningitidis cannot be considered to be a form of phase variation. In this
case, the recombination, while continuously generating variants does so in
such a way that it also generates continuous change in the pilus coding
sequence. It is possible that the nonreciprocal recombination may recreate
previous phenotypes but the process is not such that this can be reasonably
predicted. In the Borrelia spp., there is a substantial region of identity in
the 5′ region of the genes within which recombination occurs – and then
the whole of the remainder of the gene is exchanged. In this way, the phe-
notypic variation can recapitulate the previous phenotypes, as is thought to
occur each time a new host is infected, and therefore fulfil the reversibility
criterion.

6.3.2 The association between phase variation
and antigenic variation

Probably as a reflection of the types of gene that are phase varied, i.e.,
those that interact with the host directly and are the targets of immune
responses, there is a close link between genes that are antigenically vari-
able and those that are phase varied. The combined effect of these two
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processes leads to an exponential increase in the diversity of cell surface struc-
tures that can be generated by a population derived from a single infecting
clone.

Phase variability and antigenic variability are frequently combined to
greatly increase the potential for surface diversification in a bacterial pop-
ulation. Mycoplasma spp. have no cell wall and no LPS containing outer
membrane. Their single membrane presents a unique surface for interac-
tion with their environment and host. As a group, the mycoplasmas share a
spectrum of phase and antigenically variable structures likely to play a role
in both bacterially directed interactions with the host and immune evasion.
The various Mycoplasma spp. have functionally similar, but mechanistically
varied, systems of this type.

The first study of phase variation inMycoplasma reported high frequency,
reversible, changes in colonymorphology, opacity and expressionof a lipopro-
tein in Myc. hyorrhinis (Rosengarten and Wise, 1990). Myc. hyorrhinis is a
species found in the respiratory tract of pigs and can cause rhinitis and arthri-
tis. Myc. hyorrhinis surface proteins include a group of three lipid modified
proteins, VlpA, VlpB, and VlpC, which undergo phase variation and size
variation resulting from duplication, deletion, and recombination within
a highly repetitive C-terminal region (Rosengarten and Wise, 1990, 1991;
Yogev et al., 1991). Vlps have been shown to be targets for immune damage
to mycoplasmas, to be involved in interactions with host cells (Rosengarten
and Wise, 1991) and both mechanisms of variation generate escape variants
from growth-inhibiting antibodies (Citti et al., 1997). The combinatorial ef-
fect of size and phase variation has been estimated to be able to generate over
104 structural permutations of Vlps. Further, that estimate was made prior
to the demonstration that individual strains could have six or seven vlp genes
(Yogev et al., 1995) and does not consider the possibility of recombination
between them.

Mycoplasma bovis (Myc. bovis) is a species that usually exists as a harm-
less commensal in the respiratory tract and can also be isolated from themilk
of healthy cattle. It also causes bovine mastitis, arthritis, pneumonia, subcu-
taneous abscesses, meningitis, and infertility. Myc. bovis has the capacity to
express a repertoire of variable surface expressed lipoproteins called Vsps.
These are different from the Vlps described above (Behrens et al., 1994). This
variability includes both size and antigenic variation, resulting from alter-
ations in the number of repetitive structural units of different sizes located
predominantly at the exposed C-terminal end of the proteins, as well as phase
variation of expression (Rosengarten et al., 1994). Infection studies demon-
strated that there is substantial variation in the surface antigens expressed
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in serial isolates from single animals, and Myc. bovis-infected cattle develop
strong preferential antibody reactions to these proteins (Rosengarten et al.,
1994) demonstrating that the variability that can be detected in vitro occurs
during natural infection and that this is potentially a means of immune eva-
sion. In vitro the phase variation of each Vsp was independent. In addition
to the capacity to vary the expression of Vsps, Myc. bovis colony immuno-
staining exhibits additional phase variation that is not due to size variation
or to altered expression of the proteins as detected by Western blotting, sug-
gesting the presence of a phase-variable process that can mask Vsp epitopes
(Behrens et al., 1994). The Vsps of Myc. bovis and the Vlps of Myc. hyor-
rhinis share several features: (1) they are both anchored to the surface as
lipoproteins, (2) there are some shared epitopes, (3) they both have a sur-
face exposed C-terminal region with an extensive and size variable structure,
(4) they exhibit independent phase variation with the capacity for combinato-
rial expression, and (5) they are themajor antigens on themembrane surface.
However, there are also differences: (1) carboxypeptidase digestion reveals a
digest pattern that shows a regular pattern in Vlps (suggesting tandem re-
peats of very similar subunits) and an irregular pattern in Vsps (suggesting
sets of multiple sets of nonsimilar repeats), (2) Vsps are muchmore resistant
to trypsin digestion, and (3) Vsps are able to alter their size by variations in
sites other than the C-terminal end. It is not possible to determine, on the
basis of the available evidence, whether this represents great divergence in a
common ancestral system or whether it represents an example of convergent
evolution within twoMycoplasma spp. Either alternative suggests that phase
variation is important in the generation of diversity inMycoplasma spp. and
in host interactions.

6.3.3 Haemophilus LPS variation in vivo

Lipopolysaccharide (LPS) is the predominant constituent of the outer
membrane of Gram-negative bacteria (Nikaido, 1996) and is therefore one
of the bacterial structures that is available to mediate interactions between
bacterium and host.H. influenzae has an LPS that lacks the long O-side chain
that comprises the O-antigen of most enterobacteriaceae. Therefore, it does
not have the capacity to mask its core LPS structures by expressing a variety
of O-side chains, as seen for example in Salmonella spp. and E. coli. Instead,
it is the sugars and substitutions of the LPS core that are available to in-
teract with the host. There is variability in these structures between strains
and also within a single strain and there is both coordinate and independent
phase variation of multiple LPS epitopes as indicated by binding to anti-LPS
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monoclonal antibodies (Kimura and Hansen, 1986; Weiser et al., 1989). The
study of the function of individual phenotypes is complicated by the extent
of the LPS variability. However, there is some evidence that particular phe-
notypes affect survival in vivo (Kimura and Hansen, 1986) and susceptibility
to serum killing (Gilsdorf and Ferrieri, 1986), and that isolates from the na-
sopharynx and systemic sites often differ in LPS phenotype (Mertsola et al.,
1991).

Demonstration of the presence and biological role of phase variation in
the more complex multigene systems, such as LPS biosynthetic genes, is
problematic. This is not surprising when one considers that no two colonies
on a plate will have an identical phenotypic composition, and therefore the
startingmaterial in no two experiments will ever be the same.However, there
is strong evidence that these systems are variable and important in vivo from
studies of similar variable genes in animals.

Variation in the LPS of H. somnus is known to involve repeat associ-
ated genes in a fashion similar to that present in H. influenzae (Inzana
et al., 1997). Phase variation of these LPS phenotypes was observed to oc-
cur in a calf infection model (Inzana et al., 1992). Lung-infected cattle tended
to clear infections over a 10-week period duringwhichmarked fluctuations in
the bacterial colonization were observed. Apparently random changes in the
LPS profiles were observed to occur rapidly (detected by weekly sampling)
and were common. This contrasted with relative stability during repeated
in vitro subculture. Sequential changes in antibody reactivity were observed
and although each calf reacted differently, the generation of specific immune
responses followed by the counter-selection of the corresponding LPS phe-
notypes was observed. The particular importance of this experiment is that it
demonstrates phase variation in a bacterium during long-term colonisation
of that bacterium’s natural host. It also demonstrates that the LPS phenotypes
that are present and expressed are immunogenic in the natural host and that
there is a selective advantage conferred upon the subpopulations that exhibit
phase variation, resulting in prolonged colonisation.

In human pathogens, such as H. influenzae, similar experiments are
not possible. In animal model systems using human pathogens, variation in
population composition has been demonstrated but the extent to which the
variation is present in the initial inoculum or occurs during colonisation is
difficult to determine (e.g., Weiser et al., 1998). Evidence that variation in
the number of repeats in these genes occurs in vivo comes from studies of
outbreaks of epidemiologically associated H. influenzae infection in which
strains that appear to be clonally related when assessed using traditional
methods have different lengths of repeat. In this situation, variation in repeat
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numbers can be observed in isolates from different individuals (van Belkum
et al., 1997a, 1997b). This does not identify when the variation occurs but
it does demonstrate that these repeats are unstable and alter the expression
phenotype in vivo.

lic-1 is another phase variable gene in H. influenzae which is thought
to be more directly involved in immune evasion. lic-1 has homology with
eukaryotic choline kinases andH. influenzae has the capacity to link choline
acquired from the environment to its LPS in a phase variable fashion (Weiser
et al., 1997; Risburg et al., 1997; Schweda et al., 1997). This gene is thought
to act in the substitution of LPS with choline. Strains expressing the phos-
phorylcholine (ChoP) epitope are more sensitive to serum killing involving
C-reactive protein (CRP) (Weiser et al., 1997; Weiser et al., 1998). For more
details of the bacterial cell surface and evasion of complement activation refer
to Chapter 4. There is a bias toward expression of ChoP in human isolates and
there is evidence that suggests that the presence of ChoP contributes to per-
sistence in the respiratory tract in animal models (Weiser et al., 1998). It has
subsequently been proposed that variation between LPS, which carries the
structure determined by lic2 (which confers some resistance to antibody me-
diated serum bactericidal activity) and the ChoP substituted LPSmediated by
lic-1 (with resistance to CRP), adaptsH. influenzae to different host microen-
vironments (Weiser and Pan, 1998). The contribution of ChoP to survival
in the host may be more complex than solely its effects on CRP dependent
killing. For example ChoP is known, in other contexts, to affect persistence
and invasiveness and to influence lymphocyte responsiveness and cytokine
production (reviewed inHarnett andHarnett, 1999). In this context it is note-
worthy that this gene is associated with one of the most variable repeat loci
in studies of related strains (van Belkum et al., 1997a, 1997b), indicating that
this switching process is one of the most frequent during transmission and
colonization events.

6.3.4 Neisseria meningitidis and Neisseria gonorrhoeae

There are many parallels between phase variation in Neisseria spp., and
Haemophilus spp., especially with regard to variability of the LPS. The most
dramatic aspect of phase variability inNeisseria spp. is the sheer number and
range of the genes that are phase varied. In this regard each species probably
has in the region of fifty phase-variable genes (Saunders et al., 2000; Tettelin
et al., 2000). The potential for diversification through different combinations,
as described in Section 1, is theoretically vast. This is an area in which the
role of gene variation in immune evasion is not as well defined as it might
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be. This is perhaps a reflection, in the case of meningococci, of their usual
presence as harmless commensals with the host rather than as pathogens.
This is less frequently the case with gonococci, but in women there can also
be prolonged asymptomatic carriage and an absence of features of acute
infection. The immune response and its role in the normal interactions of
bacterium and host in these contexts is poorly defined. However, it should
be noted that patients with gonococci who are treated are not subsequently
immune to reinfection, even from the same strain, which is why treatment
of all sexual partners is of such importance.

Bacterial cell surface sialic acids interfere with the immune system
through the alternative complement activation pathway (Fearon, 1978; Jarvis,
1995), which is required to respond toN. meningitidis (Nicholson and Lepow,
1979) and the genes in the capsule locus confer serum resistance upon
meningococci (Hammerschmidt et al., 1994). The presence of capsule also
reduces adherence and uptake into macrophages and delays or prevents the
killing of phagocytosed bacteria (McNeil et al., 1994; Read et al., 1996). This
is discussed in more detail in Chapter 4. In this way the capsule is thought
to provide an immune evasion mechanism in invasive disease isolates. The
bacterial capsule of N. meningitidis is perhaps the major determinant of bac-
terial survival once organisms are disseminated in the blood stream (DeVoe,
1982) and is the basis of the division of the species into twelve serogroups
(Jennings et al., 1977). Only a few of these serogroups are associated with
disease, and these are the ones associatedwith sialic acid. SerogroupA causes
themajority of epidemic-associated cases in sub-SaharanAfricawhile thema-
jority of disease in the northern hemisphere is caused by serogroups B and
C. Serogroup B and C capsules are composed of α2–8 and α2–9 linkages re-
spectively of polysialic acid. The importance of these structures in association
with invasive disease and meningitis is emphasised by the observation that
other bacteria that cause meningitis, E. coli, and group B streptococci, have
a similar capsule to serogroup B meningococci (Kasper et al., 1973, 1983).
Several of the capsular structures are immunogenic and form the basis of
meningococcal vaccines. The structure of the group B capsule is present on
N-CAM, which is present within the human brain (Finne et al., 1983) and in
other sites (Finne et al., 1987). Thus, it is not recognised as a foreign epitope,
is not immunogenic inman, and is not a useful vaccine candidate. Therefore,
each of the capsules associated with the virulent serogroups confer serum
resistance, and a mechanism of immune evasion, the serogroup B capsule,
has the superadded characteristic of not being immunogenic.

Some of the phase-varied LPS components are also sialylated. The
LPS of N. gonorrhoeae can be externally modified by the sialylation of the
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terminal sugar residues (reviewed in Smith, 1991), an event that occurs
in vivo (Apicella et al., 1987; Parsons et al., 1990) andwhich confers resistance
to killing and opsonisation by normal human serum (Parsons et al., 1989;
Gill et al., 1996). It also impedes adherence and hence uptake and killing by
neutrophils (Kim et al., 1992; Rest and Frangipane, 1992). Themechanismby
which serum sensitive and resistant phenotypes variedwas found to be due to
phase variation of the LPS side chain that was substituted with the sialic acid
(van Putten, 1993), which was subsequently shown to be due to variation of
expression of lsi-2 (also called lgtA) (Danaher et al., 1995). This study showed
that the phase variation affected the behaviour of the cells in cell culture.
LPS variants with little sialic acid invaded efficiently but were susceptible to
complement mediated killing (as discussed in Chapter 4). Phase variation
resulted in highly sialylated, equally adherent, but entry-deficient bacteria,
which were resistant to killing by antibodies and complement because of
altered complement activation and also masking of some LPS and protein
epitopes (Poolman et al., 1988; Judd and Shafer, 1989; van Putten, 1993;
de la Paz et al., 1995). The situation in N. meningitidis is similar but not
identical.

Despite the lack of a good overall picture of the relative roles of each
variable gene in immune evasion, it is possible to put together a picture that
indicates the central role of phase variation in this process. The surface that
N. meningitidis presents to its environment and to the hosts’ immune re-
sponses is a highly fluid and dynamic structure. Phase-variable structures
in Neisseria include capsule, which confers serum resistance and affects cell
interactions (DeVoe, 1982; Virji et al., 1992, 1993a, 1993b; Stephens et al.,
1993;Hammerschmidt et al., 1994, 1996), pili and pilusmodifications, which
affect adhesion (Stephens and McGee 1981; Virji et al., 1991, 1993b; Nassif
et al., 1994; Rudel et al., 1992, 1995; Weiser and Pan, 1998; Jennings et al.,
1998; Waldbeser et al., 1994; Kupsch et al., 1993; McNeil et al., 1994), sev-
eral surface proteins including Opas, Opc, PorA and iron binding proteins
which have roles in adhesion, formation of surface pores, and nutrient acqui-
sition (Virji et al., 1992, 1993a; Sparling et al., 1986; Stern et al., 1984, 1986;
Achtman et al., 1988; Bhat et al., 1991; Sarkari et al., 1994; Tommassen et al.,
1990; Poolman et al., 1980; Hopman et al., 1994; van der Ende et al., 1995;
Schryvers and Stojiljkovic, 1999; Chen et al., 1996, 1998; Lewis et al., 1999),
and lipopolysaccharide (LPS) (Apicella et al., 1987; Schneider et al., 1988,
1991; Weel et al., 1989; van Putten and Robertson, 1995; Jennings et al.,
1999). It is noteworthy, in this context, that one of the few stable surface
structures, Class 4 proteins, elicits blocking antibodies that may serve to
protect the organism from the immune response (Munkley et al., 1991).
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The full repertoire of phase-variable genes is now recognised to be far more
extensive than this list of studied examples (Saunders et al., 2000). As the
roles and functions of these new genes are determined, new aspects of im-
mune evasion can be expected to be revealed and the central nature of these
processes of switching in controlling the host–pathogen interaction can be
determined.

6.3.5 Evasion of preexisting immune responses

To establish colonization or infection an organism not only has to evade
responses that occur against it during the current or previous exposures, it
also has to evade responses to common antigens on unrelated organisms. For
example, Salmonella enterica serogroup typhimurium cannot evade immune
responses to recent exposures to itself, but does evade cross-immunity to
serotypes with different O-antigens. However, despite such differences, the
flagellar components are frequently antigenically conserved between other-
wise dissimilar strains (Norris and Baumler, 1999). Immunization of mice
with flagellate organisms results in selection against phase-ON organisms
during subsequent challenges, but does not protect against colonization
or mortality. This evasion does not occur if phase variation is prevented
(Nicholson and Baumler, 2001), clearly indicating that phase variation of
fimbriae is a mechanism to evade cross-immunity between otherwise differ-
ent bacteria. The extent to which this type of immune evasion is important
in other species has yet to be determined but there are many similar systems
present in other bacterial species and it is unlikely to be limited to the enteric
bacteria.

6.4 CONCLUSION

Phase variation is a common strategy used by bacteria to adapt to chang-
ing environmental conditions. In pathogenic bacteria, these transitions in-
clude the movement from one host to another and movement between mi-
croenvironmental niches within the host. The immune response represents
an additional process of this type, in which the environment changes while
the location of the organism remains the same. The range of genes that are
varied in this way has been intensively studied in some species, and these
examples reveal that there are many ways in which this type of stochastic
process can mediate immune evasion within a colonizing population. The
recent definition and investigation of the complete repertoires will almost
certainly reveal further novel strategies of this type.
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CHAPTER 7

Type III secretion and resistance
to phagocytosis

Åke Forsberg, Roland Rosqvist, and Maria Fällman

7.1 INTRODUCTION

Phagocytosis is an essential first line of defence, which normally effi-
ciently clears and destroysmicroorganisms. This process is mostly attributed
to professional phagocytes:macrophages,monocytes, andneutrophils,which
express specialised receptors that promote phagocytosis (Rabinovitch, 1995;
Aderem and Underhill, 1999; see Chapter 1). These receptors recognise op-
sonins suchas IgGandproducts of complement that bind tobacterial surfaces
(see Chapter 4). Following phagocytic uptake, bacteria are normally killed and
destroyed insidephagosomes, especially aftermaturation tophagolysosomes.
Maturation is caused by fusion of the phagosome with endocytic vesicles
causing an increasingly acidic environment, and finally fusion with lyso-
somes that contain digestive enzymes, mainly acid hydrolases (Tjelle et al.,
2000). The professional phagocytes can also produce reactive oxygen and ni-
trogen (in macrophages) intermediates that contribute to killing (Hampton
et al., 1998; Vazquez-Torres et al., 2000a). When activated, these cells secrete
pro-inflammatory cytokines, which in turn stimulate other immune cells.
Macrophages also serve as antigen presenting cells enabling generation of
specific cellular and humoral defences (Morrisette et al., 1999; see Chapter 2).
Therefore, it is not surprising that many microorganisms have developed
strategies to circumvent phagocyte activity. The pathogens discussed in this
chapter, Yersinia and Pseudomonas aeruginosa, directly block the engulfment
process and remain extracellular, while other pathogens invade phagocytes
and remodel the vesicle fusion events to promote persistence and replication.
This latter mechanism, employed for example by Mycobacterium tuberculo-
sis, will not be discussed, and this chapter will detail the use of a highly
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specialised mechanism for delivery of antihost factors into host cells, namely
type III secretion systems.

7.2 TYPE III SECRETION SYSTEMS

Several Gram-negative bacterial pathogens share an important mecha-
nism that serves to target virulence effectors into host cells. This mechanism
is type III secretion/translocation, which mediates secretion and delivery of
antihost factors into eukaryotic cells via a contact-dependent mechanism.
Type III secretion/translocation systems have been identified in a number of
animal and plant pathogens and several components of these systems also
show homology to components of the secretion/assembly apparatus of the
flagellar system (reviewed by Hueck, 1998). Type III secretion of effectors
involves about twenty proteins that are believed to assemble into a structure
that spans the two bacterial membranes. Eleven core components appear to
be conserved in the secretion systems of Gram-negative plant and animal
pathogens as well as in the flagellar export apparatus. Most of these proteins
are associated with the cytoplasmicmembrane and are likely to be involved in
recognition and targeting of secretion substrates to the secretion apparatus
(Hueck, 1998; Plano et al., 2001). Motility and chemotaxis are believed to be
ancient properties essential for free-living organisms and this suggests that
type III secretion systems have evolved from the flagellar export/assembly
system. Structurally, the type III apparatus also resembles the basal body of
flagella, with a “needle-like” structure at the tip replacing the hook and flag-
ellar filament. Such a “micro-injection syringe” has been isolated for the sys-
tem encoded by pathogenicity island one (SPI-1) of Salmonella typhimurium
(Kubori et al., 1998, 2000) and a similar structure has also been visualised in
Shigella flexneri (Blocker et al., 1999). The structure isolated and visualised by
electron microscopy appears to include the components required for secre-
tion of proteins in a continuous process across the two bacterial membranes
without processing of the secreted proteins. The needle-like structure, which
extends from the bacterial surface, has been suggested to be a hollow struc-
ture and is required for the secretion system to be functional.

The type III secreted proteins can be divided into two functionally distinct
groups. One is the virulence effectors with their respective targets inside host
cells. The other group of proteins are either directly involved in translocation
of effector proteins across the target cell membrane or in controlling the
process. These proteins appear to localise at the site of contact between the
pathogen and the target cell (Håkansson et al., 1996a and b;Holmström et al.,
1997; Knutton et al., 1998; Pettersson et al., 1999). There is evidence from
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several systems that the overall mechanism of secretion and translocation is
functionally conserved. This is supported by studies showing that type III tar-
geted effector proteins from different pathogens can be secreted and translo-
cated by heterologous type III secretion/translocation systems (Rosqvist
et al., 1995; Frithz-Lindsten et al., 1997; Rossier et al., 1999; Anderson et al.,
1999).

Even if the type III secretion systems of different bacteria are function-
ally conserved and show a high degree of similarity, the biological activity of
the targeted effector proteins varies between different pathogens. Intracel-
lular delivery of key virulence effectors, such as YopE, YopH, and YopJ (for
Yersinia outer proteins) of pathogenic Yersinia species into eukaryotic cells,
results in a general reduction of phagocytic capability as well as suppression
of induction of inflammatory cytokines in response to infection (Fällman
et al., 1995; Rosqvist et al., 1988, 1990; Palmer et al., 1998; Schesser et al.,
1998). The action of the Yops in inhibiting NF-κB is discussed in detail in
Chapter 12. In contrast, some of the effector proteins delivered by the type
III system (SPI-1) of S. typhimurium and S. flexneri trigger uptake and a mas-
sive inflammatory response (Parsot and Sansonetti, 1996; Galán and Zhou,
2000). Interestingly, in S. typhimurium there is a second type III secretion
system, encoded by pathogenicity island two (SPI-2), which delivers effector
proteins that promote intracellular survival of this pathogen (Hensel et al.,
1995, 1998; Ochman et al., 1996; Cirillo et al., 1998). This suggests that the
effect on virulence and the role of the type III secretion system in disease
is mainly determined by the activity of the delivered effector proteins. An
interesting observation is that type III secretion systems that deliver effector
proteinswith similar activity also tend to show a higher degree of overall simi-
larity extending beyond the common core components. This is the case for the
systems of S. typhimurium (SPI-1) and Shigella where some of the secreted
proteins induce uptake of the respective pathogen (Nhieu and Sansonetti,
1999; Galán and Zhou, 2000). Therefore, it appears that there is also a need
to control the secretion/delivery of the effector proteins to optimise the effect
of the respective antihost factors in order to establish infection.

7.3 SECRETION AND DELIVERY OF EFFECTOR PROTEINS
BY YERSINIA AND P. AERUGINOSA

For pathogenic Yersinia species and P. aeruginosa essentially all the pro-
teins involved in the type III-delivery show similarity (Yahr et al., 1996, 1997;
Frank, 1997). This suggests that the mechanism of secretion and delivery of
effector proteins into the host cell is similar for these two pathogens. The
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secretion and translocation of Yop effectors have been studied in some detail
in Yersinia. The N-terminal 15-17 amino acids of the secreted proteins are
sufficient to direct export of reporter proteins (Sory et al., 1995; Schesser et al.,
1996; Woestyn et al., 1996). The fact that several frameshift mutations in the
N-terminal region that completely altered the amino acid sequence did not
prevent secretion led to the suggestion that the secretion signal resided in
predicted stem-loop structures in the 5′ end of mRNA rather than in the
amino acid sequence (Anderson and Schneewind, 1997). However, recent
data from Lloyd et al. (2001) on YopE show that the secretion signal proba-
bly resides in the amino acid sequence, as mutations that extensively altered
the mRNA sequence without affecting the amino acid sequence were still
secreted. Instead, it was suggested that the common motif recognised by
type III secretion systems is an N-terminal amphipathic region, and in sup-
port of this theory a synthetic amphipathic sequence of alternating serine and
isoleucine residues was functional in secretion (Lloyd et al., 2001).

Some of the secreted Yop effectors, such as YopE and YopH, have a
second domain downstream of the N-terminal secretion signal. Specific
chaperones bind to this region, and strains lacking the chaperone se-
crete/translocate less of the respective Yop effector (Wattiau and Cornelis,
1993; Frithz-Lindsten et al., 1995; Schesser et al., 1996; Wattiau et al., 1996;
Cheng et al., 1997). However, the chaperone interaction mechanism is not
essential for targeting of effectors into host cells, as YopE mutants lacking
the chaperone binding domain can be translocated into eukaryotic cells by
strains lacking other Yop effectors (Boyd et al., 2000). In addition, other Yop
effectors like YopM and YpkA, appear to lack specific chaperones but are still
translocated into host cells. Therefore, it is possible that the chaperones pro-
vide a mechanism by which Yop effectors are sequentially delivered. Lloyd
et al. (2001) have also shown that theYopE chaperone, YerA (SycE), is required
for rapid release of YopE when secretion is induced in vitro. Therefore it is
possible that effector proteins, which have a cognate chaperone, are delivered
by a different mechanism that allows rapid delivery.

Three of the secreted proteins, YopB, YopD, and LcrV are required for
delivery of effector proteins into the eukaryotic cell (Rosqvist et al., 1991,
1994; Håkansson et al., 1996b; Boland et al., 1996; Pettersson et al., 1999).
These proteins mediate pore formation on infected cells and it has been
suggested that translocation occurs via a pore in the host cell membrane
(Håkansson et al., 1996b; Holmström et al., 1997; Neyt and Cornelis, 1999).
In support of this model is the finding that purified LcrV forms channels
in artificial lipid bilayer membranes (Holmström et al., 2001). Exoenzyme
S, a type III secreted effector protein of P. aeruginosa, can be secreted and
translocated by the heterologous type III system of Yersinia pseudotuberculosis
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Figure 7.1. Secretion and translocation of Yop effector proteins by Yersinia. Secretion/

translocation only occurs where the bacterium is in contact with the eukaryotic cell. LcrG,

YopN, and TyeA are all involved in controlling this so-called polarised delivery of Yops

into the target cell. LcrV, YopB, and YopD are all required for the delivery of effector

proteins across the host cell membrane, possibly via formation of a pore. The type III

system of P. aeruginosa is very similar to that of Yersinia and this pathogen expresses

proteins that are homologous to LcrG, YopN, TyeA, LcrV, YopB, and YopD. Therefore, the

mechanism of type III mediated delivery of effector proteins is likely to occur by the same

mechanism as in the model depicted in this figure.

(Frithz-Lindsten et al., 1997, 1998; Pettersson et al., 1999). Similar to Yop
effectors, delivery of ExoS into HeLa cells depends on the translocated pro-
teins YopB, YopD, and LcrV. This argues that the overall mechanism of se-
cretion as well as targeting of proteins into to host cell is conserved between
these two pathogens (Fig. 7.1).

The YopB, YopD, and LcrV homologues in P. aeruginosa PopB, PopD,
and PcrV show an overall homology of around 40% identity at the amino
acid level. Mutation in either of the genes encoding these proteins renders
P. aeruginosa unable to target effector exoenzymes into infected cells (Yahr
et al., 1997; Sawa et al., 1999). Moreover, the genes encoding popB, popD, and
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pcrV complement yopB, yopD, and lcrVmutants of Y. pseudotuberculosis with
respect to delivery of Yop effectors into infected HeLa cells (Frithz-Lindsten
et al., 1997; Pettersson et al., 1999).

Studies of effector protein translocation byYersinia have revealed that the
process is tightly regulated. The delivery occurs by a polarised mechanism
and effector proteins are secreted and translocated only into the interacting
host cell and not into the extracellular milieu (Rosqvist et al., 1994; Persson
et al., 1995). Several virulence plasmid-encoded components are involved in
this targeted delivery; Inactivation of yopN or lcrG results in loss of polarised
delivery; that is, effector proteins are secreted into the extracellular environ-
ment (Forsberg et al., 1991; Rosqvist et al., 1994; Persson et al., 1995; Boland
et al., 1996, Nilles et al., 1997). TyeA appears to have similar role to YopN and
LcrG in that loss of this protein results in secretion of Yop effectors to the
extracellular environment. However, there is also a unique feature of tyeA
mutants in that they are unable to deliver YopE and YopH into host cells
(Iriarte et al., 1998). YopE and YopH share the fact that they contain a secre-
tion/translocation domain that bind to specific chaperones. Binding of the
chaperones to these Yop effectors provides a secondmechanism for secretion
(Woestyn et al., 1996; Cheng et al., 1997; Lloyd et al., 2001). It is possible that
TyeA is part of a specific delivery mechanism for a subset of Yop effectors
that are secreted via a chaperone-dependent mechanism and that this mech-
anism has evolved to deliver effectors that block uptake by phagocytic cells.
The role of the cognate chaperones and TyeA might be to ensure that these
effectors are delivered rapidly after cell contact (see also below for YopH).

The delivery process has not been studied as extensively in P. aeruginosa
as in Yersinia, but it is clear that PopB, PopD, and PcrV are all essential for
delivery of the effector exoenzymes into host cells (Yahr et al., 1997; Frithz-
Lindsten et al., 1998; Sawa et al., 1999). ExoS secretion is more efficient if the
upstream encoded chaperone-like gene (homologous to year/sycE ) is present
(Frithz-Lindsten et al., 1997), and it is likely that this chaperone serves a
similar function as the Yop effector chaperones. Importantly, there are also
homologues in P. aeruginosa for YopN, LcrG, and TyeA (Frank, 1997), which
makes it likely that the translocation of effector proteins occurs by similar
mechanisms (Fig. 7.1). It is possible that a commonmechanism has evolved
that allows these two pathogens to rapidly deliver effectors that block uptake.

7.4 ROLE OF TYPE III SECRETION SYSTEMS
IN BACTERIAL INFECTIONS

For a number of pathogens, type III secretion systems have a major
impact on the host–parasite interaction and the nature of the infection. For
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instance, the large virulence plasmids of pathogenic Yersinia species and
Shigella that were initially recognised to be essential for virulence were sub-
sequently shown to encode type III secretion systems. The large gene cluster
in S. typhimurium originally identified for its role in promoting invasion into
epithelial cells was later shown to encode a type III secretion system. The two
type III secretion systems of S. typhimurium were both subsequently shown
to be present on pathogenicity islands, and the type III secretion system of
enteropathogenic E. coli (EPEC) has also been shown to be encoded by a
pathogenicity island denoted LEE (locus of enterocyte effacement). Thus, the
type III secretion systems are encoded by large gene clusters either present
on pathogenicity islands or virulence plasmids.

In S. typhimurium (SPI-1) and Shigella, delivery of effector proteins via
the type III secretion system promotes uptake of the pathogen via a mecha-
nism involving extensive rearrangement of the actin cytoskeleton and mem-
brane ruffling (Nhieu and Sansonetti, 1999; Galán and Zhou, 2000). In
S. typhimurium, this is achieved by translocation of effector proteins which
stimulate the Rho GTPases, Cdc42 and Rac1 (Galán and Zhou, 2000), two
host proteins with a central role in signalling pathways that control actin re-
arrangement in host cells. Thus, in this case the secretion system is crucial
for internalisation of the pathogens and promotes their intracellular lifestyle.

The second type III secretion system of S. typhimurium (Hensel et al.,
1995) clearly has a different role in the infection compared to the system
encoded by SPI-1. Inactivation of genes essential for this second secretion
system results in strains that are highly attenuated in the systemic mouse
infection model. The major role of the system encoded by SPI-2 is to enable
intracellular survival (Hensel et al., 1995, 1998; Ochtman et al., 1996; Cirillo
et al., 1998; Vasquez-Torres et al., 2000b). In the latter case, it is likely that
secretion and translocation occurs from an intracellular location and that ef-
fector proteins are targeted from the phagosome into the cytosol. This is also
likely to be the case for the recently discovered type III secretion system of
the intracellular pathogen Chlamydia (Hsia et al., 1997; Subtil et al., 2000).
This pathogen enters host cells as a small infectious particle, the elementary
body, which after internalisation differentiates into a larger replicating form,
the reticulate body, that continues to proliferate inside vacuoles denoted in-
clusions (Moulder, 1991; Hackstadt, 2000). The inclusion vesicle does not
fuse with endosomes or lysosomes but instead fuses with exocytic vesicles
in the peri-Golgi (Hackstadt et al., 1995, 1996). The inclusion membrane has
been shown to contain structures similar to those associated with type III se-
cretion organelles in Salmonella and Shigella (Bavoil and Hsia, 1998). These
structures are seen early after uptake of the elementary bodies and suggests
that type III secretion of components into or across the inclusion membrane
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is involved inmodulating the host cell to allow differentiation and replication
of Chlamydia. Interestingly, Inc proteins that localise to the inclusion mem-
brane have been shown to be secreted via a type III secretion mechanism
in the heterologous host Shigella flexneri (Subtil et al., 2001). One of the Inc
proteins expressed by Chlamydia psittaci, IncG, interacts with the host cell
protein 14-3-3β via a C-terminal domain that extends into the host cell cytosol
(Scidmore andHackstadt, 2001). This argues for amechanismwhere type III
secreted effector proteins are targeted to or across the inclusion membrane
where it interacts with host cell proteins. These protein interactions in turn
could interfere with host cell signalling and trafficking of inclusion vesicles
to allow replication of the pathogen.

The LEEpathogenicity island of EPECencodes proteins involved in form-
ing the characteristic attaching and effacing lesions at the intestinal surface
(reviewed in Vallance and Finlay, 2000). The intimate attachment of EPEC
to enterocytes requires type III-mediated translocation of proteins into the
interacting cell. One of the proteins, Tir, is translocated into and inserted
in the host cell membrane where it functions as the receptor to which the
bacteria intimately bind (Kenny et al., 1997). The EPEC translocated proteins
also interfere with the host cell actin cytoskeleton leading to formation of
pedestal-like structures beneath the adherent bacteria. Hence, in the case of
EPEC, the type III system appears to be needed for tethering of the bacteria
to the host intestinal surface. Recent studies have shown that translocated
effectors required for lesion formation are crucial for EPEC pathogenesis in
humans (Tacket et al., 2000) and for similar symptoms in rabbits caused by
a rabbit EPEC strain (Marchés et al., 2000).

The type III secretion systems of pathogenic Yersinia species and P.
aeruginosa show a high degree of similarity extending essentially to all pro-
teins involved in secretion across the bacterial membranes (see also above).
Interestingly, some of the secreted effector proteins also show similarity and
share biological function in that they prevent uptake by host cells, thereby
contributing to the extracellular lifestyle of these pathogens (see below).

7.4.1 P. aeruginosa infections

The natural habitats of P. aeruginosa are soil and water, but it can also be
isolated from plants and animals. In humans, P. aeruginosa is an opportunis-
tic pathogen that causes infections only when epithelial barriers are damaged
or thehost immune system is impaired. Susceptible individuals include those
with cystic fibrosis, burn wounds, or leukaemia (Mandell et al., 1995). In
some cases the infections can develop into serious conditions, such as severe
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tissue damage of lungs (cystic fibrosis) or eyes and systemic infections after
burn wounds. A large number of proteins produced by P. aeruginosa have
been suggested to contribute to virulence, for example exotoxin A, elastase,
phospholipase C, alginate, and type IV pili (Nicas and Iglewski, 1985; Hahn,
1997). The type III secretion system of P. aeruginosamediates secretion and
translocation of the exoenzymes, ExoS, ExoT, ExoU, and ExoY, into host cells
(Yahr et al., 1996, 1998; Finck-Barbancon et al., 1997; Frithz-Lindsten et al.,
1997). Assessment of virulence and pathogenicmechanisms forP. aeruginosa
infections is difficult as the animal infection models used in most cases do
not fully reflect the infections caused in humans. However, most studies
support that P. aeruginosa is mainly extracellular during infection and there
is also evidence suggesting that the type III secretion system is important for
virulence (Dacheux et al., 1999, 2000; Sawa et al., 1999; Garrity-Ryan et al.,
2000). In cell infectionmodels, some strains of P. aeruginosa are described as
invasive while other strains remain extracellular and have a cytotoxic effect
on the infected cells (Fleiszig et al., 1997). It is however clear that for both
types of strains, the type III effector proteins of P. aeruginosa act to prevent
uptake of the pathogen by epithelial and phagocytic cells (Frithz-Lindsten
et al., 1997; Cowell et al., 2000; Garrity-Ryan et al., 2000). It is therefore likely
that thismechanism is important early during establishment of P. aeruginosa
infections in humans including patientswith cystic fibrosis.However, during
the later chronic stages of P. aeruginosa infections in these patients, the type
III secretion system is likely to be dispensable as some P. aeruginosa strains
isolated from patients with chronic infections lack a functional type III se-
cretion system as a result of mutations in the transcriptional activator ExsA
(Dacheux et al., 2001). Expression of a complex system, such as the type III
secretion/translocation system, is an energetically expensive process. There-
fore, once the system is not required for maintaining the infection, there is
a selective advantage to shut down the system. The role of quorum sensing
in the control of P. aeruginosa infections is detailed in Chapter 9.

7.4.2 Yersinia infections

Yersinia pestis, the causative agent of bubonic plague, is usually transmit-
ted to humans by an infected rodent flea and thereafter it invades lymphatic
tissue and proliferates in lymphnodes. The other pathogenicYersinia species,
Yersinia enterocolitica and Y. pseudotuberculosis, both cause enteric infections
that are usually self-limiting in humans (Kornhoof et al., 1999). Despite a
different route of infection compared to Y. pestis, these orally transmitted
pathogens also exhibit tropism for lymphoid tissue. Their primary site of
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infection is the lymphoid follicles of the small intestine, which they enter
through the M cells overlying the surface of the Peyer’s patches (Grutzkau
et al., 1990). Enteropathogenic yersiniae encode a protein, invasin, a ligand for
β1-integrin receptors, and entry into this niche is facilitated by binding of this
adhesin to β1-integrins on the lumenal surface of M cells (Isberg and Leong,
1990; Autenrieth and Firsching, 1996; Marra and Isberg, 1997; Clark et al.,
1998). At this location Yersinia proliferate in the extracellular fluid during in-
fection (Hanski et al., 1989; Simonet et al., 1990). This extracellular life style,
which depends on the ability to survive and proliferate in lymphoid tissues,
is an essential virulence property shared by all three pathogenic Yersinia
species. The virulence proteins of importance are all encoded on the common
∼70 kb virulence plasmid; the components of the type III secretion, the ef-
fector proteins, and proteins involved in regulating translocation. The Yop
effectors serve different functions during infection. Upon contact of phago-
cytic cells with Yersinia, neither engulfment nor release of inflammatory
mediators occur (see Chapter 12), and there is no activation of the oxidative
burst (Lian and Pai, 1985; Hartland et al., 1994; Ruckdeschel et al., 1996).

Pathogenic Yersinia cause lethal systemic infections in mice and there-
fore provide a suitable infection model to determine the importance of po-
tential virulence effectors. Bacterial mutants defective in Yop expression are
usually avirulent and rapidly cleared by the primary immune defence. YopH
and YopE are effectors which, by distinct mechanisms, mediate blockage of
phagocytosis (discussed below). Another translocated effector protein, YopJ,
is involved in shutting down stress response signalling in host cells, in-
volving blockage of MAP kinases, NF-κB and induction of TNF-α and IL-8
(Ruckdeschel et al., 1997; Schesser et al., 1998; Orth et al., 2000), as discussed
in detail in Chapter 12. Other Yop effectors that are essential for virulence are
YopM (Leung et al., 1990) and YpkA (Galyov et al., 1993), but their specific
functions in the infection process are not fully established. YopM,which is an
acidic protein containing leucine rich repeats, has been shown to be targeted
to the host cell nucleus by a vesicle-associated mechanism (Skrzypek et al.,
1998). YpkA is a serine/threonine kinase that localises to the host cell plasma
membrane and interferes with the actin cytoskeleton (discussed below).

7.5 INHIBITION OF PHAGOCYTOSIS

Although phagocytosis can be mediated by different receptors that acti-
vate signalling pathways within cells, a common feature is regulation by tyro-
sine phosphorylation and the Rho-family of GTPases (Ernst, 2000; Chimini
and Chavrier, 2000). Tyrosine kinases/phosphatases are important players
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in many processes involving receptor-mediated changes of the cytoskeleton
as well as in regulating cellular adhesion events, which are closely related to
changes in cell shape and migration. Phosphorylations/dephosphorylations
of tyrosine residues in proteins generate or abolish interaction sites for SH2-
containing, and other phosphotyrosine binding proteins alternatively acti-
vate/deactivate proteins involved in cell signalling. Likemany other processes
involving the cytoskeleton, β1 integrin-mediated, Fc receptor-mediated and
many other types of phagocytosis are impaired in the presence of tyrosine ki-
nase inhibitors (Rosenshine et al., 1992; Greenberg et al., 1993; Magae et al.,
1994; Andersson et al., 1996).

Rho family GTPases, which are a subgroup of the Ras superfamily of
GTPases, regulate a variety of cellular functions, including actin reorgani-
sation (reviewed in Hall, 1998). Like all members of the Ras superfamily,
Rho proteins cycle between an inactive conformation bound to GDP and
an active conformation bound to GTP. This cycling is regulated by guanine
nucleotide exchange factors (GEFs) and GTPase activating proteins (GAPs).
GEFs have an activating effect by promoting GDP dissociation and GTP
binding, whereas GAPs counteract this by stimulating the intrinsic GTPase
activity of these proteins. Rho induces assembly of contractile F-actin bundles
(stress fibres) that are anchored to focal adhesion structures. Other members
of the family, Rac and Cdc42, are involved in regulation of protrusive actin
structures, such as formation of lamellipodia and filopodia, respectively. In
phagocytosis, different Rho GTPases operate in different types of receptor-
mediated phagocytosis. Phagocytosis via complement receptors requires Rho
but not Rac and Cdc42, whereas uptake via Fcγ receptors requires Rac and
Cdc42 but not Rho (Caron and Hall, 1998).

In the mid 1950s, Burrows and Bacon (1956) conducted studies demon-
strating that virulent strains of Y. pestis resisted engulfment by professional
phagocytes. Rosqvist and co-workers (1988, 1990) confirmed and extended
these studies using Y. pseudotuberculosis. It was clearly demonstrated that
the ability to block phagocytosis was linked to the expression of the virulence
plasmid and that the effectors were the plasmid encoded determinants YopH
and YopE. In contrast, strains not expressing YopH or YopE were avirulent
in mice (Straley and Bowmer, 1986; Bölin and Wolf-Watz, 1988; Forsberg
and Wolf-Watz, 1988), underscoring the coupling between virulence and the
ability to prevent phagocytosis. Today we also know that antiphagocytosis by
Yersinia involves blocking of the uptake of the bacteria via various phagocytic
receptors (e.g., Fc receptors and integrin receptors) by both macrophages
and granulocytes (Fällman et al., 1995; Visser et al., 1995; Ruckdeschel et al.,
1996). Hence, the pathogen can overcome opsonisation by both complement
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and IgG, two important host defence molecules that are abundant in lym-
phoid tissue. Moreover, pathogenic Yersinia circumvent phagocytosis by
interfering with both tyrosine kinase and GTPase signalling of host cells
through the actions of YopH and YopE.

Phagocytic uptake by professional phagocytes is a rapid process that is
activated immediately as the bacterium interacts with receptors on the phago-
cyte surface. From this, it follows that the mechanisms used by a microbe to
block phagocytosis must be utilised very rapidly. It should be kept in mind
that the effectors have to be translocated from the extracellularly located bac-
terium into the interior of the host cell to perform their tasks. In line with
this, studies done on the role of the Yersinia effectors implies that at least
YopH exerts a nearly instantaneous effect on immediate early signalling in
phagocytes (Andersson et al., 1999). YopH has been found to impede β1-
integrin-mediated elevations in the intracellular concentration of free Ca2+

in human neutrophils (Andersson et al., 1999). That Ca2+-signal is triggered
at almost the same moment that Yersinia binds to the surface of the cell.
Thus, the ability to block such a rapid signal requires a strategy that ensures
that the site of action is reached instantaneously.

Although Yersinia is generally assumed as the paradigm concerning an-
tiphagocytosis, other pathogens have been suggested to exhibit the ability to
block phagocytosis by interfering with intracellular signalling of phagocytes.
These are P. aeruginosa, EPEC, and Helicobacter pylori. The latter does not,
however, use the type III secretion machinery, instead it appears to involve
type IV secretion components (Ramaro et al., 2000). Although phagocytic
blocking by EPEC appears to require a functional type III secretion machin-
ery, the specific mechanism behind it is different from that of Yersinia in that
the onset of the blocking effect is less rapid (Andersson et al., 1999; Goosney
et al., 1999). As mentioned above, P. aeruginosa appears to use a mechanism
that is to some extent analogous to Yersinia comprising a homologous type
III apparatus mediating injection of effectors, ExoS and ExoT. These exoen-
zymes display similarities with YopE, and like YopE they prevent uptake by
different types of cells includingphagocytes (Yahr et al., 1997; Frithz-Lindsten
1998; Sawa et al., 1999; Cowell et al., 2000; Garrity-Ryan et al., 2000).

7.6 SUBVERSION OF HOST CELL TYROSINE KINASE SIGNALLING

7.6.1 The Yersinia effector YopH

In 1990, Guan and Dixon (1990) performed a database search for pro-
teins sharing sequence identity with the human protein tyrosine phosphatase
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(PTPase) PTP1 and identified YopH as one homologue. Further characteri-
sation and structural analysis of YopH revealed that this bacterial virulence
effector shared considerable homology with eukaryotic PTPases and was by
far the most active PTPase identified (Guan and Dixon, 1990; Zhang et al.,
1992; Denu et al., 1996; Tonks and Neel, 1996). Accordingly, because ty-
rosine kinases/phosphatases were known as important players in receptor-
mediated changes of the cytoskeleton, it was generally assumed that Yersinia,
when blocking its own phagocytosis via YopH, subverted tyrosine kinase
signalling of importance for the process. Furthermore, because phagocyto-
sis is initiated almost immediately upon binding of a bacterium to the cell
surface, YopH was expected to have a very rapid effect. Experiments de-
signed to verify these assumptions showed that YopH indeed interrupted a
very early, infection-induced, phosphotyrosine signal and that a phosphoty-
rosine protein of approximately 120–125 kD was the primary target of YopH
in macrophages (Andersson et al., 1996). The YopH-mediated resistance of
Yersinia uptake is however not restricted to phagocytes. In HeLa cells, the
invasin-promoted uptake is blocked by YopH, which also in this case acts by
interrupting phosphotyrosine signalling induced by bacterial binding to the
β1-integrin receptor (Persson et al., 1997). In studies investigating molecular
targets of YopH, a so-called “substrate trapping” method was used, in which
YopH-interacting proteins were co-precipitated with a point-mutated inactive
variant of YopH from lysates of infected cells (Bliska et al., 1992). A highly
tyrosine-phosphorylated form of p130 Crk-associated substrate (Cas) was
found as a common substrate of YopH in both macrophages and HeLa cells
(Black and Bliska, 1997; Persson et al., 1997; Hamid et al., 1999). However,
Cas did not constitute the only or major substrate for YopH in macrophages;
another protein, namely Fyn-binding protein (FYB) appeared as the primary
substrate in these cells (da Silva et al., 1997a, 1997b; Hamid et al., 1999).
Both Cas and FYB are known to participate in signal transduction from the
β1-integrin receptor to the cytoskeleton (Hunter et al., 2000; O’Neill et al.,
2000), but whether this signalling concerns phagocytic uptake remains to be
clarified. It is however clear that the effects exerted by YopH on these pro-
teins are very rapid: the invasin-stimulated phosphotyrosine signal is blocked
within one minute of infection (Andersson et al., 1996), and the association
of YopH with its substrates can be detected after only two minutes (Persson
et al., 1997). Thus, by interfering with these host cell molecules the signal
transduction from the integrin receptor is effectively down-regulated.

Other host cell proteins, such as paxillin and focal adhesionkinase (FAK–
only in HeLa cells), have been implicated as YopH substrates (Andersson
et al., 1996; Persson et al., 1997; Black et al., 1998). Paxillin is rapidly
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å.
fo

rs
be

rg
,r

.r
o

sq
vi

st
,a

n
d

m
.f

äl
lm

an

dephosphorylated in cells infected with strains expressing YopH and inHeLa
cells, FAK was identified together with Cas in the YopH substrate trap assay.
However, in contrast to Cas and FYB, a direct interaction of paxillin with
YopH has only been seen in vitro, and FAK does not interact directly with
YopH (Black et al., 1998; De Leuil and Fällman unpublished). FAK can bind
to the SH3 domain of Cas via its proline rich domain (Polte andHanks, 1995),
and this could explain the detection of FAK in YopH immuno-precipitates.
Like Cas, both FAK and paxillin are found in cell adhesion structures, such as
focal adhesions. These cellular structures are rapidly destroyed byYopHupon
infection of cultured cells (Black andBliska, 1997; Persson et al., 1997). This is
seen as a rounding up and subsequent detachment of infected cells, denoted
YopH-mediated cytotoxicity, which is distinct from the well-characterised
YopE-mediated cytotoxicity (discussed below and Fig. 7.2).

7.6.2 Role of the YopH targets in normal cell function

Cas and FAK share many features indicative of function in a common
signalling pathway: (i) they interact with each other, (ii) are tyrosine phos-
phorylated upon clustering of β1-integrins, and (iii) are found within focal
complex structures, where they function as docking proteins in recruitment
of signalling molecules. There are many indications that Cas and FAK are
involved in receptor-mediated regulation of the actin cytoskeleton. Both pro-
teins promote migration when overexpressed in cells (Cary et al., 1996, 1998;
Klemke et al., 1998), and results from gene-disruption studies in mice indi-
cated that they are essential for survival and are involved in actin-associated
cell adhesion events (Ilic et al., 1995, 1996; Honda et al., 1998, 1999). FAK-/-
cells exhibited reduced motility because of impaired turnover of focal adhe-
sions. Cas-/- cells exhibited impaired stress fibre formation as a result of
disturbed cytoskeletal organisation at sites of actin anchoring. Hence, the
involvement in these cytoskeletal and adhesion-associated adhesion events
makes both FAK and Cas potential regulators of bacterial uptake and thereby
suitable targets for an antiphagocytic bacterial virulence effector. Support for
this came from studies in which cells were infected withYersinia strains lack-
ing YopH. In this case, the bacterial infection stimulated invasin-dependent
tyrosine phosphorylation of both Cas and FAK, and these proteins were also
recruited to focal complex structures lining the edges of the cell (Persson et al.,
1997). These events take part close to where the bacteria initially bind. There-
fore, it likely that in the absence of YopH, infection-induced phosphorylated
forms of Cas and FAK associate to focal complex structures and participate
in the β1-integrin-mediated uptake of the interacting bacterium. However,
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Figure 7.2. YopH and YopE have distinct effects on host cell cytoskeleton. Confocal

images of HeLa cells, not infected, or infected with a Yersiniamultiple yopmutant strain

expressing either YopH or YopE, or infected with Yersinia wt. YopE fragments the F-actin

cytoskeleton whereas YopH affects the integrity of focal adhesions and associated stress

fibers. The combined effect is seen with the Yersinia wt strain (NB. this strain translocates

less amount of the effectors compared to the multiple mutant strain). Cellular F-actin

was visualized by staining with fluorescein-conjugated phalloidin (green);

vinculin-containing focal adhesions were visualized by indirect immunofluorenscence

(red). The yellow color represents colocalization of microfilaments and vinculin.

Vinculin-containing focal adhesions (arrow heads) and vinculin-containing retraction

fibers (arrows) are shown. All sections were scanned under identical conditions and show

the basolateral side of the cells. Scale bar: 10 µm.

when the roles of FAK and Cas in uptake subsequently were addressed
by utilising the knock-out cells, somewhat divergent results were obtained.
FAK-/- fibroblasts were found to be severely impaired in their ability to me-
diate bacterial uptake, and similar results were obtained when a dominant
negative variant of FAK was overexpressed (Altrutz and Isberg, 1998; McGee
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and Fallman, unpublished). On the other hand, Cas-/- fibroblasts were un-
affected in bacterial uptake, but a reduction was seen when a dominant-
negative variant of Cas was overexpressed (Weidow et al., 2000, McGee and
Fallman, unpublished). This suggests a role for FAK in the uptake process
of these cells, whereas the importance of Cas remains obscure. It is im-
portant to bear in mind that all experiments regarding FAK and Cas were
done in nonprofessional phagocytes. FAK is expressed at very low levels in
macrophages and has not been found as a substrate of YopH in these cells
(Choi et al., 1993; Lin et al., 1994;Hamid et al., 1999). It is possible that profes-
sional phagocytes utilise a somewhat differentmechanism for uptake than do
fibroblasts. Importantly, these cells display a different cytoskeletal organisa-
tionwith fine actin cables rather than stress fibres, and the focal contact struc-
tures are smaller and more dynamic (Gumbiner, 1996). Interestingly, FYB,
which was found as the target substrate of YopH in macrophages, is specifi-
cally expressed in cells of hematopoetic origin (Jücker et al., 1997; da Silva et
al., 1997a). The exact role of FYB in these cells is not known, but its cell type-
specific expression suggests an immunological function. FYB, together with
Cas, constitute specific substrates for the Fes tyrosine kinase inmacrophages
(Jücker et al., 1997), and FYB has been implicated as participating in β1 in-
tegrin signalling, although not as a focal adhesion protein. Interestingly, it
was recently shown that FYB interacts with the actin-binding/regulating pro-
tein VASP (Krause et al., 2000), a finding that links this YopH substrate to
regulation of the actin cytoskeleton in these cells.

7.6.3 Immediate early targeting of focal complex structures
by YopH

The amino acid sequences of PTPases situated outside the catalytic do-
main are thought to be involved in localisation and/or regulation of these
enzymes and thereby contribute to their in vivo substrate specificities (Mauro
and Dixon, 1994). The amino acid sequence in the N-terminal noncatalytic
region of YopH does not have any obvious homology with known proteins.
However, it is known that the seventy most N-terminal amino acids are re-
quired for secretion and translocation of YopH (Sory et al., 1995). Further-
more, it has been demonstrated that the 130 most N-terminal amino acids
contain the binding site for Cas and FYB, although the biological importance
of this interaction still has to be clarified (Black et al., 1998; Montagna et al.,
2001; DeLeuil and Fallman unpublished). In addition, a more central region
is of importance for YopH-mediated effects on host cells. Yersinia expressing
YopH lacking four amino acids within this region fail to block phagocytosis
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by macrophages and HeLa cells, and are no longer virulent in mice (Persson
et al., 1999). This region is distinct from the Cas binding site and no inter-
action partner has been identified so far. This mutation also rendered YopH
unable to localise to peripheral focal complexes in infected cells (Fig. 7.3),
suggesting that these structures are important for the phagocytic process. It
was also established that this region of YopH is required for early effects on
host cells. A Yersinia strain expressing this mutated variant of YopH failed
to block the immediate early Ca2+ response in neutrophils (Persson et al.,
1999). Thus, fully PTPase active YopH that cannot localise to peripheral focal
complex structures fails to block immediate early signalling in the phagocyte
and cannot promote phagocytosis and infection. It is likely that this region
allows YopH entering via the type III translocation apparatus to “hook up to”
active integrin-associated signalling complexes situated beneath the extracel-
lularly located bacteria. By doing so, YopH disarms the signalling complexes
involved in mediating uptake of the very bacterium that targeted the PTPase
into the host cell.

7.7 SptP OF SALMONELLA

When the S. typhimurium chromosomal region SPI-1 was characterised,
an open reading frame encoding a protein sharing homology with both
Yersinia and P. aeruginosa effectors was identified (Kaniga et al., 1996). The
protein was called SptP and consisted of two functional domains. The
C-terminal domain exhibited significant homology with the catalytic domain
of YopH, and the N-terminal part shared similarities with YopE and exoen-
zymes S and T of P. aeruginosa (illustrated in Fig. 7.4). SptP is translocated
into host cells, but the biological role of its PTPase domain is not clear (Fu and
Galán, 1988). It exhibits PTPase activity, but does not dephosphorylate Cas
or disrupt focal adhesion structures of cells, and neither does it mediate an
antiphagocytic effect (Kaniga et al., 1996; Fu and Galán, 1998). As discussed
above, the substrate specificity of PTPases are likely to be influenced by se-
quences outside their catalytic domains, which mediate their interactions
with other proteins and subcellular localisations. Accordingly, SptP with its
N-terminal GAP-domain (discussed below) and YopHwith its focal adhesion
localisation have different subcellular distributions (Black and Bliska, 1997;
Persson et al., 1997; Fu and Galán, 1998). Structural analyses of SptP showed
that the PTPase region was different from YopH with respect to shape and
charge distribution. The homology with YopH spanned the active site and the
hydrophobic core, whereas amino acids responsible for the surface properties
were different (Stebbins and Galán, 2000). Therefore, it is not surprising that



144©

å.
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Figure 7.3. YopH contains an inherent sequence that mediates localisation to host cell

peripheral focal complex structures. Confocal images of HeLa cells infected with a

Yersiniamultiple yopmutant strain expressing the PTPase inactive YopHC403A (A) or an

in frame deletion mutant thereof, YopHC403A
223–226 (B) (region of importance for

localisation to focal complex structures). Arrowheads indicate representative focal

complexes where YopH and vinculin colocalise (yellow). NB: some bacteria are stained by

the YopH antiserum. All sections were scanned under identical conditions and shows the

basolateral side of cells. Scale bar: 5 µm.
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Figure 7.4. Bacterial effectors with PTPase and GAP activities. Schematic illustrations of

YopH (Yersinia), SptP (Salmonella), YopE (Yersinia), ExoS, and ExoT (P. aeruginosa), which

represent homologous type III translocated effector proteins exhibiting PTPase and/or

GAP activities. The dark grey boxes indicate homologous regions encoding PTPase

domains, whereas light grey boxes indicate homologous regions encoding GAP domains.

The position of residues essential for activity and which include cysteine in the PTPase

domains, arginine in the GAP domains and others important for ADP ribosylation are

indicated.

the PTPases of Salmonella and Yersinia have different substrate specificities
and thereby distinct effects on host cells.

7.8 INTERFERENCE WITH HOST CELL GTPases

The small GTP-binding proteins of the Rho subfamily, Rho, Rac, and
Cdc42, play important roles in various cellular events including actin cy-
toskeleton rearrangements, membrane trafficking, transcriptional regula-
tion, and cell growth control (Hall, 1998; Van Aelst and D’Souza-Schorey,
1997). A number of bacterial pathogens have evolved toxins that specifically
targets and covalently modify the Rho GTPases resulting in either activation
or inactivation (Aktories, 1997; Aktories et al., 2000). There are also several
bacterial effectors that instead are potent regulators of the GTPases, acting
as GAP or GEF proteins (see also above).

7.8.1 Yersinia effectors interfering with Rho GTPases

The type III secretion system of Yersinia is known to translocate six
Yop effector proteins into host target cells. Of these, YpkA, YopT, and YopE
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target host proteins of the Rho-GTPase family. Thus, potentially all these
effectors could be involved in preventing phagocytosis, but this has been
clearly established only for YopE (see below).

YpkA is a serine/threonine kinase with sequence similarity to eukaryotic
kinases (Galyov et al., 1993). Strains mutated for ypkA are avirulent in the
mouse infection model (Galyov et al., 1994). YpkA is targeted into infected
cells via the type III system and localises to the host cell plasma membrane
(Håkansson et al., 1996a). Interestingly, YpkA was recently shown to bind
RhoA andRac1 and cause disruption of the host cell cytoskeleton (Håkansson
et al., 1996a; Barz et al., 2000; Dukuzumuremyi et al., 2000; Juris et al., 2000).
However, the effect of YpkA occurs relatively late and despite the effect on
the host cell cytoskeleton, no anti-phagocytic effect has been reported.

YopT is targeted into host cells by Y. enterocolitica and its effect is similar
to that of YopE, i.e., disruption of actin microfilaments (see below; Iriarte
and Cornelis, 1998). YopT modifies RhoA causing its redistribution, which
is associated with disruption of stress fibres (Zumbihl et al., 1999). No stud-
ies have yet been undertaken to elucidate if YopT, similar to YopE, is in-
volved in blocking uptake. In a mouse infection model, a yopT mutant of Y.
enterocolitica was unaffected in the ability to colonise the Peyer’s patches of
orally infected mice (Iriarte and Cornelis, 1998). Not all strains of Y. pseudo-
tuberculosis express YopT and the strains lacking YopT are still fully virulent
in the systemic mouse infection model (Forsberg and Cherepanov, unpub-
lished results). Therefore, the role of YopT in Yersinia infections remains to
be established.

7.8.2 The Yersinia effector YopE

YopE was one of the first secreted virulence plasmid-encoded proteins of
Yersinia that was proven essential for virulence in the systemic mouse infec-
tion model (Straley and Bowmer, 1986; Forsberg and Wolf-Watz, 1988). The
previously recognised virulence plasmid encoded cytotoxic effect of Yersinia
on eukaryotic cells (Rosqvist and Wolf-Watz, 1986; Goguen et al., 1986) was
later shown to be mediated by YopE (Rosqvist et al., 1990). Work by Rosqvist
et al. (1991) established that delivery of purified YopE into HeLa cells via
microinjection could reproduce the effect of bacterial infection of cultured
cells. This made it clear that the target for YopE was intracellular. However,
the challenge at the time was to elucidate how YopE was targeted into the
cell. Addition of purified secreted proteins had no effect on cell morphology,
which made it unlikely that YopE was delivered via a similar mechanism as
other bacterial toxins. One important observation was that a strain mutated
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for one of the secreted proteins, YopD, did not induce a cytotoxic response
on infected HeLa cells even though YopE secretion was unaffected (Rosqvist
et al., 1991). In subsequent work, YopE delivery into infected cells was shown
to be mediated by adhering extracellular bacteria involving at least three of
the secreted proteins, YopB, YopD, and LcrV (Rosqvist et al., 1994; Sory and
Cornelis, 1994; Boland et al., 1996; Håkansson et al., 1996b; Pettersson et al.,
1999).

As YopEwas responsible for the effect on cellmorphology (cell rounding)
it seemed plausible that YopE would have a major effect on phagocytosis.
However, when yopE mutants were tested in a macrophage phagocytosis
assay, only a minor effect was observed (Rosqvist et al., 1990). The effect
on phagocytosis was much more dramatic when yopHmutants were tested.
Interestingly, when a double yopE/yopH mutant was analysed, a synergistic
effect on uptake was obvious, indicating that YopE and YopH acted in concert
to block phagocytosis. As discussed earlier in this chapter, phagocytosis is a
rapid process that is initiated immediately upon contact between pathogen
and phagocyte. Therefore, to block uptake, the action of YopE/YopHmust be
both rapid and specific. This suggests that a pool of YopE/YopH is present
before contact with the phagocytic cell and ready to be rapidly delivered into
the host cell upon binding. In vitro, removal of Ca2+ mimics cell contact
and YopE is rapidly secreted immediately after shifting the bacteria from
secretion-inhibiting (+Ca2+) to secretion-permissive conditions (no Ca2+).
This rapid secretion of YopE was dependent on the cognate chaperone YerA
(SycE), but independent of de novo protein synthesis (Lloyd et al., 2001). The
amount of translocated YopE in the absence of de novo protein synthesis was
also sufficient to induce a cytotoxic effect on target cells (Lloyd et al., 2001).
Thus, there appears to be a pool of Yop proteins in noninduced bacteria that
is ready for translocation immediately upon contact with the phagocytic cell.

When the effect on cellmorphologywas studied inmore detail, YopEwas
found to mediate disruption of the host cell actin microfilaments (Rosqvist
et al., 1991). However, there was no direct effect on actin polymerisation
in vitro and YopE did not have any effect on Ca2+ or cyclic AMP levels in
the cell (Rosqvist et al., 1991). Rather, this suggested that YopE targeted
factors involved in regulating the actin cytoskeleton. This was later confirmed
when it was shown that YopE acts as a GAP for Rho GTPases (von Pawel-
Rammingen et al., 2000; Black and Bliska, 2000). The GAP activity of YopE
was shown to be essential for its effect on: (i) the actin cytoskeleton, (ii) uptake
of Y. pseudotuberculosis in infected HeLa cells, and (iii) virulence in mice
(von Pawel-Rammingen et al., 2000; Black and Bliska, 2000). Experiments
usingHeLa cells transfectedwith constitutively active RhoAorRac1 indicated
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that down-regulation of RhoA by YopE is important for disruption of actin
filaments. On the other hand, YopE-mediated down-regulation of Rac1, but
not RhoA, is important for blockage of bacterial uptake intoHeLa cells (Black
and Bliska, 2000). Therefore, the immediate effect of the YopE GAP-activity
(in concert with YopH) results in blockage of phagocytosis while the changed
morphology (disruption of actinmicrofilaments) occurs only after prolonged
exposure of the cell to YopE.

7.8.3 The Pseudomonas aeruginosa effectors Exoenzyme
S and T

ExoSwas one of the first recognised secreted exoenzymes ofP. aeruginosa
with ADP-ribosylating activity in vitro. It was shown tomodify several eukary-
otic proteins, in particular small GTP binding proteins (Coburn et al., 1989;
Coburn and Gill, 1991) and required an intracellular eukaryotic host protein
for ADP-ribosyltranferase activity in vitro, identified as factor activating ex-
oenzyme S (FAS) (Coburn et al., 1991). FAS was subsequently shown to be
a member of the 14-3-3 family of proteins (Fu et al., 1993), which are known
to activate eukaryotic signalling molecules (Fu et al., 2000). It was also clear
that ExoS did not have the typical features of the two-subunit or two-domain
toxins such as exotoxin A. Exotoxin A is another ADP-ribosyltransferase se-
creted byP. aeruginosa, which is targeted into host cell via a receptor-mediated
mechanism (Kounnas et al., 1992). The intracellular targeting of ExoS was
subsequently shown to bemediated by a contact-dependent type III secretion
mechanism (Frithz-Lindsten et al., 1997; Frank, 1997; Sawa et al., 1999). Di-
rect proof for intracellular delivery of ExoS via a type III secretionmechanism
came from work where ExoS was expressed in the heterologous host Y. pseu-
dotuberculosis. In a similar way to the Yop effectors, ExoS was targeted into
infected cells by the type III secretion system of Yersinia. Interestingly, ExoS
elicited a cytotoxic response involving disruption of host cell actin microfila-
ments. This effect was similar to that induced by YopE but it wasmore drastic
and had a significant effect on host cell viability (Frithz-Lindsten et al., 1997).
Theobserved similarity in thebiological effect of ExoSandYopEwasnotunex-
pected as the N-terminal section of ExoS is homologous to YopE, whereas the
C-terminal domain that contains the active site for the ADP-ribosylating ac-
tivity is unique for ExoS (illustrated in Fig. 7.4; Yahr et al., 1995). Intracellular
delivery of ExoS was also found to prevent uptake of Yersinia bymacrophages
at a level comparable to YopE (Frithz-Lindsten et al., 1997). The glutamic
acid residue in position 381 is essential for the ADP-ribosyltransferase ac-
tivity of ExoS and replacement of this amino acid with alanine resulted in
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a more than 2000-fold reduction of enzymatic activity. However, delivery of
ExoS-E381 still elicited a cytotoxic response involving disruption of actin mi-
crofilaments (Frithz-Lindsten et al., 1997). The enzymatically inactive form
of ExoS also promoted a certain level of phagocytosis blockage, albeit at a
somewhat lower level compared to wild-type ExoS. This suggested that ExoS
is a bifunctional proteinwith anN-terminal domainwith an activity similar to
that of YopE and a C-terminal domain with ADP-ribosylating activity, which
also affects cell viability.

The bifunctional property of ExoS was confirmed in studies where the
N-terminal and C-terminal domains of ExoS were expressed in CHO cells.
Expression of the C-terminal 222 amino acids of ExoS in CHO cells induced
a cytotoxic response (cell rounding) and down-regulation of protein synthe-
sis and cell death (Pederson and Barbieri, 1998). This effect was only seen
for ExoS derivatives with ADP-ribosyltransferase activity. The effect on cell
viability of ExoS on host cells is likely the result of inactivation of Ras via
ADP-ribosylation (McGuffie et al., 1998; Vincent et al., 1999; Henriksson
et al., 2000). ExoS has been shown to interfere with Ras-mediated signal
transduction pathways, which in turn has the potential to affect multiple
signalling pathways involved in survival and proliferation as well as the cy-
toskeleton. The fact that targeting of a derivative of ExoS with essentially no
ADP-ribosyl transferase activity still induced disruption of actin microfila-
ments strongly argued that ExoS had two distinct activities (Frithz-Lindsten
et al., 1997). Indeed, expression of the N-terminal 234 amino acids of ExoS
in CHO cells, or bacterial delivery of the ExoS N-terminal, caused disruption
of actin microfilaments (Pederson et al., 1999; Henriksson et al., 2000). In
a similar manner to the homologous proteins, YopE and SptP, the ExoS N-
terminal domain was shown to be a GAP for Rho GTPases (Goerhing et al.,
1999). Support for the idea that Rho GTPases are targets of the ExoS GAP ac-
tivity came from work showing that disruption of actin microfilaments could
be blocked by theE. coli cytotoxic necrotizing factor 1 (CNF-1) (Pederson et al.,
1999). The CNF-1 toxin specifically activates Rho GTPases via a deamidation
of a glutamine residue (Schmidt et al., 1997) and it is possible that the GAP
activity of ExoS is unable to inactivate the CNF-1 activated form of Rho.

ExoT was originally described as an enzymatically less active form of
ExoS, as the proteins were antigenically highly related. However, it was sub-
sequently shown that ExoT was encoded by a separate gene and the two
proteins showed an overall homology of 76% identity at the amino acid level
(Yahr et al., 1996). Despite the high level of homology, ExoT only displays
about 1% ADP-ribosyltransferase activity on Ras in vitro compared to ExoS
(Lui et al., 1997). ExoT appears to be present in most clinical strains (Fleiszig
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Figure 7.5. Effect of Exoenzyme T on cell morphology. HeLa cells were infected with Y.

pseudotuberculosis expressing different forms of ExoT of P. aeruginosa. (A) wt ExoT. (B)

GAP negative ExoT (R146K). (C) ADP-ribosyltransferase negative ExoT (E385A). (D)

GAP/ADP-ribosyltransferase negative ExoT (R146K/E385A). The enzymatically inactive

form of ExoT (D) has no effect on cell morphology, whereas the wt (A) and the

ADP-ribosyltransferase negative form (C; has only GAP activity) has a similar effect on

cell morphology as YopE, i.e., the cells round up but do not detach from the surface. The

GAP-negative form of ExoT (B) shows a more profound effect on cell morphology, which

suggests that ExoT targets a yet unidentified protein that is involved in regulating actin

microfilaments in host cells.

et al., 1997; Sundin et al., 2001), which suggests that this exoenzyme has an
important role in human infections. Similar to ExoS, intracellular targeting of
ExoT results in a rounded cell morphology (Fig. 7.5), albeit less pronounced
than for ExoS (Vallis et al., 1999; Garrity-Ryan et al., 2000; Sundin et al., 2001).
In addition, similarly to the related proteins ExoS and YopE, expression of
ExoT has been noted to inhibit uptake by corneal cells (Cowell et al., 2000)
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as well as epithelial cells and phagocytes (Garrity-Ryan et al., 2000). The
N-terminal region of ExoT is homologous to ExoS, YopE, and SptP (Fig. 7.4),
and it was recently shown that ExoT also exhibits GAP activity on Rho pro-
teins (Krall et al., 2000; Garrity-Ryan et al., 2000; Sundin et al., 2001). The
ExoT GAP activity is important for disruption of actin microfilaments as
well as for the antiphagocytic effect (Garrity-Ryan et al., 2000). In contrast
to ExoS, ExoT has no major effect on cell viability and does not modify Ras
in vivo (Sundin et al., 2001). From this one could expect that the main bio-
logical activity of ExoT is the GAP activity on Rho GTPases and that the low
level of ADP-ribosyltransferase activity does not have any significant biolog-
ical role in vivo. However, it was recently shown that a GAP-negative variant
of ExoT still induced a cytotoxic response on cells (Fig. 7.5; Sundin et al.,
2001). This argues that in vivo there is an as yet unrecognised target for the
ADP-ribosylating activity of ExoT. It is, however, not known if this activity
is involved in blocking uptake. Some strains of P. aeruginosa are invasive in
cell infection models whereas other strains are noninvasive but cytotoxic to
cells. For both invasive and noninvasive strains, the biological effect of ExoT
prevents uptake (Cowell et al., 2000; Garrity-Ryan et al., 2000; Sundin et al.,
2001). A recent study by Kazmierczak et al. (2001) demonstrated that up-
take of P. aeruginosa by epithelial cells correlates with an increase in RhoGTP
levels, and expression of a constitutively active form of RhoA increased the in-
ternalisation of the bacteria. In contrast, no increased uptake was seen when
constitutively active forms of Rac1 and Cdc42 were expressed. This suggests
that RhoA is important for uptake of P. aeruginosa by epithelial cells and that
blocking of uptake is caused by the GAP activity of ExoT.

7.8.4 SptP of Salmonella

SptP, the bifunctional effector of S. typhimurium, is also targeted into
host cells via a type III secretion mechanism. The N-terminal region of SptP
shows homology to YopE and the amino terminal domains of ExoS and ExoT
(Fig. 7.4). SptP was the first of these proteins that was shown to inactivate
Rho GTPases by acting as a GAP protein (Fu and Galán, 1999).∗ Even though
S. typhimurium translocates SptP with its GAP activity into host cells, the
overall biological effect of the type III secretion system encoded by SPI-1
is to promote uptake and invasion rather than blocking uptake. Salmonella
triggers the activation of Cdc42 and Rac by injecting SopE and SopB through
the SPI-1 encoded type III secretion system. SopE acts as a potent exchange

∗ The three-dimensional structures of ExoS, SptP, and YopE are shown in Fig. 7.6.
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Structure and specificity of the bacterial GAP proteins

A B

Figure 7.6. Structure of bacterial GAP proteins. (A) The three-dimensional structures

of ExoS (yellow), SptP (red), and the calculated structure of YopE (blue), superimposed

on top of each other. The N-terminal part of the respective protein is located to the left

in the image. The arginine-finger extends out to the left in the middle of the protein

structure. (B) Ribbon diagram of modeled YopE in complex with Rac. Rac1 is shown

in blue-green and YopE in red-yellow. The main building block of the GAP proteins is

a right-handed anti-parallel four-helix bundle with a characteristic up-down-up-down

topology. Two characteristic bulges (I and II) and the neighbouring helices encompass

the two most conserved regions of the bacterial GAPs (Stebbins and Galán, 2000;

Wurtele et al., 2001).

The crystal structure of a complex between Rac and the GAP domain of
SptP and ExoS, respectively, was recently published (Stebbins and Galán,
2000; Würtele et al., 2001). This work established that the amino acid se-
quence and tertiary fold of ExoS and SptP and their interactions with Rho
proteins are different compared to that of eukaryotic RhoGAPs (Scheffzek
et al., 1998). This implies that bacterial and eukaryotic RhoGAPs have
evolved through convergent evolution. Since YopE shows high degree of
similarity to the GAP domains of SptP (33% identity, 44% similarity) and
ExoS (27% identity, 53% similarity), the three-dimensional structure of
YopE can bemodelled. By the use of the SWISS-model program (Peitsch,
1995; Guex and Peitsch, 1997; Guex et al., 1999) and the x-ray co-ordinate
files of SptP and ExoS a three dimensional structure of YopE was created
and superimposed on the SptP andExoS structures. The overall structures
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of the three GAP proteins are very similar. Themain building block of the
GAP proteins is a right-handed antiparallel four-helix bundle with a char-
acteristic up-down-up-down topology. Two characteristic bulges (loops)
and the neighbouring helices encompass the twomost conserved regions
of the bacterial GAPs. The three bacterial GAPs, YopE, ExoS, and SptP,
have different substrate specificities in vitro. YopE and ExoS show similar
activities for Rho, Rac, andCdc42, while SptP is equally activity onRac and
Cdc42 but have a 1000-fold lower activity on Rho (Fu and Galán, 1999;
Goerhing et al., 1999; Black and Bliska, 2000; von Pawel-Rammingen
et al., 2000). This difference in substrate specificity may be explained by
that the threeGAPs have diverged in several elements involved in binding
to the RhoGTPases.

factor (Hardt et al., 1998) and SopB is an inositol polyphosphate phosphatase
(Norris et al., 1998; Zhou et al., 2001). The delivery of SopE and SopB into
epithelial cells induces membrane ruffling leading to internalisation of the
bacteria. The cellular responses stimulated by Salmonella are short-lived, and
immediately after bacterial entry, the cells regain normal architecture. It has
been suggested that the SptP GAP activity is involved in turning off the early
activation of the Rho GTPases and thereby normalising the cytoskeleton of
the infected cell (Fu andGalán, 1999). The activities of the effector proteins of
S. typhimurium are probably related to how the effector proteins are delivered
by the SPI-1 encoded type III secretion system. It is likely that the effectors are
delivered in a specific order where the proteins that activate the Rho GTPases
are delivered before SptP.

7.9 CONCLUSIONS

Pathogenic Yersinia species and P. aeruginosa target specific virulence
effectors into host cells to prevent uptake. This mechanism is part of an es-
sential virulencemechanism for these pathogens, which strongly contributes
to their resistance to phagocytosis and extracellular replication during infec-
tion. In order to prevent uptake by host cells, these pathogens have evolved
a strategy where key molecules, which control uptake of bacteria, are tar-
geted by virulence effectors. YopH targets host cell signalling at the level
of tyrosine phosphorylation, a key signal used by eukaryotic cells to acti-
vate/deactivate proteins in signal transduction. YopE and ExoS/T instead
target host cell GTPases that have important roles in regulating the host cell
cytoskeleton. These effector proteins modulate the activity of the GTPases
by modifications or by acting as GAP proteins to inactivate the GTPases.
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The examples from type III systems of different pathogens also demonstrate
that not only the biological activity of the delivered proteins is important;
the timing of the delivery of effector proteins is also essential. Apparently,
the type III secretion systems of Yersinia and P. aeruginosa have evolved to
optimise rapid delivery of effector proteins. Phagocytosis is a rapid process
and this requires that the delivery of blocking effectors occurs instantly after
bacterial-cell contact. This is most likely achieved by a mechanism involving
accessory proteins such as chaperones and TyeA, which are specifically re-
quired for delivery of the effector proteins involved in preventing uptake of
these pathogens.
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å.
fo

rs
be

rg
,r

.r
o

sq
vi

st
,a

n
d

m
.f

äl
lm

an

Boyd, A.P., Lambermont, I., and Cornelis, G.R. (2000). Competition between the

Yops ofYersinia enterocolitica for delivery into eukaryotic cells: role of the SycE

chaperone binding domain of YopE. Journal of Bacteriology 182, 4811–4821.

Burrows, T. and Bacon, G. (1956). The basis of virulence in Pasteurella pestis: an

antigen determining virulence. British Journal of Experimental Pathology 37,

481–493.

Caron, E. andHall, A. (1998). Identification of two distinctmechanisms of phago-

cytosis controlled by different Rho GTPases. Science 282, 1717–1721.

Cary, L., Chang, J., and Guan, J. (1996). Stimulation of cell migration by over-

expression of focal adhesion kinase and its association with Src and Fyn.

Journal of Cell Science 109, 1787–1794.

Cary, L., Han, D., Polte, T., Hanks, S., and Guan, J. (1998). Identification of

p130Cas as a mediator of focal adhesion kinase-promoted cell migration.

Journal of Cell Biology 140, 211–221.

Cheng, L.W., Anderson, D.M., and Schneewind, O. (1997). Two independent

type III secretion mechanisms for YopE in Yersinia enterocolitica. Molecular

Microbiology 24, 757–765.

Chimini, G. and Chavrier, P. (2000). Function of Rho family proteins in actin

dynamics during phagocytosis and engulfment.Nature Cell Biology 2, E191–

E196.

Choi, K., Kennedy, M., and Keller, G. (1993). Expression of a gene encoding

a unique protein-tyrosine kinase within specific fetal- and adult-derived

hematopoietic lineages. Proceedings of the National Academy of Sciences USA

90, 5747–5751.

Cirillo, D.M., Valdivia, R.H., Monack, D.M., and Falkow, S. (1998). Macrophage-

dependent induction of the Salmonella pathogenicity island 2 type III secre-

tion system and its role in intracellular survival. Molecular Microbiology 30,

175–188.

Clark, M., Hirst, B., and Jepson, M. (1998). M-cell surface beta1 integrin expres-

sion and invasin-mediated targeting ofYersinia pseudotuberculosis tomouse

Peyer’s patch M cells. Infection and Immunity 66, 1237–1243.

Coburn, J.,Wyatt,R.T., Iglewski,B.H., andGill,D.M. (1989). SeveralGTP-binding

proteins including p21ras are preferred substrates of Pseudomonas aeruginosa

exoenzyme S. Journal of Biological Chemistry 264, 9004–9008.

Coburn, J. and Gill, D.M. (1991). ADP-ribosylation of p21ras and related proteins

by Pseudomonas aeruginosa exoenzyme S. Infection and Immunity 59, 4259–

4262.

Coburn, J., Kane, A.V., Feig, L., and Gill, D.M. (1991). Pseudomonas aeruginosa ex-

oenzyme S requires a eukaryotic protein for ADP-ribosyltransferase activity.

Journal of Biological Chemistry 266, 6438–6446.



157©

type
iii

secretio
n

an
d

resistan
ce

to
ph

ag
o

cyto
sis

Cowell, B.A., Chen, D.Y., Frank, D.W., Vallis, A.J., and Fleiszig, S.M. (2000). ExoT

of cytotoxic Pseudomonas aeruginosa prevents uptake by corneal epithelial

cells. Infection and Immunity 68, 403–406.

Cunningham, M.W. (2000). Pathogenesis of group A streptococcal infections.

Clinical Microbiology Review 13, 470–511.

da Silva, A., Rosenfield, J.,Mueller, I., Bouton, A.,Hirai,H., andRudd, C. (1997a).

Biochemical analysis of p120/130: a protein-tyrosine kinase substrate re-

stricted to T and myeloid cells. Journal of Immunology 158, 2007–2016.

da Silva, A., Li, Z., deVera, C., Canto, E., Findell, P., andRudd,C. (1997b). Cloning

of a novel T-cell protein FYB that binds FYN and SH2-domain-containing

leukocyte protein 76 and modulates interleukin 2 production. Proceedings of

the National Academy of Sciences USA 94, 7493–7498.

Dacheux, D., Attree, I., Schneider, C., and Toussaint, B. (1999). Cell death of hu-

man polymorphonuclear neutrophils induced by a Pseudomonas aeruginosa

cystic fibrosis isolate requires a functional type III secretion system. Infection

and Immunity 67, 6164–6167.

Dacheux, D., Toussaint, B., Richard, M., Brochier, G., Croize, J., and Attree,

I. (2000). Pseudomonas aeruginosa cystic fibrosis isolates induce rapid,

type III secretion-dependent, but ExoU-independent, oncosis of macro-

phages and polymorphonuclear neutrophils. Infection and Immunity 68,

2916–2924.

Dacheux, D., Attree, I., and Toussaint, B. ( 2001). Expression of ExsA in trans con-

fers type III secretion system-dependent cytotoxicity on noncytotoxic Pseu-

domonas aeruginosa cystic fibrosis isolates. Infection and Immunity 69, 538–

542.

Davis, K.J., Fritz, D.L., Pitt, M.L., Welkos, S.L., Worsham, P.L., and Friedlander,

A.M. (1996). Pathology of experimental pneumonic plague produced by

fraction 1-positive and fraction 1-negative Yersinia pestis in African green

monkeys (Cercopithecus aethiops). Archives of Pathology and Laboratory

Medicine 120, 156–163.

Denu, J., Stuckey, J., Saper,M., andDixon, J. (1996). Form and function in protein

dephosphorylation. Cell 87, 361–364.

Drozdov, I.G., Anisimov, A.P., Samoilova, S.V., Yezhov, I.N., Yeremin, S.A.,

Karlyshev, A.V., Krasilnikova, V.M., and Kravchenko, V.I. (1995). Virulent

non-capsulate Yersinia pestis variants constructed by insertion mutagenesis.

Journal of Medical Microbiology 42, 264–268.

Dukuzumuremyi, J.M., Rosqvist, R., Hallberg, B., Akerstrom, B., Wolf-Watz,

H., and Schesser, K. (2000). The Yersinia protein kinase A is a host factor

inducible RhoA/Rac-binding virulence factor. Journal of Biological Chemistry

275, 35,281–35,290.



158©

å.
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determining component of the Yop effector translocon of Yersinia. Molecular

Microbiology 39, 620–632.

Honda, H., Oda, H., Nakamoto, T., Honda, Z., Sakai, R., Suzuki, T., Saito, T.,

Nakamura, K., Nakao, K., Ishikawa, T., Katsuki, M., Yazaki, Y., and Hirai,

H. (1998). Cardiovascular anomaly, impaired actin bundling and resistance

to Src-induced transformation in mice lacking p130Cas Nature Genetics 19,

361–365.

Honda, H., Nakamoto, T., Sakai, R., and Hirai, H. (1999). p130(Cas), an assem-

bling molecule of actin filaments, promotes cell movement, cell migration,

and cell spreading in fibroblasts. Biochemical Biophysical Research Communi-

cations 262, 25–30.

Hsia,R.-C., Pannekoek,Y., Ingerowski, E., andBavoil, P. (1997). Type III secretion

genes identify a putative virulence locus ofChlamydia.MolecularMicrobiology

25, 351–359.

Hueck, C.J. (1998). Type III protein secretion systems in bacterial pathogens of

animals and plants.Molecular Microbiology Reviews 62, 379–433.



162©

å.
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Rosqvist, R., Håkansson, S., Forsberg, A., and Wolf-Watz, H. (1995). Functional

conservation of the secretion and translocation machinery for virulence

proteins of yersiniae, salmonellae and shigellae. European Molecular Biology

Organisation Journal 14, 4187–4195.

Rossier, O., Wengelnik, K., Hahn, K., and Bonas, U. (1999). The Xanthomonas

type III system secretes proteins from plant and mammalian pathogens.

Proceedings of the National Academy of Sciences USA 96, 9368–9373.



167©

type
iii

secretio
n

an
d

resistan
ce

to
ph

ag
o

cyto
sis

Ruckdeschel, K., Roggenkamp, A., Schubert, S., and Heesemann, J. (1996). Dif-

ferential contribution of Yersinia enterocolitica virulence factors to evasion of

microbicidal action of neutrophils. Infection and Immunity 64, 724–733.

Ruckdeschel, K., Machold, I., Roggenkamp, A., Schubert, S., Pierre, J., Zumbihl,

R., Liautard, J., Heesemann, J., and Rouot, B. (1997). Yersinia enterocolitica

promotes deactivation of macrophage mitogen-activated protein kinases, ex-

tracellular signal-regulated kinase-1/2, p38, and c-Jun NH2-terminal kinase.

Correlation with its inhibitory effect on tumor necrosis factor-alpha produc-

tion. Journal of Biological Chemistry 272, 15,920–15,927.

Sawa, T., Yahr, T.L., Ohara, M., Kurahashi, K., Gropper, M.A., Wiener-Kronish,

J.P., and Frank, D.W. (1999). Active and passive immunization with the

PseudomonasV antigen protects against type III intoxication and lung injury.

Nature Medicine 5, 392–398.

Scheffzek, K., Reza, M., andWittinghofer, A. (1998). GTP-ase activating proteins:

helping hands complement an active site. Trends in Biochemistry 23, 257–

262.

Schesser, K., Frithz-Lindsten, E., andWolf-Watz, H. (1996). Delineation andmu-

tational analysis of theYersinia pseudotuberculosisYopE domainswhichmedi-

ate translocation across bacterial and eukaryotic cellularmembranes. Journal

of Bacteriology 178, 7227–7233.

Schesser, K., Spiik, A.-K., Dukuzumuremyi, J.-M., Neurath, M.F., Pettersson, S.,

andWolf-Watz,H. (1998). The yopJ locus is required forYersinia-mediated in-

hibition of NFκB activation and cytokine expression: YopJ contains a eukary-

otic SH2-like domain that is essential for its repressive activity. Molecular

Microbiology 28, 1067–1079.

Schmidt, G., Sehr, P., Wilm, M., Selzer, J., Mann, M., and Aktories, K. (1997).

Gln-63 of Rho is deamidated by Escherichia coli cytotoxic necrotoxing factor-1.

Nature 387, 725–729.

Scidmore, M.A. and Hackstadt, T. (2001). Mammalian 14-3-3β associates with

theChlamydia trachomatis inclusionmembrane via its interaction with IncG.

Molecular Microbiology 39, 1638–1650.

Simonet, M., Richard, S., and Berche, P. (1990). Electron microscopic evidence

for in vivo extracellular localization of Yersinia pseudotuberculosis harboring

the pYV plasmid. Infection and Immunity 58, 841–845.

Skrzypek, E., Cowan, C., Straley, S.C. (1998). Targeting of theYersinia pestisYopM

protein into HeLa cells and intracellular trafficking to the nucleus.Molecular

Microbiology 30, 1051–1065.

Sory, M.P. and Cornelis, G.R. (1994). Translocation of a hybrid YopE-adenylate

cyclase from Yersinia enterocolitica into HeLa cells.Molecular Microbiology 14,

583–594.



168©

å.
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CHAPTER 8

Bacterial superantigens and immune evasion

John Fraser, Vickery Arcus, Ted Baker, and Thomas Proft

8.1 INTRODUCTION

Vertebrates and microbes live together in a precarious balancing act.
Staphylococcus aureus and Streptococcus pyogenes are Gram-positive commen-
sal bacteria that inhabit the human skin, nose, and upper respiratory tract
(Wannamaker and Schlievert 1988) and for the most part live an unremark-
able, symbiotic existence with humans. Both organisms produce superanti-
gens (SAGs) Table 8.1 that simultaneously bind to the T-cell Receptor (TcR)
and the major histocompatibility class II (MHC-II) antigens – two molecules
central to host immunity – bringing them together to cause profound T-cell
activation (Schlievert, 1993; Marrack and Kappler, 1990; Kotzin et al., 1993;
Fleischer, 1994; Acha Orbea and MacDonald, 1995). Any T cell bearing a
reactive TcR β-chain becomes a target for a SAG and with only sixty-five TcR
β-chain genes resident in the human genome (Rowen et al., 1996), any indi-
vidual SAG stimulates at least 1–2% of peripheral T cells and oftenmore than
this. Superantigen activationproduces toxic levels of the pro-inflammatory cy-
tokines Interleukin (IL)-1β, tumour necrosis factor (TNF)-α, and interleukin-
2 (IL-2) (see Chapter 10 for more details on cytokines), which can lead to the
potentially lethal condition known as toxic shock. SAGs are not limited to S.
aureus and S. pyogenes. Versions of SAGs have also been found in a number
of other organisms and all cross-link TcR and MHC class II to overstimulate
T-lymphocytes.

Although a great deal is known about the structure andmode of action of
the bacterial SAGs, little is known about how they act to enhance the survival
of bacteria and how they might disrupt the host immune responses to other
antigens. With the completion of both the staphylococcal and streptococcal
genomes, one thing is readily apparent – SAGs are a large family ofmicrobial
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virulence factors clustered within pathogenicity islands – a clear indication
of their importance to microbial defense and their similarity in function and
repertoire diversity to the immune system of higher vertebrates. This chapter
provides an overview of the SAG family, their structure function and diverse
mechanisms of the staphylococcal and streptococcal SAG family, and their
role in gram-positive mediated disease including thoughts on their role in
immune evasion.

8.2 FEATURES OF SUPERANTIGENS

8.2.1 Superantigens stimulate T cells via the Vβ-region of TcR

The superantigens (SAGs) of S. aureus and S. pyogenes are single-chain
globular proteins ofmolecularmass 23–28 kD secreted to different extents by
different strains. They represent some of themost potent bioactivemolecules
discovered. Addition of femtomolar amounts of any purified recombinant
SAG to cultured human peripheral blood lymphocytes results in profound
activation and proliferation within three days (Li et al., 1999). Common to all
those T cells proliferating in response to any one SAG is that they share a lim-
ited repertoire of TcRβ-chains. This Vβ conservation is the classic “footprint”
of a superantigen. In contrast, normal peptide antigens stimulate no more
than 0.0001–0.001% of naı̈ve T cells because binding to peptide:MHC com-
plexes requires surface complementarity to the combined TcR α/β-chain
surface generated by the germ-line recombination mechanisms of the T-cell
receptor locus (Davis et al., 1998). If nothing else, the extraordinary potency
of SAGs, equivalent to only a few SAG molecules per MHC class II antigen
presenting cell (APC), highlights the ability of the immune system to recog-
nise and respond to infinitesimally small numbers of antigens. Thus, one of
the key questions about SAGs is what features endow them with the ability
to stimulate so many T cells at such low concentrations?

Both human and mouse T cells respond to SAGs, but human T cells are
significantly more sensitive (Marrack and Kappler, 1990). Some strains of
mice are more responsive to some SAGs than others and certain SAGs do
not stimulatemurine T cells at all. For example, the streptococcal SAG (strep-
tococcal pyrogenic exotoxin C or SPE-C), a potent activator of human T cells,
fails to activate murine T cells from any mouse strain even though it binds
as well to murine I-E molecules as it does to human class II (Li et al., 1997).
SAGs ligate the β-chain side of TcR coded entirely by the β-chain V-region
segment. There is no involvement from either the TcR α-chain or those
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hypervariable regions of the TcR formed from the junction of V-D-J gene
segment recombination (i.e., the CDR3 loop regions of the antigen binding
surface) (Li et al., 1998). The human TcR β-chain gene locus contains approx-
imately sixty-five V-region germ-line segments (Rowen et al., 1996) and each
SAG usually binds more than 1 Vβ domain (Fraser et al., 2000). Mice are dif-
ferent in their responses to SAGs, because certain Vβs have been deleted be-
cause of the expression of endogenous viral SAGs in the thymus (AchaOrbea
andMacDonald, 1995; discussed below). Humans have little bias in their pe-
ripheral TcR Vβ repertoire so that there is little difference in either the extent
or the range of Vβs stimulated between different healthy individuals (Kotzin
et al., 1993). Staphylococcal Enterotoxin A (SEA), for example, stimulates ap-
proximately 20% of human T cells bearing Vβ1, 5.3, 6.6, 6.4, 6.9, 7.4 9.1,
and 23, whereas staphylococcal enterotoxin E (SEE), which differs in amino
acid sequence from SEA by only 20%, stimulates a different but overlapping
group of T-cells bearing Vβ1, 5.1, 6.3, 6.4, 6.9, 7.4, 8.1. Toxic shock syndrome
toxin (TSST), on the other hand, almost exclusively binds human Vβ2 bear-
ing cells. These profiles are the same for different individuals (Hudson et al.,
1993). No one has yet found a SAG that stimulates all peripheral T cells or
one that binds to the Vα domain of the TcR.

8.3 SAGs REQUIRE MHC CLASS II FOR FUNCTION

One feature common to all SAGs, is their dependence on APCs express-
ingMHCclassmolecules. SAGsmust first bind to thedistal regionofMHC-II
before they stimulate T cells and removal of class II expressing APCs from
in vitro culture renders soluble SAGs inactive (Fraser, 1989). However, MHC
class II for most SAGs (there are some exceptions), does not itself contribute
other than to provide a scaffold for the SAG to interact with the TcR alone
(Li et al., 1999). Immobilized SAGs bound to plastic for example, can stim-
ulate the same T cells, albeit at much higher concentrations. In addition,
CD8 T cells are equally as reactive to SAGs as CD4 T cells, even though
CD8 T cells are normally restricted by MHC class I molecules (Fleischer and
Schrezenmeier, 1988). This indicates that SAG binding of TcR does not de-
pend on either CD4 or CD8 molecules that are normally critical coreceptors
for peptide recognition but does not exclude their involvement either. More
recent studies of crystal complexes of SAgs such as SPE-C. (Li et al., 2001) and
SEH (Hakansson et al., 2000) bound to MHC class II, indicate that the SAG
masksmuchof the peptide:MHCclass II surface thatwould normally interact
with TcR. Not all SAGs bind in this orientation however and staphylococcal
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enterotoxin B (SEB), which binds on the other side of MHC class II, requires
continued interaction betweenMHC class II and TcR for stability (Seth et al.,
1994; discussed in more detail below).

Why then must SAGs bind to MHC class II first before they bind TcR?
The strict dependence on MHC class II appears to be critical for optimal
potency presumably through the coordinated expression and clustering of
adhesion molecules and TcR oligomerisation into RAFTS in the surface of
the APC (Davis et al., 1998; Bromley et al., 2001).

BACTERIAL SUPERANTIGENS

8.3.1 The staphylococcal and streptococcal SAG family

The best-studied SAGs are the family of staphylococcal enterotoxins (SE)
and streptococcal pyrogenic exotoxins (SPE) secreted by Staphylococcus aureus
and Streptococcus pyogenes commonly found on the skin, the nose, and upper
respiratory tract of humans (Schlievert, 1993; Marrack and Kappler, 1990;
Kotzin et al., 1993; Fleischer, 1994; Li et al., 1999; Fraser et al., 2000). These
toxins are potent virulence factors in Gram-positive-mediated disease but
their exact function in the life cycle of either S. aureus or S. pyogenes still
remains uncertain.

For many years only six staphylococcal (SEA, SEB, SEC, SED, SEE, and
TSST) and two streptococcal (SPE-A and SPE-C) toxins were known. The
highly expressed SPE-B was for many years thought to be a SAG, but has
since been shown, through expression of the recombinant protein, to be a
potent cysteine protease. (Gerlach et al., 1994). Preparations of SPE-B were
contaminated with the highly potent SAG SME-Z (Proft et al., 1999). The
number of SAGs has increased considerably in recent years with the availabil-
ity of both S. aureus and S. pyogenes genome sequencing databases (Ferretti
et al., 2001; Kuroda et al., 2001). The number of confirmed staphylococcal
and streptococcal SAGs now stands at 35 (Fig. 8.1) but grows steadily larger
as other strains are mined for SAG homologues.

Similarity in amino acid sequences between SAG familymembers varies
between 20 and 90% (Fig. 8.1), and it is clear they have all evolved from a com-
mon ancestral gene. TSST is the clear outlier of the family and represents an
intriguing window on the evolution of the SAG family especially considering
that a whole new family of genes with none of the typical SAG activity has
been found. These genes are similar to TSST sequence (see discussion of the
SET sequences below; Williams et al., 2000; Kuroda et al., 2001). Many of
the SAG genes reside on mobile genetic elements that have increased their
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Figure 8.1. The staphylococcal/streptococcal SAG family tree. The current number of

staphylococcal and streptococcal SAGs stands at thirty-five, although this is likely to be an

underestimate of the total. This tree has been constructed using the program Clustal X

(Thompson et al., 1997) and is based on a multiple amino acids sequence alignment from

all SAG- and SAG-like sequences present in GenBank. A new group of SAG-like gene

products have been included (SET1-15) and are most similar in sequence to TSST but they

do not display the classical SAG activity. A few of these SAGs such as SMEZ show

considerable allelic polymorphism and are expressed at high frequency in the general

Group A streptococcal population. Only SMEZ-1 and SMEZ-2 are shown but there are in

fact twenty-five alleles of smez identified.
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horizontal transfer. The staphylococcal enterotoxin A gene, for example, re-
sides on a variable genetic element (Betley et al., 1984), whereas the spe-a gene
from S. pyogenes is located on streptococcal phage T12 (Weeks and Ferretti,
1986) and is found in about 30% of all streptococcal isolates. The gene for
streptococcal pyrogenic exotoxin C (SPE-C) is also phage encoded. (Goshorn
and Schlievert, 1989).

Despite the variation in primary amino acid sequence throughout the
SAG family, the SAG 3-D structure remains highly conserved (discussed
below). Almost all strains of S. aureus and S. pyogenes secrete at least one
SAG, and many strains produce multiple SAGs.

8.4 THE STAPHYLOCOCCAL GENOME AND NEW
SAG-LIKE MOLECULES

The complete genome sequence of S. aureusmethicillin resistant strain
N315 identified a much larger array of SAG and SAG-like genes residing
in at least seven pathogenicity islands (Kuroda et al., 2001). In the N315
strain, three toxic shock syndrome toxin pathogenicity islands SaPln1, Sapl1,
and SaPlbov were identified containing the tst gene upstream of a cluster
of genes with unknown function that are in turn upstream of an intergrase
gene. Two new pathogenicity islands, SAPln2 and SaPlm2, were also identi-
fied and contain ten SET genes (SET6-15). The SET genes are related to the
prototype SAGs (Williams et al., 2000) by sequence similarity only, with the
closest SAG gene being TSST (Fig. 8.1), but so far experiments have failed to
determine their function. They do not appear to be classical SAGs. They are
secreted proteins but do not activate T cells or bind selectively to MHC class
II. In addition, the 3-D structure of one SET is considerably different from the
prototype SAG structure (Fraser, unpublished). In addition to the TSST con-
taining pathogenicity islands, a fourth enterotoxin pathogenicity island called
SaPln3 has also been identified in the N315 genome. SaPIn3 contains two
distinct gene clusters with five new SAG genes downstream of a serine pro-
tease gene cluster. The extraordinary array of SAG and SAG-like genes found
within a single highly pathogenic, methicillin-resistant strain of S. aureus re-
flects the importance these genes must play in the survival of the organism.

8.5 ALLELIC VARIATION OF SAGs IN STREPTOCOCCUS
PYOGENES

Species of pathogenic bacteria are characterised by evolutionary dis-
tinct genotypes resulting in diversity in gene content and sequence. This
allelic variation is based on the high mutation rates and DNA recombination
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frequencies in bacteria and is an important strategy to counteract the diver-
sity of their biggest “enemy,” the cells of the host immune response. Allelic
variation in SAGs was first described for the S. pyogenes SAGs: SPE-A, SPE-
C, and SSA. However, the respective genes possess only small numbers of
polymorphic sites and allelic variants (1 to 3).

In contrast, the analysis of the smez gene locus revealed a far more ex-
tensive allelic variation. Thus far, twenty-four smez alleles were identified
containing sixty-two polymorphic sites (10% of the gene) and many more
alleles are expected to exist. Neutralisation experiments showed that blood
samples from healthy donors contain protective antibodies against distinc-
tive sets of SMEZ variants, indicating a significant antigenic variation against
humoral responses. Despite the sequence variation, recombinant forms of
SMEZ variants did not show any differences in function, such as MHC class
II binding and TcR Vβ specificity (Proft et al., 2000). Antigenic variation is a
widespread bacterial defense strategy to avoid a specific Th2 response of the
host immune system and usually involves important virulence factors that
are essential for bacterial infection. SMEZ, which is also the most potent of
all known SAGs, is therefore believed to play a unique role within the SAG
family of Streptococcus pyogenes.

8.6 SAGs FROM OTHER BACTERIA

Unrelated SAGs genes have also been isolated fromMycoplasma arthri-
tidis. (Cole and Atkin, 1991) and Yersinia pseudotuberculosis. (Ito et al., 1995)
and both have been confirmed by testing their recombinant products in T-
cell stimulation assays. M. arthritidis is a rodent pathogen causing chronic
arthritis. Although the M. arthritidis mitogen (MAM) has been known for
many years, research on this SAG has been hindered by difficulties in its
isolation and stability. The MAM gene was finally cloned in 1996 and did not
show any significant homology to the staphylococcal or streptococcal SAGs
(Knudtsonet al., 1997).MAMis a single 25kDprotein that preferentially binds
tomurine I-E and humanHLA-DRmolecules withDR4, DR7, andDR12 sub-
types presenting MAM most efficiently. Little is known about its structure
and mechanism of action, but a recent study on the TcRs that respond to
MAM indicates that it is likely to contact not just the germ-line encoded TcR
βchain but also the CDR3 region that is generated through somatic mutation
(Hodtsev et al., 1998). This interesting finding reveals for the first time that
some SAGs may have a much more restricted TcR repertoire and thus may
not leave the obvious Vβ “footprint” seen for the prototypic staphylococcal
and streptococcal SAGs. This raises the question of how many more semi-
restricted bacterial SAGs exist that can stimulate T cells in an unrestricted
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fashion without producing the visible signs of massive T-cell activation, cy-
tokine release, and shock that accompany acute poisoning by one of the pro-
totype staphylococcal or streptococcal SAGs. That such unrestricted SAGs
could cause alterations in immune system function is clear but the exact
nature of the pathology they could induce is not.

The Y. pseudotuberculosis derivedmitogen (YPM) is a small 21 kD protein
that specifically targets humanVβ13.1 and 13.2 bearingTcRs (Ito et al., 1995).
Like MAM, it shows no significant homology to other SAGs and its role in
the pathogenicity of Y. pseudotuberculosis is unclear.

8.7 VIRAL SUPERANTIGENS

8.7.1 Mouse mammary tumor virus

The other major SAG group is the product of an endogenous mouse
retrovirus. The viral (v)SAGs are type IImembrane proteinswith no sequence
similarity to the bacterial SAGs. Theywere first discovered in 1974 byHillyard
Festenstein and were referred to asminor lymphocyte stimulating (mls) anti-
gens. They were known to generate strong T-cell proliferative responses be-
tween strains of mice matched at all MHC loci (Festenstein and Kimura,
1988). The T-cell response to mls antigens was identical to the response to
bacterial SAGs with expansion of unique Vβ subsets. In 1991, the mls anti-
gens were shown by several groups to be the products of the endogenous
murine retrovirus mouse mammary tumor virus (MMTV). So far, MMTV
is the only virus confirmed to express SAG genes. The gene for the MMTV
SAG resides in the 3′ Long Terminal Repeat of the retroviral genome and
resides in all laboratory and many wild-type strains of mice as an integrated
pro-viral form (Acha-Orbea and MacDonald, 1995; Winslow et al., 1992).
Infectious MMTV is present at very high viral titres in the mammary tis-
sue and breast milk of only a few strains of mice. The vSAG molecule is
an essential component of the life cycle of the virus; providing efficient vi-
ral replication in newly infected gut B-cells by recruiting Vβ mediated T-cell
“help” to promote B cell proliferation and viral replication. Integration of the
vSAG into the mouse genome provides mice with a defense against MMTV
infection. Expression of the endogenous vSAG genes in thymic stromal cells
deletes reactive T cells during development thus removing T-cell “help” at
the source and preventing wild-type viral infection in the gut. The net effect,
as we humans have observed, is the absence of Vβ bearing T-cell populations
in the peripheral T-cell repertoire of all mice (Acha-Orbea and MacDonald,
1995). The structure of the viral SAGs has not been determined despitemany
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attempts to express the gene in heterologous systems. The protein sequence
is highly conserved among all strains of MMTV except in the last 29–32
C-terminal residues that are highly variable and confer the Vβ specificity.
The 45 kD protein is extensively glycosylated and is only weakly expressed in
infected B cells. Glycosylation is important for efficient expression, andGrigg
et al. have shown that the SAG protein traffics independently of MHC-II in
B cells (Grigg et al., 1998). Evidence also suggests that proteolytic cleavage
to release an 18 kD C-terminal fragment is required for efficient binding
to MHC-II molecules once the viral SAG reaches the cell surface (Winslow
et al., 1992).

8.7.2 Other viral SAGs

So far, mice are the only animals known for certain to express endoge-
nous viral SAGs. Despite extensive investigations, there is no evidence for
Vβ specific T-cell deletions or skewing in the peripheral T-cell repertoire
in humans, which would suggest a similar viral superantigen affects the
human T-cell repertoire. There have been some tantalizing preliminary stud-
ies suggesting skewed Vβ responses to some viral infection however (listed
below).

8.7.3 Cytomegalovirus (CMV)

Evidence for a cytomegalovirus-encoded SAG has come from the un-
orthodox observation that human immunodeficiency virus (HIV) replicated
preferentially in Vβ12 bearing T cells by a factor of up to 100-fold (Dobrescu
et al., 1995). This was true both in vivo (where T cells isolated from nor-
mal individuals display a similar pattern of differential permissiveness to
HIV) and in vitro (where Vβ12-bearing T cells may act as a viral reservoir).
This selectivity was attributed to a Vβ-selecting element that activates these
T cells, allowing HIV to replicate in them. Furthermore, this selectivity was
MHC-II-dependent but not MHC-restricted and required the participation of
non-T cells. Such an element has the hallmark of a Vβ12-specific SAG. The
possibility that a ubiquitous virus such as CMV may be responsible for this
element was tested. It was shown that the Vβ12-selective HIV replication de-
pended on non-T cells that came fromCMV-positive individuals. In addition,
a monocytic cell line was able to promote this phenomenon only when the
cells themselves were infected with CMV and were in direct contact with the
T cells, thus ruling out the of a possibility of a soluble mediator (Dobrescu
et al., 1995).
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8.7.4 Epstein Barr Virus (EBV)

Evidence for an EBV encoded SAG arose from observations that EBV
infected human B-cell lines induced into the lytic cycle with a B-cell mitogen,
selectively stimulate Vβ13 bearing T cells. This Vβ13 specific T-cell activa-
tion remains the only tantalizing evidence so far of an EBV encoded SAG
(Sutkowski et al., 1996).

8.8 SUPERANTIGENS AND DISEASE

8.8.1 Staphylococcal and Streptococcal SAGs in the
general population

Staphylococcal and streptococcal expressing strains are extremely com-
mon in the general population, and all adults show evidence of exposure to at
least one, and in most cases, multiple, SAGs. Exposure to SAGs occurs very
early in life with sero-conversion evident inmany infants (Reiser et al., 1988).
Interestingly, not all sero-conversion leads to effective neutralizing antibod-
ies with some individuals displaying high titers of anti-SAG antibody but no
neutralizing response. The absence of a neutralizing antibody is generally
regarded as a critical determinant in individual susceptibility to the effects of
particular SAGs. For example, in the TSST-mediated toxic shock syndrome,
no patients display a neutralizing response to TSST in either the acute or
convalescent stages of the disease (Vergeront et al., 1983).

8.8.2 Staphylococcal food poisoning

The SAGs were first identified as staphylococcal enterotoxins by the late
Merlin S. Bergdoll and colleagues at theFoodResearch Institute inWisconsin
as the causative agents in staphylococcal foodpoisoning – a commonoutcome
for people with the misfortune of having eating food contaminated with
S. aureus. Ingestion of microgram amounts of an enterotoxin induces violent
vomiting and diarrhoea within 4–6 hours. The patient usually makes a full
recoverywithin 24 hours. The violent enteric response is presumably ameans
to rid the body of these agents before they enter the bloodstream. The exact
mechanism by which SAGs induce the vomiting response remains unclear.
Several studies attempting to relate T-cell mitogenicity with enterotoxicity
have produced confusing results.Mutants engineered to be defective in T-cell
activation do not consistently ablate the enterotoxic effect of a SAG, leading
some to speculate that another separate gut receptor might be involved that
is separate from the immune recognition receptors MHC-II or TcR (Harris
et al., 1993).
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The severity of enterotoxaemia is dependent on the extent of contami-
nation, the amount ingested, and the sensitivity of the individual. The SAG
most commonly found in food poisoning outbreaks is staphylococcal entero-
toxin B (SEB). The SEB gene is located on the staphylococcal chromosome
and is expressed at high levels by many strains of S. aureus. Some strains
isolated from food poisoning outbreaks produce SEB at levels approaching
1 mg/ml in culture. Thus, only minimal bacterial growth on the food is re-
quired before sufficient toxin is produced to cause food poisoning. Another
SAG commonly associated with food poisoning is staphylococcal enterotoxin
A (SEA). Unlike SEB, the SEA gene is located on a phage and is expressed at
a 1000 times lower concentration (around 1–5 µg/ml) (Kokan and Bergdoll,
1987). All other staphylococcal SAGs except TSST have been shown to be en-
terotoxic. Because of their structural stability, the staphylococcal enterotoxins
resist both elevated cooking temperatures as well as the acidic conditions of
the stomach. One possible reason why TSST producing strains are not asso-
ciated with food poisoning is because TSST is less stable and is denatured
in the low pH conditions found in the stomach. The streptococcal SAGs,
although structurally very similar, are not enterotoxic for the simply reason
that streptococci do not grow well on food.

8.8.3 Toxic Shock Syndrome

Toxic shock is a relatively rare consequence of staphylococcal or strepto-
coccal infection. It is a rapid onset syndrome characterized by fever, vomiting,
rash, desquamation, hypotension, microvascular leakage, and multiorgan
failure leading to death. Toxic shock syndrome was first formally described
by Todd in the late 1970s during an outbreak of toxic shock in young-to-
middle aged women using a new extended wear tampon marketed under
the brand-name Rely (Todd and Tishant, 1978). This high absorbency tam-
pon provided optimal conditions for the florid intra-vaginal growth of toxic
shock syndrome toxin (TSST-1)-producing strains of S. aureus, which in turn
lead to high systemic levels of TSST in the blood. TSST-producing strains of
S. aureus arewidely distributedwithin the community. Thediseasehowever is
not limited to TSST or toS. aureus. Toxic shock can also arise from streptococ-
cal wound infections. Onset of symptoms can be extremely rapid and usually
begins with a localized rash around the wound followed by fever and rigors
then vomiting, hypotension, unconsciousness, and death (Schlievert, 1993).

Toxic shock is not caused by the SAG itself, but by the sudden release of
cytokines followingSAGT-cell activation. In an elegant study byFleischer and
colleagues, production of cytokines in the mouse spleen was examined fol-
lowing intravenous injection of purified SEB. Within 30 minutes, a dramatic
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burst of TNF-α, INF-γ, and IL2 expression by the PAL (periarteriolar lym-
phocytes) region of the spleen was observed followed by a second burst of
TNF-α expression by the B cells and resident APCs of the spleen (Bette
et al., 1993). SAG mutants defective in TcR binding were no longer lethal
in mice sensitized with the liver toxin D-galactosamine, which indicates that
the shock is dependent upon T-cell activation (Marrack et al., 1990).

Links between disease severity and the expression of a particular SAG
have been tenuous at best, except in the case of TSST and toxic shock
syndrome. The strongest association is between toxic shock syndrome and
TSST-1 where 50% of all S. aureus strains isolated from toxic shock patients
in the USA produce TSST-1 (Musser et al., 1990). Moreover, there is a strong
correlation between the disease susceptibility and absence of neutralizing
antibodies to TSST-1 (Vergeront et al., 1983). However, this figure does not
absolutely imply that TSST-1 is the causative agent because the prevalence
of TSST-1 producing strains in the general community is high.

8.8.4 Scarlet Fever

A less severe form of toxic shock is scarlet fever, commonly attributed
to S. pyogenes strains producing the scarlatina toxin (SAG pyrogenic exotoxin
A – SPE-A) infecting the head and neck region. This acute onset disease is
characterized by a fever, rash, and the characteristic purple tongue and is
confined to infants and adolescents (Schlievert, 1993). Prior to the antibiotic
era, this was a serious childhood disease but is now effectively treated with
penicillin. Scarlet fever has been commonly associated with the expression
of streptococcal pyrogenic exotoxin A (SPE-A), but SPE-A is found in 30%
of all streptococcal isolates so it is not surprising that this association has
arisen. Other studies have identified SPE-C as the principal culprit (Hoebe
et al., 2000). With the discovery of many more streptococcal SAGs following
the completion of a streptococcal genome sequencing project (Ferretti et al.,
2001), it is likely that other previously unknown SAGs also contribute to this
disease including the most potent of all SAGs yet discovered, SMEZ. Many
streptococcal isolates express more than one SAG and the combination of
SAGs combined with relative levels of expressionmay be a stronger indicator
of this disease.

8.8.5 Streptococcal throat and rheumatic fever

The most common site of streptococcal infection is the throat. Painful
swelling and inflammation of the tonsils is a result of lymphocyte
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proliferation and expansion in response to S. pyogenes infection. Group
A streptococcal infection remains 100% sensitive to penicillin. Repeated
streptococcal throat infections can lead to the more serious complication of
rheumatic fever and poststreptococcal glomerulonephritis. The cause of this
disease remains a mystery. One possible cause is the generation of autoan-
tibodies following repeated streptococcal antigenic or SAG challenge. Some
studies have suggested the presence of cross-reactive antibodies to heart valve
antigens but these antibodies are low affinity and are also present in non-RF
patients (Jones et al., 2000).

8.8.6 Kawasaki’s disease

This is an acute febrile disease of children aged about 5 years. Without
treatment, it can be fatal. In Japan and theUnited States, it has become one of
the most common causes of acquired heart disease in children. Intravenous
immunoglobulin therapy is highly effective when given early suggesting that
the agent is a toxin that is neutralized bynaturally occurring antitoxin antibod-
ies. The etiological agent is not known but several lines of evidence suggest
that it might be SAG mediated. The symptoms of the disease resemble toxic
shock syndrome and several studies have shown that there is a selective ex-
pansion of Vβ2 subset of T cells (Leung et al., 1995). In one study of sixteen
patients, thirteen were found to have TSST +ve isolates of S. aureus in their
pharynx, rectum, or groin (Leung et al., 1993). Further investigations how-
ever have not been able to substantiate the connection with S. aureus TSST
strains, and there is still debate over whether SAGs really are the culprit in
Kawasaki’s disease. In another article, a link between the Yersinia pseudotu-
berculosis SAG, YPM, and Kawasaki’s disease has been suggested (Konishi
et al., 1997), although this link also has yet to be firmly established.

8.8.7 SAGs in autoimmune diseases

It has been proposed that SAGs derived from bacteria, viruses, or my-
coplasma might contribute to the pathogenesis of autoimmune disease by
activating T cells specific for self-antigen (Marrack and Kappler, 1990; Kotzin
et al., 1993). Early reports observed Vβ-specific enrichment of T cells in com-
mon diseases such as arthritis. These created much excitement. Paliard and
coworkers (1991) for example analysed the TcR β-chain profiles of synovial
T cells and found a selective expansion of human Vβ14 expressing T cells.
Using an animal model of multiple sclerosis, experimental autoimmune en-
cephelomyelitis (EAE), it has been shown that administration of SEB to mice
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recovering from EAE triggered a rapid relapse of the disease. This effect
was due to direct stimulation of the Vβ3 positive autoreactive MBP peptide
specific T cells that initially caused the brain inflammation. This was clear
evidence that SAGs could, under the right conditions, break the tolerance or
suppression of autoreactive T-cell clones and induce a state of autoimmune
disease (Brocke et al., 1994; Racke et al., 1994).

Despite these early reports, there has been little clear evidence directly
linking a SAG to any autoimmune disease. Nevertheless, there is sufficient
evidence to suggest that SAGs can and do play a secondary role in autoim-
mune activation through the relatively indiscriminate stimulation of auto-
reactive T cells.

8.8.8 Crohn’s disease associated SAG from Pseudomonas
fluoresceins

A suspected SAG has been identified from a Crohn’s disease associated
microbial gene I2 isolated from a CD disease lesion in murine intestine.
Although still unconfirmed, the recombinant gene product stimulated
mVβ5-bearing T cells, required MHC class II APC for activity and did not
require antigen processing for activity (Dalwadi et al., 2001).

8.9 THE STRUCTURE AND FUNCTION OF THE
STAPHYLOCOCCAL AND STREPTOCOCCAL SUPERANTIGENS

The crystal structures of SEA (Schad et al., 1995), SEB (Swaminatham
et al., 1992), SEC2 (Papageorgiou et al., 1995), SEE (Swaminatham et al.,
1995), TSST (Prasad et al., 1993), SEH (Hakansson et al., 2000), SPEC
(Roussel et al., 1997), and SMEZ-2 (Arcus et al., 2000) reveal a common
core fold based upon two globular domains, a C-terminal domain of the β-
grasp motif and a smaller N-terminal pseudo β-barrel domain (Fig. 8.2). The
crystal structures of SEB/HLA-DR1, TSST/DR1, SPE-C/DR1, and SEH/DR1
complexes reveal very different mechanisms of binding (Li et al., 2001; Kim
et al., 1994; Jardetsky et al., 1994; Petersson et al., 2001). Staphylococcal en-
terotoxin B (SEB) has a single, low-affinityMHC-II binding site located in the
smaller N-terminal domain. Residues in this region bind to a hydrophobic
groove located in the distal region of the invariant β1 domain of HLA-DR
(Fig. 8.2). The region of SEB that binds TcR is a shallow groove between the
two domains. SEB contacts both the complementarity determining region 2
(CDR2) and the fourth hypervariable loop (HV4) of the TcR β-chain (Fields
et al., 1996). Thus, SEB can be likenedmost simply to a wedge that fits snugly
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TSST

SPEC

β---chain

MHC II

α---chain

SEB

Figure 8.2. Different modes of binding to MHC-II molecules. At least three separate

binding orientations have been found for bacterial SAGs. The extracellular domain of

MHC-II is shown in blue and the MHC-II residues with which SEB interacts are shown as

space-filling spheres in red. SEB has been moved by a simple translation away from its

position on the human HLA-DR1 molecule (from the crystal structure (Jardetzky et al.,

1994)). TSST forms a complex with MHC-II using the same face of the toxin (when

compared to SEB) but in a different orientation. TSST has also been moved up from its

position by a simple translation from the crystal structure (Kim et al., 1994). Residues on

MHC-II that interact with TSST upon complex formation include those that interact with

SEB (red spheres) and, in addition, those shown as yellow spheres. Note that TSST

bridges one end of the peptide binding groove and interacts with two residues of the

β-chain of MHC-II. The orientation of SPE-C (grey) on MHC-II is mediated by zinc and

His-81 on the MHC-II β-chain (shown as grey spheres). SPE-C binds across the peptide

groove and excludes contact between MHC-class II and TcR (Li et al., 2001). SPE-C only

binds in this orientation. SEA, on the other hand, binds in both this orientation and in the

SEB orientation also.
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between the TcR andMHC-II while the TcR andMHC-II are bound together,
although the “wedge” analogy is not entirely accurate. A recent comparison
of several crystal structures reveals that SEB is likely to tip and rotate the
TcR away from its normal position on the MHC-II molecule so that entirely
new contacts must be accommodated from those determined during thymic
selection (Li et al., 1998).

The crystal structure of TSST/DR1 reveals a different mode of binding
fromSEB (Kimet al., 1994) (Fig. 8.2).AlthoughTSSTbinds to the same region
of DRβ1 domain as SEB, it covers most of the top of MHC-II preventing any
further contact with the TcR. TSST alsomakes contact with residues from the
bound peptide that limits the number of MHC-II molecules that TSST can
bind and also raises the intriguing possibility that different peptides might
regulate the potency of SAG-mediated T-cell activation.

A third type of MHC-II binding occurs with a subset of the bacterial
SAGs that contain a high affinity zinc site in the C-terminal domain on
the opposite side of the molecule to the low affinity MHC-II β-chain bind-
ing site. Members of this group include SEA, SEE, SED, SSA SEH, SPE-C,
and SME-Z. The zinc atom forms a stable coordination complex with a con-
served histidine (His81) in the polymorphic β-chain of MHC-II so that these
SAGs can bind the polymorphic β-chain. Recent crystal structures of SPE-C
(Li et al., 2001) and SEH (Petersson et al., 2001) bound to MHC class II
show that this class of SAGs bind across the top of the MHC class II and
make significant contacts with peptide residues also. The predominant inter-
action results from the formation of a tetravalent zinc coordination complex
between three residues in the SAG and His81 located in the α-helix of the
β-chain of MHC class II. This provides an interesting view of how this sub-
class of SAGs has evolved to overcome the polymorphism that exists on the
β-chain of MHC class II by developing a metal coordination complex.

A fourth mechanism is found with the subset of SAGs, SEA, and SEE.
Thesemoleculeshavebothanhighaffinity zincmediatedβ-chainbinding site
and a low affinityβ-chain site similar to SEB (Hudson et al., 1995; Tiedemann
and Fraser, 1996). This allows SEA to bind both sides of MHC class II and
to cross-link MHC-II on the APC surface (Fig. 8.3). This leads to TNFα and
IL-1 gene transcription in the APC (Tiedemann and Fraser, 1996; Mehindate
et al., 1995). It is not clear how APC activation increases the potency of SEA,
but one current theory is that cross-linking induces localized regions on the
APC surface that possess high concentrations ofMHC-II, SEA, and adhesion
molecules such as ICAM-1 (intracellular adhesion molecule) and CD80 and
CD86, which are surface ligands for T-cell co-stimulation. These activation
clusters might be required for efficient triggering of T cells and studies using
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MHC II

His---81

SEA

Figure 8.3. The SAG SEA has two binding sites to cross-link MHC-II. The Superantigen

SEA is displayed in its dual orientation to MHC class II. One orientation is identical to the

SEB site to the MHC class II β-chain whereas the other much higher affinity zinc

mediated binding orientation is to the MHC class II β-chain. This picture is looking down

from above with the distal domains of MHC-II β and β-chains shown in blue. On the left

of the figure, an SEA molecule (red) is bound via the generic β-chain binding site in the

same fashion as SEB. On the right, another SEA molecule is bound to the same MHC-II

molecule via a zinc bridge between His81 on the MHC-II β-chain and His187, His225,

and Asp227 in SEA. This interaction is about 100 times stronger than the first and

therefore occurs first. There is some cooperation between the two SEA molecules. Once

bound, it is obvious to see that cross-linking of another MHC-II molecules can occur via

both bound SEA molecules. This image is only inferred from mutational data. There is yet

no crystal structure of an SEA/MHC-II complex.
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high-resolution confocal microscopy confirm the formation of MHC/TcR
supramolecular structures during T-cell activation (Monks et al., 1998). It is
likely that this subgroup of SAGs has evolved a second MHC-II binding site
to increase the efficiency at which they concentrate on the APC surface and
to cross-link MHC-II molecules into activation clusters.

Yet another variation in SAG binding is seen with the streptococcal SAG
SPE-C, which has dispensed with MHC-II β-chain binding altogether in
favor of a zinc-mediated β-chain binding site. Moreover, the crystal structure
of SPE-C reveals a dimer structure formed through an interface where the
low-affinity N-terminal binding is normally located (Li et al., 1997; Roussel
et al., 1997). The discovery of three new streptococcal SAGs indicates that
SPE-C belongs to a subgroup containing SMEZ-1, SMEZ-2, SPE-G, and
SPE-H that all appear to bind exclusively through only a single zinc mediated
binding to the MHC-II β-chain (Proft et al., 1999; Proft et al., 2000).

8.10 HOW DO SAGs BIND TO THE TcR?

One of the more intriguing questions about SAGs is how they manage
to ligate so many different TcR molecules and whether SAG/TcR binding is
any stronger or more stable than normal TcR/MHC-peptides, which might
explain how SAGs activate T cells at concentrations many orders of magni-
tude below their dissociation binding constants forMHC-II. These questions
are not easily answered, simply because soluble forms of TcR are hard to
produce. Moreover, solution studies are generally not regarded as represent-
ing the complex multicomponent interactions that occur on the cell surface.
Mariuzza and colleagues have succeeded in crystallizing SEC3 with a soluble
form of the murine Vβ8 TcR (Fields et al., 1996). This complex shows that
the SAG makes multiple contacts with residues from the CDR2, the third
framework (FR3) region and the fourth hypervariable loop (HV4) of the TcR
β-chain of murine Vβ8. What is most significant to the function is that indi-
vidual contacts between SAG side-chain residues are predominantly made to
atoms in the β-carbon backbone of the TcR, not to atoms of the side-chains,
so that side-chain amino acid variation in TcR is less likely to affect the affinity
of binding. The affinity of binding between SEC3 and Vβ8 has been calcu-
lated at 3.5 µM and mutations of SEC3 residues in the TcR binding site
indicate that the contribution to binding energy is spread evenly across 5 or
6 amino acids that are generally conserved among other SAGs. Leder et al.
(1998) performed a careful mutational analysis of this region in an attempt to
correlate binding affinity to T-cell activation. Bymutating individual residues
in the TcR binding site, then comparing TcR binding affinity to potency, they
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were able to show a proportional relationship between binding affinity and
potency. Their results were intriguing from the point of view of comparison
to normal peptide recognition in which even the smallest drop in affinity
results in a complete loss in T-cell stimulation. In contrast, SEC3 withstands
an affinity decrease of over 60-fold without loss of T-cell stimulation. This
difference perhaps reflects the different mechanisms of binding and liga-
tion. Whereas peptide-MHC complexes trigger TcRs in a sequential fashion
(Valitutti et al., 1995) and only transiently associate with TcR, SAGs may
bind more tightly and induce much more stable surface complexes (Proft
and Fraser, 1998).

8.11 SAG STIMULATION OF T CELLS

T cells must convert trivial affinity differences between self and nonself
peptide-MHC into a functional T-cell response. This task is made more dif-
ficult because the number of relevant peptide–MHC complexes as a propor-
tion of the total peptide–MHCmolecules evenly distributed across the entire
APC surface is likely to be very small. The TcR must therefore bind multiple
peptide–MHCcomplexes in a serial fashion (Valitutti et al., 1995) so that bind-
ing must be transitory, yet of sufficient duration and frequency to produce
a series of net positive intracellular signals. Full agonist signaling in T cells
appears to be regulated by the “dwell time” of TcR:peptide–MHC complexes
and binding studies of soluble TcR and peptide–MHC reveal that the half-life
determined by the off-rate of the TcR:peptide–MHC complex most closely
predicts the functional response by the T cell. Full agonist peptide–MHC
complexes have the slowest off-rates while partial agonist and antagonist pep-
MHC complexes have intermediate and high solution off-rates respectively
(Davis et al., 1998).

Unlike peptide that are irreversibly bound within MHC, SAGs only bind
MHC-II in a transitory fashion. SEB for example has an affinity toward HLA-
DRmolecules in the nM range yet activates at femtomolar concentrations – a
full six orders of magnitude difference. How SAGs achieve such profoundly
positive T-cell signals at concentrations many orders of magnitude below
their dissociation constants forMHC class II remains a compelling question.
Peptides with even a modest affinity drop toward TcR are antagonists to T
cells, yet SAGs never display antagonist activity, even when their affinity for
TcR is reduced by mutagenesis by several orders of magnitude (Leder et al.,
1998). Clearly, there are differences in the way SAGs bind to and ligate TcRs
compared to peptide, which ensures that the outcome of SAG ligation is
always activation and proliferation of the T cell.
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One mechanism SAGs have employed to enhance their activity at very
low concentrations is to possess two separate binding sites for the MHC-II
receptor. SEA is one such SAG that has two cooperative binding sites for
MHC-II, one on the β-chain side and another zinc-dependent site to the
β-chain side of MHC-II (Hudson et al., 1995; Tiedemann et al., 1995). SEA
binds and cross-links MHC-II on the APC surface. There is strong coopera-
tive binding of SEA to MHC-II observed at very low concentrations of SEA,
well below its calculated dissociation constant for either binding site, thus
explaining the ability of this particular SAG to remain bound to MHC class
II at very low concentrations.

8.12 WHAT IS THE FUNCTION OF SAGs?

The simple question as to why SAGs are produced, and what benefit
they are to the organisms, has been very difficult to answer. There are no
effective models to examine survival rates of S. aureus or S. pyogenes strains
devoid of all SAGs because it is now apparent that strains produce multiple
SAGs. Once such study recently completed compared two isogenic strains of
S. pyogenes devoid of the predominant SAG SMEZ and lacking both SPE-A
and SPE-C. The knockout strain no longer produced any detectable T-cell
mitogenic activity but was not cleared any faster in a mouse infection model
than the isogenic strain producing SMEZ (measuring the clearance rate of
infection in mice has shown little difference between SAG-producing and
nonproducing strains; Unnikrishnan et al., 2001). Despite the inability to
show that loss of SAG activity results in a loss of virulence for the strain, the
simple fact that both S. aureus and S. pyogenes have retained somany different
SAGs and the degree of variation in the smez locus suggests they provide an
important survival advantage to the microbe. One possible function of SAGs
might be to promote Th1-like immune responses that effectively suppress
Th2-driven antibody responses that confers protection against Gram-positive
organisms. Macrophages are generally regarded as the most important de-
fense mechanisms against Gram-positive organisms, and one mediator of
macrophage recognition is via bound immune complexes on the surface of
the bacterium. The expression of protein A on S. aureus and protein G on S.
pyogenes is another effective mechanism to sequester antibodies to the sur-
face of the pathogen in anunfavorable orientation, thus rendering Fc receptor
mediated and complement mediated recognition defective.

Another possible function for SAGs might be to promote a localized in-
flammatory response that isolates the growing colony and provides increased
blood flow and nutrients to prolonging survival. At present, these roles re-
main speculation.
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8.13 SAGs CAUSE PERIPHERAL T-CELL DELETION

SAG activation serves as an excellent model to examine the process of
peripheral deletion of T cells because of the high proportion of responder
cells. In animals injected with purified SEB, there is an immediate Vβ8-
specific T-cell expansion followed by significant peripheral T-cell deletion
of Vβ+ T-cells. T cells stimulated by a SAG are refractory to further anti-
genic stimulation and are rapidly removed from the periphery by a process
of Fas/FasL mediated deletion. Recent experiments using Fas and FasL ho-
mozygous knockout mice indicate that FasL is predominantly expressed on
nonlymphoid tissue such as liver, lung, and small intestine rather than lym-
phoid tissue (Bonfoco et al., 1998). Moreover, the induction on nonlymphoid
FasL is not inhibited by cyclosporin, which normally inhibits the induction
of FasL on T cells. This suggests a separate pathway for activation of nonlym-
phoid cells to express FasL. Thus, one function of bacterial SAGsmight be to
promote the deletion of T cells that contribute help to B-lymphocytes in the
immune defense against the bacteria.

8.14 CONCLUSION

As a family of molecules, SAGs display a remarkable degree of vari-
ation in structure and function around the common goal of bringing the
TcR and MHC class II molecules together. The recent completion of sev-
eral staphylococcal and streptococcal genome projects has highlighted the
extraordinary size and diversity of this family of molecules. As tools, they
have provided remarkable insight into the mechanisms of T-cell activation
and the extraordinary sensitivity of T-cell antigen recognition. Because of
their ubiquitous expression and widespread carriage of both staphylococci
and streptococci, it is clear that our immune systems are under constant
challenge from these extremely powerful toxins and is therefore likely to in-
fluence our response to other challenges.What benefit they serve the bacteria
remains a mystery but it is clear that their primary function is as a defense
mechanism against host immune responses – similar to a bacterial immune
system.
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CHAPTER 9

Bacterial quorum sensing signalling molecules
as immune modulators

David Pritchard,DoreenHooi, EleanorWatson, SekChow,Gary Telford,
Barrie Bycroft, Siriram Chhabra, Christopher Harty, Miguel Camara,
Stephen Diggle, and Paul Williams

9.1 INTRODUCTION

For many pathogens, the outcome of the interaction between host and
bacterium is strongly influenced by bacterial population size. Coupling the
production of virulence determinants with cell population density ensures
that the host lacks sufficient time to mount an effective defence against con-
solidated attack. Such a strategy depends on the ability of an individual bacte-
rial cell to senseothermembers of the samespecies and, in response, differen-
tially express specific sets of genes. Such bacterial cell-to-cell communication
or “quorum sensing” describes the phenomenon whereby the accumulation
of a diffusible, low molecular weight signal molecule (sometimes referred to
as a “pheromone” or “autoinducer”) enables individual bacterial cells to sense
when theminimal population unit or “quorum” of bacteria has been achieved
for a concertedpopulation response to be initiated.Quorumsensing thus con-
stitutes a mechanism for multicellular behaviour in prokaryotes and is now
known to controlmany different aspects of bacterial physiology including the
production of virulence determinants in animal, fish, and plant pathogens.
A number of chemically distinct quorum sensing signal molecules (QSMs)
have been described of which the N-acylhomoserine lactone (AHL) family
in Gram-negative bacteria has been the most intensively investigated (for
reviews see Salmond et al., 1995; Fuqua et al., 1996; Dunny and Winans,

Abbreviations and nomenclature.

AHLs are N-acyl homoserine lactones. QSM is a collective abbreviation for quorum sensing

signal molecules. IL = interleukin; NK = natural killer cell; PBMC = human peripheral

blood mononuclear cell; SLPI = secreted leucocyte proteinase inhibitor; T cell = thymus

derived lymphocyte; Th = T helper cell; TNF = tumour necrosis factor.
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1999; Williams et al., 2000; Withers et al., 2001 ). The acyl groups of the
naturally occurring AHLs identified to date range from 4 to 14 carbons in
length and may be saturated or unsaturated with or without a C3 substituent
(usually hydroxy or oxo; see Fig. 9.1).

In contrast, many Gram-positive bacteria employ posttranslationally
modified peptides processed from larger precursors asQSMs. In Staphylococ-
cus aureus, for example, peptide thiolactone QSMs (Fig. 9.1d) control the ex-
pression of cell wall colonization factors and exotoxins (Mayville et al., 1999).
More recently, a quorum sensing system common to both Gram-negative
and Gram-positive bacteria has been described, in which as yet chemically
uncharacterized QSM is produced via the product of the luxS gene (Surette
et al., 1999). In entero-virulent E. coli and Shigella flexneri, LuxS activity has
been implicated in the enhancement of type III secretion (see Chapters 7
and 12) and in the regulation of virulence respectively (Sperandio et al., 1999;
Day and Maurelli, 2001).

While QSMs clearly function in the regulation of prokaryotic gene ex-
pression, their production in host tissues during bacterial infection (Williams
et al., 2000) raises the possibility that theymay impact on eukaryotic signalling
systems and in particular those employed by the immune system to control
infection. This research field is largely unexplored at the cellular or molec-
ular levels, yet early indications from immunological experiments indicate
that complex interactions may be occurring. Before embarking on a detailed
description of these data, it is necessary to understand the types of immune
effector likely to be encountered by pathogens deploying QSMs to regulate
virulence gene expression.

9.2 COMPARTMENTALISED IMMUNE RESPONSES
TO PATHOGENIC ORGANISMS

Given the nature of parasitism and pathogenesis, which in essence con-
stitutes an arms race between host and pathogen, it is not surprising that
infecting organisms have evolved multiple molecular strategies to subvert
the host’s immune response (Wilson et al., 1998). The strategies involved are
varied, and include, as discussed in other chapters: complement avoidance,
immunoglobulin degradation, the modulation of cytokine networks, and the
production of super-antigens and toxins, illustrating the complexity of the
molecular interface between the host and infectious organisms.

To aid our understanding of this complexity, it is possible to subdi-
vide the immune system into sectors considered important for the control
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Figure 9.1. Structures of some representative bacterial QSMs.

(a) N-(3-oxododecanoyl)-L-homoserine lactone (3O-C12-HSL); (b) N-(3-hydroxy-7

cis-tetradecenoyl)-L-homoserine lactone (3-hydroxy-C14:1-HSL;

(c) N-butanoyl-L-homoserine lactone (C4-HSL); (d) group I Staphylococcus aureus cyclic

peptide thiolactone; (e) 2-heptyl-3-hydroxy-4-quinolone; (f) cyclo(
Ala-L-Val); and

(g) cyclo(L-Pro-L-Tyr).
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of bacterial infections in general. Although it could be considered unwise
to overcompartmentalise the immune system, which is a highly interactive
physiological mechanism, this has been done in recent years to simplify and
delineate immunological networks governing effector mechanisms control-
ling viral, bacterial, and protozoan pathogens, as opposed to the larger and
possiblymore sophisticated helminth parasites. On this basis it has been sug-
gested, for example, that bacterial pathogenshave evolved strategies to subvert
T helper 1 (Th1) responses, which in themain are antibacterial (although, in-
evitably, there are exceptions to this rule such asHelicobacter pylori (Hatzifoti
et al., 2000), whereas parasitic helminths have evolved strategies to subvert
antiparasitic T helper 2 (Th2) responses. In this way, the parasite or pathogen
subverts the very armof the immune response that evolved to combat the type
of infectious organism involved (Pritchard and Brown, 2001), thus imparting
necessary economy to the immune system.

Such compartmentalised co-evolution between pathogen and host is per-
haps inevitable given thediffering types ofmolecular stimuli experienceddur-
ing the infectious process. In many bacterial infections, cell wall materials
and membrane proteins [for example, lipopolysaccharide (LPS), lipoteichoic
acid, and lipoproteins] induce a cytokine profile in host macrophages and
NK cells (IL-12, TNFα, IFNγ ), which tends to promote the Th1 phenotype.
This type of response to surface antigens has, as indicated above, evolved to
be host protective, supporting the maturation of an activated and bactericidal
reticulo-endothelial system, leading bacteria to co-evolve coincident coun-
terimmune strategies (above). The end result in many of these situations
is programmed cell death or apoptosis of the host cell (Balcewicz-Sablinska
et al., 1998; Bayles et al., 1998; Chen et al., 1996; Cornelis, 1998; Mills et al.,
1997; Wesson et al., 1998), and bacterial survival, propagation, and transmis-
sion (see Chapters 7 and 12 for further discussion of apoptosis).

The recent demonstration of the immune regulatory potential of AHLs
adds a chemical immune-evasive element to a predominantly macromolecu-
lar bacterial armoury (Wilson et al., 1998). In contrast to bacteria, the larger
helminth parasites produce secretions, which are rich in proteinases and
lectins, often into mucosal layers, inducing a cytokine milieu conducive
to the establishment of an allergic response. Consequently, the immune-
evasion armoury of helminths is probably distinct from that used by bac-
teria in that it is potentially antiallergic in nature (Pritchard and Brown,
2001).

A final consideration in this section is that each compartment is claimed
to be counter-regulatory, a property currently under exploitation to pro-
duce vaccines against immunological diseases by stimulating antibacterial



205©

bacterial
q

u
o

ru
m

sen
sin

g
sig

n
allin

g
m

o
lecu

les
as

im
m

u
n

e
m

o
d

u
lato

rs

Quorum sensing

?
Th1

M

Immune modulation

P.aeruginosa

Figure 9.2. Immune modulation by QSMs. Selectivity or serendipity?. Th1, helper T cell

type I; M. monocyte/macrophage.

responses and cytokines which down-regulate allergy (Rook, 2000; Rook
et al., 2000). Additionally, the controlled stimulation of pro-allergic immuno-
logical networks could alleviate the many autoimmune conditions driven by
hypersensitive Th1 responses.

In this chapter, data are presented that indicate that some bacteria may
have evolved a sophisticated dual purpose system, termed quorum sensing,
which upon infection of an appropriate host serves to coordinate virulence
gene expression via bacterial cell-to-cell communication and to down-regulate
appropriate immune effectormechanisms (Fig. 9.2). The converse argument
is that the discovery of immunemodulation byQSMs is totally serendipitous,
bearing little relevance to the host–pathogen interface.

9.3 BACTERIAL QUORUM SENSING SIGNALLING MOLECULES
AND IMMUNE SUPPRESSION

9.3.1 Quorum sensing networks in Pseudomonas aeruginosa

The Gram-negative bacterium Pseudomonas aeruginosa is an opportunis-
tic human pathogen responsible for infections in immuno-compromised
hosts and capable of chronic colonization of the lungs of individuals with
cystic fibrosis (Smith et al., 1996; Lyczak et al., 2000). An attribute that is
widely regarded as a major contributor to the pathogenesis of P. aeruginosa
is its ability to secrete numerous toxic compounds and degradative enzymes
(elastase, LasA protease, phospholipase C, exotoxinA, exoenzymeS, rhamno-
lipid, alginate, pyocyanin, PA-1L, and PA-II-L lectins and cyanide; Nicas, and
Iglewski, 1985; Lyczak et al., 2000; Van Delden and Iglewski, 1998; Winzer
et al., 2000).Many of these enzymes andmetabolites are not actively produced
until the late logarithmic phase of growth, when the cell density is high. In
P. aeruginosa, the expression of many exoproducts is cell density-dependent
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and is coordinated via AHL-dependent quorum sensing (Latifi et al., 1996;
Winson et al., 1995; Pesci et al., 1997; Van Delden and Iglewski, 1998). Two
separate quorum sensing circuits (termed las and rhl, respectively), each of
which possesses an AHL synthase (LasI or RhlI) and a sensor-regulator (LasR
orRhlR),modulate gene transcription in response to increasingAHL concen-
trations (Latifi et al., 1995, 1996; Winson et al., 1995; Pesci et al., 1997). The
AHLs that signal within the las and rhl systems are N-(3-oxododecanoyl)-L-
homoserine lactone (3O-C12-HSL; Fig. 9.1a) and N-butanoyl-L-homoserine
lactone (C4-HSL; Fig. 9.1c), respectively. Both LasR and RhlR are members
of the LuxR family of transcriptional activators, which incorporate AHL- and
DNA-binding regions within their amino and carboxyl domains, respectively.
A widely accepted model by which LuxR-type proteins are considered to ac-
tivate gene expression is that the binding of the cognate AHL ligand to the
amino-terminal domain of the protein causes a conformational change that
leads to exposure of the DNA-binding domain at the C-terminus of the pro-
tein (Welch et al., 2000). Thus, activation of LasR and RhlR depends on the
binding of 3O-C12-HSL and C4-HSL, respectively. Together, the las and rhl
systems comprise a hierarchical cascade that coordinates the production of
virulence factors and stationary phase genes (via the alternative sigma fac-
tor, RpoS: Latifi et al., 1996; Pesci and Iglewski, 1997). Individually, each
system’s sensor-regulator modulates a regulon comprising an overlapping
set of genes. However, the las system directly regulates the rhl system, thus
providing overall coordination of quorum sensing and temporal gene expres-
sion in response to cell-to-cell communication (Latifi et al., 1996; Pesci and
Iglewski, 1997).

In addition to the AHLs, two additional, chemically distinct classes of
putative QSMs have recently been described in P. aeruginosa. By studying
the expression of lasB in a lasR-negative mutant, Pesci et al. (1999), discov-
ered another P. aeruginosaQSMunrelated to the AHLs. This signal molecule
(termed PQS for Pseudomonas Quinolone Signal), the synthesis and bioac-
tivity of which is dependent on both the LasRI and RhlRI quorum sens-
ing systems, was chemically characterized as 2-heptyl-3-hydroxy-4-quinolone
(Fig. 9.1e), a compound related to the well-known class of 4-quinolone antibi-
otics (Pesci et al., 1999). A second class of putative QSMs in P. aeruginosawas
identified by Holden et al. (1999) via their capacity to weakly activate LuxR-
dependent AHL biosensors and to inhibit AHL-mediated swarming in Serra-
tia liquefaciens. These molecules were chemically characterized as the cyclic
dipeptides, cyclo(
Ala-L-Val) (Fig. 9.1f) and cyclo(L-Pro-L-Tyr) (Fig. 9.1g).
Whether these cyclic dipeptides modulate AHL-dependent quorum sens-
ing in the producer organism or in other organisms occupying the same
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ecological niche or indeed whether they function as diffusible signal
molecules per se remains to be established. However, such cyclic dipeptides
are known to modulate eukaryotic cell function; cyclo(L-Pro-L-Tyr) for exam-
ple is a plant phytotoxin while other members of this cyclic dipeptide family
exhibit a variety of endocrine and central nervous system-related biological
activities (Prasad, 1995).

Thus, P. aeruginosa exports at least three chemically distinct molecules,
each of which could influence the immune response and contribute to the
survival of this Gram-negative pathogen in the mammalian host.

9.4 AHLs AND EUKARYOTIC CELLS

Although AHLs have so far largely been considered as effectors of
prokaryotic gene expression, they are capable of influencing eukaryotic cell
behaviour and potentially modulating disease processes (Telford et al., 1998;
Lawrence et al., 1999; Saleh et al., 1999; Gardiner et al., 2001).

In particular, 3O-C12-HSL (but not the short chain 3O-C6-HSL):

� suppresses human and murine lymphocyte proliferation (Fig. 9.3)
� inhibits LPS-induced secretion of TNF α (Fig. 9.4) and IL-12 (Telford

et al., 1998)
� induces apoptosis in responsive leucocyte populations (Figs. 9.5 and 9.6)
� promotes IgG1 production by antigen-challenged splenocyte cultures

(Telford et al., 1998).

This is, in essence, an upregulation of a Th2 response, which could be con-
sidered pro-bacterial if T helper cell contra-suppression is operative. Such
apparent selectivity must be fully investigated, given the observation that
3O-C12-HSL induces apoptosis in leucocytes.

This immunological profile obtained suggests a degree of immunologi-
cal selectivity for suppression of Th1 responses, which might be expected if
AHLs evolved to subvert immunity while simultaneously promoting bacte-
rial communication. However, it should be remembered that P. aeruginosa is
an ubiquitous organism that perhaps is not entirely suited to life in the im-
mune competent human body. Consequently, the discovery of the immune
modulatory capacity of some AHLs may be entirely serendipitous.

9.5 QSMs AND IMMUNITY TO PSEUDOMONAS AERUGINOSA

Pseudomonas aeruginosa infection occurs when immunological defences
are down, when normal lung physiology is genetically impaired, and in



208©

d
.p

ri
tc

h
ar

d
et

al
.

Murine leucocytes

QSM concentration (micromolar)

1 10 100T
ri

tia
te

d-
th

ym
id

in
e 

in
co

rp
or

at
io

n 
(c

ou
nt

s 
pe

r
m

in
ut

e)

0

5000

10000

15000

20000

25000

30000

35000

40000

3O-C12-HSL
3O-C6-HSL
DMSO

Controls

Med ConA Bkg

Human PBMC

QSM concentration (micromolar)

1 10 100T
ri

tia
te

d-
th

ym
id

in
e 

in
co

rp
or

at
io

n 
(c

ou
nt

s 
pe

r
m

in
ut

e)

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

50000

3O-C12-HSL
3O-C6-HSL
DMSO

Controls

Med ConA Bkg

Figure 9.3. Suppression of human and murine leucocyte proliferation by 3O-C12-HSL.

105 cells were cultured with 3O-C12-HSL or 3O-C6-HSL and 1 µg/ml Concanavalin A

(ConA), a lectin, for 3 days with 0.25 µCi tritiated-thymidine added in the final 18 h of

culture. Cells were then harvested onto filters and the incorporated radioisotope counted

on a Packard TopCount scintillation counter.

cases of severe tissue damage (Allewelt et al., 2000; Lyczak et al., 2000).
Consequently, it is a predominant pathogen in hospital infections (Banerjee
et al., 1991; Jarvis and Martone, 1992) and in cystic fibrosis (CF) patients
(Singh et al., 2000; Lyczak et al., 2000). It is therefore important to fully
understand the immunological events occurring during the initial stages of
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Figure 9.4. Suppression of LPS-induced TNFα secretion by 3O-C12-HSL. 105 human

peripheral blood mononuclear cells (PBMC) were stimulated with 1 ng/ml of LPS from

E. coli serotype 055:B5 in the presence of 3O-C12-HSL or 3O-C6-HSL for 24 hours. Levels

of TNFα released into the culture supernatants were assayed in a sandwich ELISA.

Briefly a mouse anti-human TNFα antibody was immobilised onto a 96-well ELISA plate.

After blocking with 1% bovine serum albumin in phosphate buffered saline (PBS),

culture supernatants were added to the wells; dilutions of standard human TNFα was

included in parallel. The cytokine was captured overnight followed by a wash in PBS

containing 0.05% Tween 20 (PBS/Tween). The captured TNFα was detected with the

addition of a biotinylated mouse antihuman TNFα antibody. Following a wash in

PBS/Tween streptavidin-horseradish peroxidase was added to the wells. After a final

wash in PBS/Tween the bound peroxidase was developed for 10 min using

tetramethyl-benzidine as substrate and product development was recorded at 450 nm

in a Dynex plate reader.

infection and during the establishment of infection if the relevance of QSM-
induced immune modulation in vivo is to be authenticated.

Immunity to P. aeruginosa in model systems appears to be dependent on
the functionality of alveolarmacrophages, neutrophils, T cells, and cytokines,
particularly TNFα, secretion (Amura et al., 1994; Buret et al., 1994;Morissette
et al., 1995),whichare immunological effectors known tobe affectedbyAHLs,
at least in vitro. Chemokines, particularly those binding to CXCR2 chemokine
receptors, are key in immunological protection against murine P. aeruginosa
pneumonia (Tsai et al., 2000).

Despite this apparent understanding of the host–pathogen interface,
further complex immunological interactions are undoubtedly initiated by
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Figure 9.5. 3O-C12-HSL induces apoptosis in murine splenocytes. 106 murine leucocytes

were incubated with 100 µM 3O-C12-HSL for 1 hour. An aliquot of 105 cells was removed

for labelling with Annexin V-FITC, which detected apoptotic cells and propidium iodide,

which stained for necrotic cells. Analysis was by flow cytometry.

infection, and investigators have also discovered a role for IL-4 (an accepted
T helper 2 cytokine) and possibly the upregulation of surfactant protein (Jain-
Vora et al., 1998) in immunity; AHLs seem to promote this phenotype in vitro
(Telford et al., 1998) providing an interesting caveat to the argument that

→
Figure 9.6. 3O-C12-HSL induces apoptosis in murine peritoneal macrophages.

(A) Macrophages incubated in 3O-C12-HSL exhibit several hallmarks of apoptosis. A

normal cell is shown for comparison (i). Cytoplasm pinches off in a process known as

blebbing (arrow-ii) until it is completely reduced (iii). Meanwhile endonucleases are

activated which cleave chromatin, causing it to condense and line the nuclear membrane.

Nuclear morphology in (iv) is typical of a cell undergoing this process. Eventually the
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Figure 9.6 (cont) nucleus fragments into apoptotic bodies (arrow-v). Macrophages

were incubated in 12.5, 25, 50, and 100 µM 3O-C12-HSL and 3O-C6-HSL and CTCM alone

for 1, 2, 4, and 6 h. Macrophages were cytospun, fixed with methanol and stained with

Giemsa. Examples shown are representative of macrophages found after incubation with

3O-C12-HSL at all concentrations and times. Control and 3O-C6-HSL incubations showed

no apoptotic morphology. (B) Representative Hoechst stained cells. Hoechst 33342 binds

DNA which allows the determination of nuclear morphology. DNA in the nucleus of

normal cells is distributed diffusely (i) and fragmented in apoptotic cells (ii). Macrophages

were incubated in 50 µM 3O-C12-HSL and 3O-C6-HSL and CTCM for 3 h, detached

and stained. 3O-C12-HSL incubation induced the apoptotic morphology shown and

3O-C6-HSL and CTCM incubated cells appeared normal. (C) Incubation with 3O-C12-HSL

yields the characteristic DNA ladder. DNAwas extracted frommacrophages incubated for 3

h in 50 µM 3O-C12-HSL (lanes 1 and 2) and 50 µM 3O-C6-HSL (lanes 3 and 4) and CTCM

(lanes 5 and 6). 12 cultures of 1 × 105 macrophages were detached and pooled allowing

sufficient amounts of DNA to be analysed yet ensuring that results reflect previous

experiments. DNA was visualised on a 1.8% agarose gel by ethidium bromide staining.
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AHLs promote bacterial survival by modulating Th1 function. Interleukin
10 could also be acting as a regulatory cytokine in Pseudomonas infection;
in mice, it is reported to be a major mediator of sepsis-induced impairment
of innate antibacterial defences in the lung (Steinhauser et al., 1999), yet
also plays a role in attenuating excessive lung inflammation (Chmiel et al.,
1999). This reinforces the belief that we are dealing with a very immunolog-
ically complex host–bacterial interaction, where the temporal nature of bac-
terial stimulus/immune modulation and host immune response warrants
dissection.

3O-C12-HSL has been detected directly in the sputum of cystic fibro-
sis patients experiencing acute exacerbations of P. aeruginosa infection,
(Williams et al., 2000). In addition, using an experimental approach in which
14C-labelledmethionine is incorporated into AHLs via S-adenosylmethionine
during AHL biosynthesis, Singh et al. (2000) reported that in biofilms and in
cystic fibrosis sputa (incubated ex vivo for 4 hours to stimulate de novo AHL
biosynthesis),P. aeruginosaproduces bothC4-HSL and 3O-C12-HSL. Intrigu-
ingly, the ratio of C4-HSL to 3-oxo-C12-HSL in the biofilms was found to be
converse of that observed during planktonic growth in L-broth, i.e., C4-HSL
predominates. This suggests that during chronic infections at mucosal sur-
faces, P. aeruginosa down-regulates the production of the immune regulatory
AHL, 3O-C12-HSL (Fig. 9.7, Table 9.1).

Thus, while QSMs are generated in vivo in quantities considered to be
immune modulatory in vitro, it is also important to consider that they are
made in combinationwith a battery of putative immune regulatorymolecules
such as ExoU cytotoxin, exotoxin A, Opr1, nitrite reductase, outer membrane
porin proteins, and the phenazine pigment, pyocyanin (Michalkiewitz et al.,
1998, 1999; Muller and Sorrell, 1997; Schümann et al., 1998; Ino et al., 1999;
Oishi et al., 1997; Cusumano et al., 1997; Denning et al., 1998). It is not
known whether the immune regulatory AHLs would have the opportunity to
modify the immune system in the selective manner observed to date when
incorporated into such a complex molecular cocktail, which undoubtedly has
the capacity to over-extend the local response to bacterial infection. However,
it is possible that immune suppression by AHLs during bacterial infection
is a relatively early cellular event (Fig. 9.7). Alternatively, given that small
unchargedmolecules such as 3O-C12-HSLmay readily crossmembranes and
diffuse through tissuesmuchmore rapidly than themuch largerP. aeruginosa
exoprotein virulence determinants, which are also likely to be immunogenic
and neutralised by antibodies, immune regulatory AHLs may provide the
bacteriumwith an important advance foothold prior to the secretionof diverse
tissue damaging exoproducts.
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Figure 9.7. The immunological complexity of Pseudomonas aeruginosa infection at

mucosal surfaces. A theoretical immunological scenario is envisaged where the bacterium

progresses from microcolony formation to biofilm establishment aided by a temporal

switch in QSM production. Early immunological events would include chemokine,

particularly IL8, secretion by compromised epithelium and neutrophil recruitment, which

is reported to actually assist microcolony formation (Mathee et al., 2000). 3O-C12-HSL

would act at this stage to modulate immunity, innate, and adaptive given the opportunity

for multiple repeated exposure, particularly in the hospital environment (Jarvis and

Martone, 1992). As microcolony formation proceeds, and the colonial organism becomes

protected from immunological effectors, C4-HSL becomes the major QSM (Singh et al.,

2000). C4-HSL does not modulate immunity but, in common with 3O-C12-HSL, is

responsible for driving the production of a cocktail of virulence determinants from a site

of immune privilege, the biofilm. This cocktail, consisting of exotoxins with cytolytic

activity, a pyocyanin which can destroy the anti-proteinase defence of the lungs (Britingan

et al., 1999), and cytokine inducing secretions serve to hyperactivate the immune system,

resulting in clearance of infection or pathology. Bacterial SOD and catalase activities

within the biofilm may shield organisms from oxidative attack (Hassett et al., 1999),

while the proteinase-antiproteinase balance of the lung may be severely compromised

in P. aeruginosa infection by a combination of LPS-induced SLPI expression and

a1-antiproteinase destruction by pyocyanin (Jin et al., 1998; Britingan et al., 1999).

With reference to Fig. 9.7, we suggest that in chronic P. aeruginosa in-
fections, C4-HSL is produced, once a site of immune privilege has been
established. C4-HSL is not immune modulatory in vitro (Fig. 9.8), and the
need for the immune modulatory 3O-C12-HSL may be surpassed by biofilm
formation.
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Table 9.1. The putative role of AHLs in early and late phase infection with
P. aeruginosa

Initial contact with host Established infection

3O-C12-HSL predominant? C4-HSL predominant?

Foothold gained by bacterium

through the secretion of immune

modulatory and pro-apoptotic

QSMs, which suppress leucocyte

function and orchestrate synthesis

of elastase, alkaline proteinases,

and exotoxin A.

Once infection is established, a

combination of virulence factors,

including exotoxins, membrane

proteins, porins, pyocyanin and

nitrite reductase, lipase, and

cyanide induce cytokine and

chemokine activities at sites of

infection (TNF α, IL2,6,8,

GM-CSF).

It should also be noted that IL-8

induction in epithelial cells by

QSMs has been reported. This

would indicate that QSMs

modulate inevitable self-inflicted

inflammation.

It is not known whether the QSMs

preserve a site immune privilege

around the bacterial colony, and

whether QSMs and biofilm

formation synergise to promote

bacterial survival. Bacterial SOD

and catalase may constitute an

anti-oxidant defence shield.

Notes: Recent data suggest that C4-HSL or BHL is produced in excess of

3O-C12-HSL or OdDHL in CF sputum compared to laboratory broth cul-

ture (Singh, 2000). Sputum was collected in PBS in the presence of 2%

n-acetylcysteine, then labelled with 14C carboxy-methionine. Labelled HSLs were

extracted under acidic conditions, and analysed by HPLC. From broth cul-

tures of 9 clinical isolates from 6 sputums, 6/9 demonstrated a bias toward

C4 synthesis. This trend was also seen in biofilm vs broth cultures manufac-

tured under laboratory conditions. The inference is that a switch to predom-

inant C4-HSL synthesis is a marker of biofilm formation. This might suggest

that C4-HSL is produced once a site of immune privilege has been established.

C4-HSL is not immune modulatory in vitro, and the need for the immune mod-

ulatory 3O-C12-HSL may be surpassed by biofilm formation. It is also possible

that the chemical phenotype of the bacteriummay be regulated by the eukaryotic

response.
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Figure 9.8. The comparative immune suppressive activity of 3O-C12-HSL and C4-HSL.

105 murine and human leucocytes were cultured with 3O-C12-HSL or C4-HSL and

1 µg/ml ConA for 3 days with 0.25 µCi tritiated-thymidine added in the final 18 hours of

culture. Cells were then harvested onto filters and the incorporated radioisotope counted

on a Packard TopCount scintillation counter.

9.6 CONCLUSION

While we await data providing a greater understanding of the role of bac-
terial QSMs in immune modulation and pathogenesis at mucosal surfaces,
immunological experiments conducted inour laboratories indicate thatAHLs
represent a family of potentially important therapeutic compounds for the
alleviation of Th1-driven autoimmune disease, where inappropriate levels of
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macrophage-derived TNFα and IL-12 are thought to contribute to pathology.
On the basis that the AHLs are simple organicmolecules readily amenable to
chemical synthesis and modification, they constitute an attractive family of
potential immunotherapeutic agents. The fact that AHLs function by bind-
ing to and activatingmembers of the LuxR family of transcriptional regulator
proteins in diverse Gram-negative bacteria supports our belief that eukary-
otic receptors exist andmediate the immunological events discovered to date.
Furthermore, the existence of a number of chemically distinct QSM families
(Fig. 9.1), highly amenable to chemical synthesis, is likely to offer fruitful
future opportunities for the discovery of novel immune modulatory agents
for the treatment of immunological disease. Finally, an investigation of the
role of immunological effectors in controlling or modulating AHL synthesis,
secretion, and activity would be worthwhile.
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CHAPTER 10

Microbial modulation of cytokine networks

Brian Henderson and Robert M. Seymour

10.1 INTRODUCTION

Inflammation is a paradoxical process. This protective mechanism,
whose absence spells prolonged illness or death, is also the cause of an
enormous amount of morbidity worldwide with many idiopathic chronic
inflammatory states, including asthma, autoimmune diseases (rheumatoid
arthritis, multiple sclerosis, etc.), psoriasis, and inflammatory bowel disease,
still awaiting a cure. The signs of inflammation were defined by the Roman
encyclopaedist, Celsus, almost two millennia ago, and the humoral and cel-
lular factors that drive inflammation have been under scrutiny since the
middle of the nineteenth century. However, it was not until the 1950s that
clues emerged as to how the enormously complex inflammatory/immune
response, with its multiple cells and mediators (discussed in other chapters
in this volume), was integrated and controlled. In theUnited States, the study
of endotoxin-induced pyrexia (reviewed by Dinarello, 1989) and in the United
Kingdom, the study of viral “interference” (reviewed by Gresser, 1997), led
to the discovery of polypeptides with potent effects on cell behaviour. These
proteins, interleukin (IL)-1 and interferon (IFN)α, respectively, were the fore-
runners of the enormous lists of proteins now known as cytokines that we
recognise as inducing, and suppressing, inflammation (see Horst Ibelgauft’s
website, COPE, for a crash course in cytokines and Table 10.1). Cytokines
can now be defined on the basis of their structural biology, or subdivided
according to their historical naming/function, as in Table 10.1. Over the
past thirty years it has become established that cytokines control the inter-
actions among the many cell populations that constitute the mammalian
immune and inflammatory responses (Meager, 1998; Mantovani et al., 2000;
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Table 10.1. The cytokines defined by function

Cytokine family Examples Functions

Interleukins IL-1, IL-2, IL-10, Regulators of inflammatory responses

IL-18 (IL-1, IL-10, IL-12, IL-18),

lymphocyte growth factors (e.g. IL-2,

IL-4, IL-6, IL-7, IL-9, IL-17),

chemokines (IL-8)

Necrotic cytokines TNF family Involved in regulation of inflammation

and of apoptosis

Interferons IFN α, β, γ Antiviral and immune modulating

Colony-stimulating IL-3, G-CSF, Growth and differentiation factors for

factors M-CSF myeloid cells

Growth factors TGFβ, FGF, Growth factors for mesenchymal and

PDGF epithelial cells

Chemokines IL-8, MCP, Chemotactic cytokines

RANTES

Balkwill, 2000; Oppenheim and Feldmann, 2000; Callard et al., 2001). In
this chapter we will consider how bacteria interact with their hosts in terms
of stimulating or inhibiting the synthesis and action of cytokines. These
bacteria-host/host-bacteria interactions have co-evolved tomaximise both the
survival of the bacterium and of the host species. As a preface to this discus-
sion, the reader will be introduced to the concept of the cytokine network.
It has to be emphasised that cytokines differ from endocrine hormones in
that in any given tissue most, if not all, cells can generate, and respond to,
multiple cytokines. Thus, the basic level of control of cytokines is not the
individual cytokine, but the network of cytokines generated in any particu-
lar tissue or group of cells in response to a particular stimulus or group of
stimuli.

10.2 CYTOKINE NETWORKS

A familiar and vital physiological system involves the release of
corticotrophin-releasing factor (CRF) by the hypothalamus, which stimulates
the synthesis and release of adrenocorticotrophic hormone (ACTH) by the
anterior pituitary. In turn, ACTH stimulates cortisol release by the adrenal
cortex. Cortisol has a negative feedback effect both on the hypothalamus and
pituitary (Fig. 10.1a). Compare this simple negative feedback loop between
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pituitary

ACTH

adrenal cortex

cortisol
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1a
Stimulus (eg LPS)

IL-1+

IL-1+

TNF+

TNF+

IL-1+
TNF+

TNF+
IL-1+

IL-10-
IL-1ra-

IL-6

IL-8

other
cytokines

1b

Figure 10.1. Comparison between endocrine hormone control, in this case the control of

release of the glucocorticoid, cortisol (1a), and the control of cytokine synthesis. In the

case of the former, signals acting at the level of the hypothalamus cause the release of

corticotrophin-releasing factor (CRF), which acts on the pituitary to stimulate the release

of adrenocorticotrophic hormone (ACTH). This enters the blood and binds to

adrenocortical cells, which are stimulated to release cortisol. The cortisol can then act at

the level of the pituitary and hypothalamus on which tissue it has a direct negative

feedback effect inhibiting CRF and ACTH synthesis. In Fig. 10.1b the effect of stimulating

a cell (e.g., macrophage) with a bacterial pro-inflammatory signal (e.g., LPS) is

schematically shown. This causes the release of the early response cytokines IL-1β and

TNFα. These cytokines can act on nearby cells in a paracrine manner. They can also act in

an autocrine fashion to stimulate the producing cell. These early response cytokines can

also act to induce the production of additional cytokines including regulatory proteins

such as IL-10 and IL-1 ra (receptor antagonist). These proteins are believed to act to

down-regulate pro-inflammatory cytokine networks. In addition, the early response

cytokines can induce the formation of so-called secondary cytokines such as IL-6, IL-8 etc.,

which can act to promulgate the inflammatory response. Note that this diagram is an

enormous simplification of what the real situation is believed to be. Many other cytokines

will be involved and the role of receptor turnover and shedding has not been included.

these three tissues with the interactions between two cells exchanging infor-
mation in the form of cytokines as a result of stimulation with a bacterial
agonist (Fig. 10.1b). The example chosen is the synthesis and release of the
so-called early response cytokines, IL-1, and tumour necrosis factor (TNF)α
in response to a bacterial agonist. This results in a “network” of cytokines,
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produced by paracrine and autocrine interactions, including TNFα, IL-1ra,
IL-6, IL-8, and IL-10. It is these cytokines that control the behaviour of the cells
involved in bacterial infections. In simplistic terms, the key to thehomeostatic
control of inflammation resulting from bacterial infection is the ability to
switch on the appropriate level and temporal pattern of production of specific
cytokines and to then be able to switch off these cytokines in an appropriate
temporalmanner. Itmust be emphasised that cytokine networks are dynamic
entities with both spatial and temporal manifestations.

More generally, a (local) cytokine network consists of a localised collec-
tion of cells of one or more types, which communicate with each other by
means of various cytokines. Producer cells release a cytokine signal into the
extracellular environment, and receiver cells detect the signal by ligand bind-
ing to cytokine-specific, high affinity, cell-surface receptors, which in turn
transmit a signal via intracellular signalling pathways to the nucleus. The
receiver cells may then respond by producing further cytokines, which may
be the same, or different, to that received. Thus, cells can act as both produc-
ers and receivers of information carried by cytokine signals. In particular,
a cell can act on itself by autocrine signalling. Different species of cell may
respond, more or less strongly, to different sets of cytokines, depending on
the type and density of cell-surface receptors they express.

This picture is complicated by additional features such as cytokine-
stimulated cells responding by up-regulating or down-regulating the ex-
pression of cytokine receptors rather than the cytokines themselves. Cells
can also react by producing soluble receptors or by expressing decoy recep-
tors, both of which act to absorb information-carrying cytokine molecules
without transmitting a signal. In addition, cytokines can act as receptor an-
tagonists (e.g., IL-1ra), which do not carry information, but instead act by
blocking signal-transduction pathways otherwise open to signal-carrying cy-
tokines.

Networks of the form described above may be conceived more abstractly
as consisting of a set of “cells” (of various species), pairwise connected by
one or more binary relations, which determine the information traffic (sig-
nals carried by cytokines) between them. Multiple signals (carried by differ-
ent cytokines) between pairs of cells and auto-signalling from a cell to itself
are also possible. Signals can be activating, stimulating the receiving cell to
up-regulate the production of some molecule(s), or inhibiting, inducing the
down-regulation of some molecule(s). The same signal can, in principle, be
both activating for some molecules and inhibiting for others in the same cell
(Wilson et al., 1998; Seymour andHenderson, 2001). This concept canbe seen
visually in Fig. 10.2 which shows a simple cytokine network involving the two
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Numbers of
cytokines

1

2

3

4

5

Number of
pairs

0

2

6

12

20

Numbers of
triplets 

0

0

6

24

60

Total

0

4

15

40

84

stimulus

IL-1 +

TNF +

TNF

IL-1

IL-10 -[1]

[2]

[3]

Figure 10.2. A simple cytokine network is shown produced by the activation of the cell (a

monocyte) by a stimulus (e.g., LPS) [1]. The induction of IL-1 and TNF synthesis and

release of these cytokines can result in the feedback of these cytokines onto the producing

cell. The IL-1 can, for example, activate the producing cell to make TNF or it can even

induce IL-1 synthesis. In [2] the various modes of interaction between cytokines and cells

are shown schematically. These include (A) autoinduction; (B) cross-induction;

(C) inhibition of autoinduction; and (D) inhibition of cross-induction. In [3] the rapid

complexification of cytokine networks as a response to the numbers of cytokines involved

in shown in a table. Here the relationship is shown between the number of cytokines in a

network and the calculated number of interactions that can occur in a binary and ternary

manner. Higher order interactions have been omitted. Thus with only four cytokines up

to forty different interactions can occur.

early response cytokines, IL-1 and TNF, and a major anti-inflammatory cy-
tokine, IL-10. The way these cytokines can interact with the cell to control
each other’s synthesis and the enormous complexity of the potential interac-
tions that can occur in such networks is shown schematically in the diagram
(Fig. 10.2).

Thus, each cell in the network exists in a “soup” of cytokines, carrying
various activating and inhibiting signals, some of which may reinforce, and
some cancel or reduce, the effect of others, and which may act in different
ways on different cells. The cytokine network is pro-inflammatory if the net
effect is to provoke an inflammatory response, and is anti-inflammatory if
the net effect is to suppress an inflammatory response. Furthermore, this
cytokine soup (network) is not static, but changes dynamically as the various
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Insufficient cytokines
produced and host
dies

Too much cytokine
production and host
dies

Cytokine production
is correct and host
overcomes infection

infection

cytokine

cytokine

time

time

time

infection

infection

Host cell

cytokine

Figure 10.3. The kinetics and dynamics of cytokine network induction in infection.

Failure to mount an appropriate cytokine network response by either under- or

over-producing cytokines can result in tissue or systemic pathology and even death.

responses unfold in time. Even the cells involved may change dynamically
through: (i) induced cell proliferation, (ii) cell maturation (for examplemono-
cytesmaturing intomacrophages or dendritic cell precursor intomature den-
dritic cells – see Chapter 1), (iii) cell death, or (iv) through migration into or
out of the site of cytokine network activity. It is envisaged that such cytokine
networks are the main controlling agents in the inflammation and immune
reactions that occur in infections. The dynamical relationships within a cy-
tokine network, invoked in response to an initiating external event, will con-
trol the induction, perpetuation, and the possible eventual collapse of the
network and the consequent cellular events that it controls. However, it is
also possible that, once induced, a “homeostatic” state of dynamic stability
may be maintained more-or-less indefinitely between cells participating in
the network, even after the primary initiating event has passed. This may
be the situation in idiopathic diseases such as rheumatoid arthritis, which is
now believed to be initiated by some infectious agent.

10.3 BACTERIA AND CYTOKINE NETWORKS

The host cytokine response to a bacterial infection can take one of
three dynamic states (Fig. 10.3). Failure to produce sufficient “cytokine”
or, more correctly, the optimal network of cytokines, will inevitably lead to
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Table 10.2. Classes of bacterial components able to induce cytokine
synthesis

Lipopolysaccharides Oligosaccharides Lipoarabinomannans

Peptidoglycans Oligopeptides Molecular chaperones

Lipopeptides Lipoproteins Lipids

Glycolipids Glycoproteins Fimbriae

Superantigens Adhesins Phospholipases

Exotoxins CpG DNA Proteinases

Note:NBEach class of bacterialmolecule contains individualmolecules

with a range of potencies.

overwhelming infection and death. If, on the other hand, the host generates
a network “rich” in pro-inflammatory cytokines or fails to produce sufficient
inhibitory cytokines, then, again, morbidity and mortality can ensue. Good
examples are the conditions of septic and toxic shock. We have some lim-
ited insight into the problems of cytokine network formation in pathology.
What we clearly lack is an understanding of how infecting organisms and the
host combine to produce the optimum cytokine networks to enable bacterial
infections to be overcome and for the host return to normality without any
notable sequelae.

The obvious starting point is to understand how bacteria stimulate cy-
tokine synthesis. It is now established thatmany bacterial components stimu-
late cytokine synthesis. Most attention has focused on the pro-inflammatory
cytokine-inducing actions of lipopolysaccharide (LPS) from Gram-negative
bacteria and peptidoglycan and lipoteichoic acid from Gram-positive organ-
isms (Henderson et al., 1998). We now know that these components bind
to, among others, the Toll-like receptors (TLRs) (Akira et al., 2001) described
briefly inChapter 1 to induce the early response-type cytokine network shown
diagrammatically in Fig. 10.1. Here the two key pro-inflammatory cytokines,
IL-1 and TNFα, are produced. However, these bacterial cell wall components
are only the tip of the iceberg of cytokine-inducing bacterial components
(Table 10.2). It is now clear that bacterial molecules of all chemical classes
are able to induce cytokine synthesis (reviewed by Henderson et al., 1996a,
1996b; Henderson et al., 1998). Perhaps the most active cytokine inducers
are bacterial exotoxins (Henderson et al., 1997) such as the superantigens
described in Chapter 8. The induction and inhibition of cytokine synthe-
sis by enterotoxins is discussed in Chapter 11. There is evidence that some
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of these varied cytokine-inducing molecules induce cytokine networks that
differ from those induced by LPS and peptidoglycan and that are generally
thought of as the prototypic network. For example, the cytolethal distending
toxin from the oral bacterium, Actinobacillus actinomycetemcomitans, induces
humanmonocytes to secrete IL-1β but not TNFα (Akifusa et al., 2001). Thus,
each bacteriummay generate dozens of cytokine-inducingmolecules that can
interact with the host to create tissue pathology. It has been proposed that
these cytokine-inducing molecules be classified as a novel form of bacterial
virulence factor and the termmodulinhas been coined, as thesemolecules, by
inducing cells to produce autocrine-acting cytokines,modulate cell behaviour
(Henderson et al., 1996a, 1996b; Henderson and Wilson, 1998; Henderson
et al., 1998).

10.4 THE NORMAL MICROBIOTA AND THE COMMENSAL
PARADOX

Ninety percent of the cells in the average human are not eukaryotic but
are, in fact, bacteria (Tanner, 1995). This is the normal human microbiota,
which is very complex, containing at least 1,000 different bacterial species
(Relman and Falkow, 2001). These bacteria can make intimate contact with
our mucosal cells but do appear not provoke an inflammatory response. As
all bacteria studied produce cytokine-inducing pro-inflammatory molecules
and must be constantly releasing them, the finding that the mucosae har-
bouring themicroflora are noninflamed is a paradox, which has been termed
the commensal paradox (Henderson et al., 1996a, 1996b, 1998; Henderson
and Wilson, 1998; Wilson et al., 1998). Arguably, the failure of the mucosae
to become inflamed in response to the adjacent normal microbiota is the
most widespread example of evasion of the inflammatory defence mecha-
nism in multicellular organisms. One solution to this paradox is that either
some, or possibly all, of the members of the microbiota produce molecules
with the ability to block the synthesis of pro-inflammatory cytokines or pro-
inflammatory cytokine networks. Possible clues as to the cytokine networks
involved has come from the phenotypes of transgenic mice with inacti-
vated cytokine genes. Mice lacking IL-2 (Sadlack et al., 1993) or IL-10 (Kuhn
et al., 1993) develop entero/colitis.However, transgenic knockoutmice raised
under gnotobiotic conditions fail to develop inflammationof the gut (Contrac-
tor et al., 1998; Sellon et al., 1998) revealing that the removal of IL-2 or IL-10
from local cytokine networks in the gut generates an inflammatory response
to members of the normal gut microbiota. Thus, a plausible hypothesis is
that under normal conditions the gutmicrobiota signals to the gut to induce a
noninflammatory cytokine network. This is not so implausible as it is known
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no contact between
bacteria and host

no effect on local
cytokine networks

(i)

non-inflammatory
cytokine network

(ii)

complexified cytokine
network--nonfunctional

Direct inhibition of
key pro-inflammatory
cytokine synthesis or

activation of anti-
inflammatory cytokine

synthesis

(iii) (iv)

Figure 10.4. Four theoretical states of interaction of bacteria with host cells and the

consequent evasion of host cytokine-driven responses. In (i) and (ii), we have the two

possible forms of interaction between the normal bacterial flora and mucosal surfaces. In

(i) there is no interaction either because the presence of the mucus barrier or through

selective desensitisation of the epithelial cells of the mucosa. An alternative hypothesis is

that there is constant crosstalk between the bacteria and the mucosal (and even

submucosal) cells resulting in the formation of cytokine networks which do not evince an

inflammatory state. In (iii) the bacteria under consideration are pathogens and the release

of multiple cytokine-inducing components is proposed to complexify protective cytokine

networks thus rendering them nonfunctional. In (iv) the effect of selective inhibitors of

pro-inflammatory cytokine networks deactivates inflammatory defences.

that the gut organism, Bacteroides thetaiotamicron, interacts with intestinal
epithalial cells to control their cell surface glycosylation (Hooper et al., 2001).

10.5 BACTERIAL EVASION OF PROTECTIVE PRO-INFLAMMATORY
CYTOKINE NETWORKS

To survive within its human host, we propose the hypothesis that a bac-
terium must either: (i) fail to interact with host cells and therefore not affect
local cytokine networks; (ii) interact with host cells and induce a noninflam-
matory cytokine network; (iii) generate a complexified network that is essen-
tially nonfunctional or selectively suppresses protective pro-inflammatory
networks; or (iv) synthesise components that selectively inhibit the syn-
thesis or action of key protective pro-inflammatory cytokines (Fig. 10.4).
It is envisaged that members of the normal microbiota exist within cate-
gories (i) and (ii). The failure to induce cytokine networks implies a lack of
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communication between bacteria and host or an unresponsiveness of host
epithelium. It has recently been argued that intestinal epithelial cells lack
TLR-4 and MD-2 and that this renders them resistant to the effects of LPS
released by the bacteriamicroflora (Abreu et al., 2001). In contrast, it has been
reported that flagellin from Salmonella spp can activate intestinal epithelial
cells in a TLR4-independent fashion (Eaves-Pyles et al., 2001). However, as
bacteria must constantly be releasing a range of cytokine-inducing compo-
nents (TLR-dependent andTLR-independent) ontomucosal surfaces it would
seen more sensible that these surfaces compensate for this by some active
form of active cytokine network control. However, the molecules required to
support this hypothesis have not yet been identified.

The finding that bacteria can produce a wide range of cytokine-inducing
molecules suggests another strategy for evading host cytokine network de-
fence. If we follow Charles Janeway’s train of thought about pathogen-
associated molecular patterns (PAMPs) and pattern recognition receptors
(PRRs; Janeway, 1992, as discussed in Chapter 1), then we have a situa-
tion in which the host recognises bacteria through evolutionarily conserved
molecules (PAMPs) such as LPS, CpG DNA, peptidoglycan, and molecular
chaperones. This recognition induces an appropriate induction of protec-
tive host cytokine networks whose kinetics and dynamics is controlled by
the levels of these PAMPs. However, if bacteria produce additional cytokine-
inducing molecules that do not signal through the PRRs it could lead to
dysequilibrium (complexification) of these protective cytokine networks and
therefore to the evasion of the protective host inflammatory/immune system.
It is of interest that many, if not all, of the bacterial exotoxins have potent
cytokine-inducing actions in addition to their more accepted functions as
cell toxins. Some toxins are more active cytokine inducers than they are tox-
ins (Henderson et al., 1997). It must be emphasised that there is no direct
experimental evidence to support the proposal that bacteria can induce com-
plexified networks of cytokines.However, the concept is a testable hypothesis.
The final mechanism will be dealt with in the next section.

10.6 MICROBIAL INHIBITION OF PRO-INFLAMMATORY
CYTOKINE NETWORKS

During the past fifteen to twenty years, we have seen the identification
of a large number of viral gene products with homology to human cytokines
and cytokine receptors and some proteins with the capacity to affect cytokine
gene transcription and transcriptional control. Viruses such as vaccinia and
Epstein Barr encode proteins with homology to human cytokines such as
epidermal growth factor (Brown et al., 1985), IL-6 (Moore et al., 1996) and
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Table 10.3. Examples of bacterial exotoxins that inhibit cytokine
synthesis

Toxin Cytokines inhibited

Cholera toxin TNFα, IL-2, IL-12 (not IL-6)

E. coli heat-labile toxin IL-4

Anthrax oedema toxin TNF(stimulates IL-1)

Pseudomonas aeruginosa exotoxin A IL-1, TNF, lymphotoxin, IFNγ

Botulinum toxin type D TNF

Lymphostatin IL-2, IL-4, IL-5, IFNγ

IL-17 (Yao et al., 1995). These cytokine-like proteins have been termed vi-
rokines. In addition, many viruses are now established to encode soluble
forms of cytokine receptors including those binding to IL-1, TNFα, IFNα/β,
IFNγ , and chemokines (Kotwal, 1999). Chemokine receptor-like proteins are
also encoded by various viruses (Kotwal, 2000). These receptor-like proteins
have been termed viroceptors. The role of these various viral gene products,
which have been “borrowed” from the host, are assumed to aid the virus in
infecting the host and evading cytokine-driven immune responses. Indeed,
there are experimental animal studies confirming that various virokines can
inhibit inflammatory processes in vitro, and this led to the suggestion that
such viral proteins could be utilised as anti-inflammatory agents (Henderson,
2000).

To date, analysis of the growing number of bacterial genomes that have
been fully sequenced has failed to identify bacterial equivalents of the vi-
rokines and viroceptors, although proteins with homology, for example, to
human NRAMP have been identified (see Chapter 3 for details). However,
there is evidence that various bacterial proteins can act to modulate cytokine
synthesis and some limited evidence exists for the existence of cytokine re-
ceptors on some common pathogens.

10.6.1 Bacterial proteins or mechanisms inhibiting
cytokine synthesis

It is now established that bacteria can inhibit macrophage cytokine syn-
thesis via type III secretion systems; the mechanism of NF-κB inhibition via
such systems is described in detail in Chapter 12. A number of bacterial tox-
ins have been reported to selectively inhibit cytokine synthesis (Table 10.3).
The mechanism of action of cholera toxin, E. coli heat labile toxin, and lym-
phostatin is described in detail in Chapter 11.
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Thebeginningof ourunderstandingof the role of type III secretion andof
exotoxins in controlling cytokine synthesis is likely to be the tip of the iceberg
ofmechanisms utilised by bacteria to control host cytokine networks. A grow-
ing number of reports have appeared in recent years emphasising that bacte-
ria canmodulate the production of a number of cytokines. The ability of non-
virulentSalmonella strains to inhibitNF-κBbyadirect cell contactmechanism
has been reported. The mechanism of action is at the level of the polyubiqui-
tination of the IκB – a process required to enable this protein to be degraded
by the proteasome. In some as yet unexplained manner, the IκB in cells in
contact with these nonvirulentSalmonella is not degraded and thus theNF-κB
cannot enter the nucleus (Neish et al., 2000). Intracellular bacteria appear to
have the ability tomodulate cytokine synthesis or cytokine signalling to enable
persistent infection of cells. Evidence is now appearing that bacteria that nor-
mally exist within host cells such asMycobacterium tuberculosis andChlamydia
trachomatis have additional mechanisms of controlling cytokine signalling
systems – but this early-phase work will not be discussed in this chapter.

A number of reports have shown that bacteria including entero-
pathogenic E. coli (Klapproth et al., 1995), A. actinomycetemcomitans (Kurita-
Ochiai and Ochiai, 1996), Brucella spp (Caron et al., 1996), Salmonella
typhimurium (Matsui, 1996), andMyobacteriumulcerans (Pahlevan et al., 1999)
produce proteins able to inhibit the synthesis of specific cytokines. In the case
of enteropathogenic E. coli, the active protein has been identified as novel
toxin termed lymphostatin. The discovery and mechanism of this toxin is
described in detail in Chapter 11. In the case of Brucella spp., the use of iso-
genic mutants has identified the major outer membrane protein, (Omp)25,
as the cytokine inhibitor (Jubier-Maurin et al., 2001). In addition, manno-
sylated lipoarabinomannans from mycobacteria have been demonstrated to
inhibit IL-12 production by human dendritic cells (Nigou et al., 2001). Thus,
it is slowly starting to become clear that bacteria can exert down-regulatory ef-
fects on pro-inflammatory cytokine networks by direct cell binding (through
type III systems) or by the release of particular molecules or indeed while
living within cells. Much more work is now needed to identify the popula-
tions of pro- and anti-inflammatory cytokine regulating proteins produced by
individual bacterial species in order to determine how bacteria regulate their
abilities to control host cytokine networks.

10.6.2 Bacterial proteinases and cytokine inactivation/activation

Bacteria secrete a range of proteinases that can play a role in nutrition,
pathogenesis, or immune evasion. One example of proteinases involved in
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evading humoral immune responses is the IgA proteinases described by
Mogens Kilian in Chapter 5. Pseudomonas aeruginosa, an environmental or-
ganism that can cause human pathology produces two major proteinases –
an alkaline proteinase and an elastase. Both proteinases can inactivate IFNγ

and TNFα but were unable to affect the biological activity of IL-1α or IL-1β.
The activity of the alkaline proteinase were unaffected by serum while that
of the elastase was reduced in the presence of serum (Horvat et al., 1989;
Parmely et al., 1990). Legionella pneumophila produces a metalloproteinase
with haemolytic and cytotoxic actions. In addition to these activities, the
metalloproteinase also cleaves IL-2 and removes CD4 from human T cells
inhibiting T cell proliferation (Mintz et al., 1993). A number of bacteria have
been reported to release proteinases with the ability to cleave the IL-6 receptor
from human monocyctes. In this way, these bacterial proteinases mimic the
action of natural host proteinases (sheddases) evolved to catalyse the release
of cytokine receptors from cells as part of the control of cytokine networks
(Mullberg et al., 1997). One of the consequences of this is that bystander
cells, which normally lack IL-6 receptors, can become responsive to this cy-
tokine (Vollmer et al., 1996). In contrast to the cytokine-inhibitory effects of
these bacterial proteinases, the extracellular cysteine proteinase of Strepto-
coccus pyogenes, also known as streptococcal pyrogenic exotoxin B (SPE B),
cleaves biologically inactive pro-IL-1β to produce an active formof thismature
cytokine (Kapur et al., 1993).

Periodontal disease is a very common chronic bacterially driven disease
in which bacterial biofilms play a major role in pathology. Examination of
two of the major bacterial pathogens, A. actinomycetemcomitans and Porphy-
romonas gingivalis, for the presence of cytokine-degrading activity revealed
that the culture media supporting the latter organism was able to proteolyse
IL-1β, IL-6, and the anti-inflammatory cytokine IL-1ra (receptor antagonist).
This proteolytic breakdown of cytokines could be produced even in the pres-
ence of a large excess of serum proteins (Fletcher et al., 1997). It was also
shown that biofilms of P. gingivalis were able to degrade cytokines (Fletcher
et al., 1998). P. gingivalis produces two major cysteine proteinase types – the
Arg-gingipains and the Lys-gingipains. The purified gingipains have been
reported to inactivate TNFα (Calkins et al., 1998), IL-6 (Banbula et al., 1999),
and IL-8 (Mikolajczyk-Pawlinska et al., 1998; Zhang et al., 1999). Of interest
was the finding that the initial attack of soluble gingipains on IL-8 produced
a cleavage product with enhanced bioactivity (Mikolajczyk-Pawlinska et al.,
1998). These findings seem to suggest that the proteinases acts as inhibitors
of pro-inflammatory cytokine networks. However, to complicate the picture
it has been established that an internal fragment of the adhesin domain of
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Lys-gingipain is a potent inducer of cytokine synthesis (Sharp et al., 1998)
and that the arginine-specific cysteine proteinase (RgpB) can stimulate oral
epithelial cells to secrete IL-6 by activation of protease-activated receptors
(PARs) (Lourbakos et al., 2001).

Muchmorework is needed to identify the overall effect of the proteinases
of bacterial pathogens on the workings of pro- or anti-inflammatory cytokine
networks. However, the available data have revealed that proteases can have
profound effects on such networks.

10.6.3 Bacterial receptors for cyokines

Cytokines are extremely potent molecules and only small amounts have
to be produced at sites of bacterial infection tomaximally activate host defence
cells. In consequence, therefore, only small amounts of cytokine “inhibitors”
would have to be produced to negate the activity of any particular cytokine.
This weakness in cytokine network design has been exploited by viruses. As
explained above, viruses have pirated host genes encoding cytokine receptors
to produce soluble forms of cytokine receptors (viroceptors) that prevent the
formation of defensive cytokine networks. This would be a sensible strategy
for bacteria to evolve. However, is there any evidence for this?

In 1991 it was reported that freshly isolated strains of virulent E. coli, but
not avirulent strains or virulent strains that had been laboratory-passaged,
specifically bound IL-1. Binding isotherms suggested that each bacterium
contained 20–40,000 IL-1 receptors, which is a much greater number than
that present onmammalian cells (Porat et al., 1991). Intriguingly, these work-
ers reported that IL-1 acted as a growth factor (the levels of IL-1 were too low
for this to be a nutrient effect) for virulent E. coli. If true, the ability to bind
(neutralise) and utilise key defence cytokines as growth factors would be an
extremely useful evasion mechanism. Luo and coworkers (1993) examined
a number of bacterial species: E. coli, Shigella flexneri, and S. typhimurium
and reported that they had specific receptors for TNFα. The identity of these
putative receptors remains a mystery. Perhaps the most intriguing bacterial
“cytokine receptor” is the glycolytic enzyme, glyceraldehyde 3-phosphate de-
hydrogenase (GAP), which is found on the surface ofM. tuberculosis andM.
avium and which binds the human cytokine, epidermal growth factor, with
high affinity. Binding of this cytokine acts as a growth factor for themycobac-
teria (Bermudez et al., 1996; Parker and Bermudez, 2000). Themechanism of
transduction of this eukaryotic growth factor signal in bacteria has not been
identified. Other workers have reported that mammalian cytokines such as
IL-2 and granulocyte-macrophage colony-stimulating factor (GM-CSF) are
growth factors for certain bacterial species (Denis et al., 1991a, 1991b). This
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ability of signalling molecules from one superkingdom (Eukarya) to reach
across and act within another (Prokarya) has recently been reported in the
other direction. As described by Pritchard and coworkers in Chapter 9, acyl
homoserine lactones, the mediators of quorum sensing, can interact with
leukocytes and interfere with cytokine signalling.

While these reports are fascinating, apart from the identification of the
mycobacterial receptor as GAP, no further information on these putative
bacterial cytokine receptors has been forthcoming. A recent report slightly
extends this area of study. This was the finding that a cyclic peptide produced
by Streptomyces spp. inhibits the binding of platelet-derived growth factor
to its receptor (Toki et al., 2001). However, the possibility that bacteria, or
at least pathogenic strains of individual bacteria, express proteins that can
mimic the action of host cytokine receptors is a fascinating hypothesis and
one that requires further study. The problem is that such hunting of potential
needles in virtual haystacks is difficult to fund either by granting agencies or
within the biopharmaceutical industry.

10.7 CONCLUSION

This chapter is one of four that describe diverse mechanisms by which
bacteria can interfere with cytokine signalling. In order to make sense of
how bacteria interact with host defence systems, it must be emphasised that
cytokines are the controlling and integrating signals of inflammation and
immunity and that cytokines exhibit the behaviour of network phenomena.
Thus, we are dealing not with individual cytokines but with the network
behaviour of cytokines both spatially and temporally. The interaction of bac-
teria with the host sets up another putative network – that of the various
molecules emanating from bacteria that can interfere with cytokine network
control. Thus, understanding how any one bacterium, under a single set of
circumstances, can give rise to a protective or nonprotective cytokine network
is essential if we are to be able tomake sense of bacterial infection. This infor-
mation is also essential to understand why the enormous number of bacteria
that constitute our normal microbiota do not act as a constant source of in-
flammation. One powerful tool that the authors are using is the combination
ofmathematicalmodelling in close combinationwith cell-based studies of cy-
tokine synthesis to assess the validity of models. This approach is now being
used to determine how networks of cytokine-inducing bacterial molecules
(modulins) interact with the networks of cytokines produced in response to
these modulins. We are confident that this approach allows the complexities
of cytokine signalling in response to bacterial infection to be teased apart and
allows the cytokine evasionmechanisms utilised by bacteria to be elucidated.
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CHAPTER 11

Enterotoxins: Adjuvants and immune
inhibitors

Jan-Michael A. Klapproth and Michael S. Donnenberg

11.1 INTRODUCTION

Toxins are defined as “soluble substances that alter the normal
metabolism of host cells with deleterious effects on the host” (Schlessinger
and Schaechter, 1993). Enterotoxins in particular elicit their primary effect
in the intestinal tract, initiating a metabolic cascade that results in excessive
fluid and electrolyte secretion. The uniformhost response is the development
of diarrhoea. However, at a cellular and subcellular level, certain enterotox-
ins induce sophisticated and fascinating metabolic alterations, which can
also affect the local immune system in a characteristic fashion. Occasionally,
enterotoxins induce disease even outside the gastrointestinal tract, affect-
ing other organ systems. Enterotoxins can be stimulatory and inhibitory at
the same time, depending on the encountered cell type. Further, the same
toxin can have more than one effect, either inducing or suppressing the im-
mune cascade. Modulation of the immune cascade with either induction
or suppression of local and systemic immunocompetent cell populations is
initiated at the level of the mucosal immune systems of the lungs, urogen-
ital tract, cornea, and gut. Gut-associated lymphoid tissue (GALT) is a mix-
ture of immunocompetent cells in the intestinal lining, constantly exposed
to foreign antigens and tightly regulated to prevent continuous activation.
However, even the massive, continuous exposure to foreign antigens in the
intestinal lumen does not, under normal circumstances, lead to a measur-
able immune response. This lack of response to antigens is known as oral
tolerance.

How exactly do antigens and enterotoxins gain access to the host im-
mune system and what are the tolerance-defining cell populations in the
GALT? There is evidence for the presence of at least two distinct pathways of
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antigen processing. Themore important pathway is throughM cells, special-
ized epithelial cells (Owen, 1999), which continuously sample the intestinal
lumen and present antigens to immunocompetent cells in Peyer’s patches, a
loose aggregationof lymphocytes in various stages of differentiation (McGhee
et al., 1999). The second pathway involves epithelial paracellular transport of
antigens to the lamina propria, processing by antigen-presenting cells, and
presentation to T cells. T lymphocytes and antigen-presenting cells account
formore than 60%of all cells in the lamina propria, with the T-cell population
beingpredominantlyhelper–inducerCD4+/TCRαβ lymphocytes (James and
Kiyono, 1999). Beside macrophages and T cells, the lamina propria also con-
tains a large number of plasma cells producing IgA (McGhee et al., 1999).
The various populations of immunocompetent cells in GALT require multi-
ple, simultaneous signals to overcome the tightly negatively regulated state
of activation.

Tolerance in the tightly controlled GALT can be broken with the use
of adjuvants. Adjuvants are molecules that invoke an immune response to
a bystander antigen if applied at the same time, resulting in significantly
elevated specific antibody andcytokine response toboth adjuvant andantigen.
Adjuvants are now utilized in the development of vaccines to induce antigen-
or pathogen-specific and protective immune responses.

Enteric pathogens and their products modify the immune response
and alter the local environment to gain an advantage that usually allows
proliferation and persistence in the host, either in the intestinal lumen
or in distal sites. This alteration targets key regulatory elements of de-
fense mechanisms, as enteric pathogens not only fend off the systemic
and local host immune response, but also other bacterial species sharing
the same environment. Microorganisms have adapted and evolved an ar-
ray of mechanisms that allow massive down-regulation of the local and
systemic immune response, producing factors that have antibiotic activi-
ties. Immunosuppression and immunoinduction by enteric pathogens and
their products is an emerging field of investigation, allowing further insight
into immune pathways. Even though enterotoxins are usually detrimental
to the host as a whole, they have aided microbiologists, immunologists,
and clinicians to delineate immune pathways for targeted therapeutic mod-
ulation of the immune cascade. In addition to playing an important role
in the pathogenesis of infections, enterotoxins have proven to be valuable
tools for identifying critical regulatory immunological pathways and may be
used therapeutically, for example, in the treatment of autoimmune disor-
ders. The biology of enterotoxins that are also superantigens is described in
Chapter 8.
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The following is a summary of the metabolic alterations that selected
enterotoxins have on the immune system, including the regulation of pro-
liferation, cytokine and cell surface marker expression in vitro, the effects on
individual cell populations, and the complex interactions that occur in vivo.
A table at the end of the chapter summarizes these effects.

11.2 CHOLERA TOXIN

11.2.1 Introduction

The disease cholera has afflicted the human race in a series of pan-
demics and in endemic forms. Vibrio cholerae produces cholera toxin (CT),
which can cause a severe, cramping form of voluminous and life-threatening
diarrhoea (Gorbach et al., 1971; Rowe et al., 1970). Interestingly, mucosal
inflammation is absent in cholera. CT is a multimeric protein produced by
V. cholerae serotypes O1 and O139, consisting of a single A subunit (CT-A)
and a pentamer of B subunits (CT-B), with masses of 28.8 kDa (for the A
subunit) and 55 kDa (for the B pentamer) (Bastiaens et al., 1996). CT is
similar in structure and function to heat-labile toxin (LT) from enterotoxi-
genic E. coli (ETEC) with about 80% sequence homology (Dallas and Falkow,
1980; Zhang et al., 1995). The B subunit specifically binds to the monosialo-
ganglioside GM1b present on almost all eukaryotic cell types (Kuziemko
et al., 1996),mediating uptake of the holotoxin (Fukuta et al., 1988;Holmgren
et al., 1982). Both CT subunits can be detected intracellularly and, after dis-
sociation, are found in different cellular compartments (Bastiaens et al.,
1996). The holotoxin is transported from the plasma membrane into the
Golgi compartments, where A and B subunits are separated. The B sub-
units remain in the Golgi compartment, whereas the A subunit is redirected
to the plasma membrane by retrograde transport through the endoplasmic
reticulum. During this microtubule-dependent transport, CT-A is proteolyti-
cally cleaved between residues 192 and 194, followed by reduction of a single
disufide between cysteine 187 and 199 to generate free A1 and A2 peptides
(Orlandi and Fishman, 1993; Majoul et al., 1996). A2 is responsible for bind-
ing to the B subunit, whereas A1 carries the enzymatic activity. A1 is an
ADP-ribosyltransferase that uses nicotinamide adenine dinucleotide to cat-
alyze the ADP-ribosylation of the α chain of the heterotrimeric G protein
Gsα(Gill and King, 1975; Vedia et al., 1988). The subsequent dissociation of
the α chain from the Gsβγ dimer leads to a persistent activation of adenylate
cyclase, resulting in an increase in cytoplasmic cAMP. The elevated intra-
cellular concentrations of cAMP in turn cause activation of protein kinase A
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(PKA), which phosphorylates and opens the cystic fibrosis transmembrane
channel, leading to efflux of Cl− ions (Field and Chang, 1989). In addition
to the effect on water and ion homoeostasis, CT and its subunits elicit a pro-
found effect on a range of immune and nonimmune cells, inducing a local
and systemic immune response (Spangler, 1992).

11.2.2 Effect of CT on antigen-presenting cells

CThas a direct effect onmacrophages. Early studies examining the effect
of CT on the immune system determined that the toxin increases IL-1α ex-
pression andpromotesT-cell proliferation (Bromander et al., 1991). It appears
that both CT andCT-B have a negative effect onmacrophage antigen process-
ing and MHC-II-restricted presentation. Pretreatment of macrophages with
CT inhibits the presentation of soluble and bacteria-expressed antigens to T
cells (Matousek et al., 1996). Delaying macrophage exposure to CT, but not
CT-B, after priming with antigens, results in an enhanced antigen presenta-
tion for both types of antigens, suggesting this effect to be dependant on the
A subunit of CT. These findings concur with results that indicate LT-B and
CT-B alone enhance expression of preexisting peptide-MHC-II complexes on
macrophages, whereas the holotoxins inhibit intracellular antigen processing
(Matousek et al., 1998). See Chapter 2 for a discussion of antigen presentation
by CD1.

CTpromotesmaturationofmonocytes tomacrophages, asdeterminedby
an increase in HLA-DR expression on the cell surface (Gagliardi et al., 2000).
Further, CT has an effect on the expression of CD86 (B7.2), an important co-
stimulatory molecule present on the cell surface of activated macrophages.
CD86 binds to CD28 on T cells, allowing lymphocyte proliferation. CT, in
conjunction with IFN-γ , selectively induces expression of the co-stimulatory
molecule CD86, mediated by an increase in intracellular cAMP, but does not
affect closely related molecules, such as CD80 or ICAM-1 (Cong et al., 1997).
Induction of CD86 leads to increased functional co-stimulatory activity for
anti-CD3- and antigen-stimulated T cells, as well as an induction of IgG1,
consistent with the development of the Th2-dominant immune response.
Reinforcing the development of a Th2 immune response is the suppressive
effect of CT on antigen-, antibody-, or cytokine-stimulated macrophages and
expression of IL-12 and its receptor, as well as TNFα, and chemokines such
as CCR1, CCR5, RANTES, MIP-1α, andMIP-1β. Concomitantly, CT leads to
the induction of CXCR4, CCR7, IL-6, and IL-10, the latter being a lymphokine
critical for suppression of a Th1 response (Burkart et al., 1999; Braun et al.,
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1999). However, addition of exogenous IFNγ , a Th1 defining lymphokine,
can reverse the suppressive effect of CT-B, restoring normal reactivity of
macrophages to LPS, as determined by an increase in TNFα (Gagliardi et al.,
2000). Other monokines such as IL-8 or TGF-β1 are not affected by either
holotoxin or CT-B alone.

In addition to a direct effect onmacrophages, CTmodifies differentiation
and antibody expression by B cells. CT is a strong inhibitor of IgMproduction
and increases the number and frequency of IgG1- and IgA-producing cells
by acting predominantly on membrane-IgM+/IgG−/IgA− cells, leading to
isotype switching (Lycke and Strober, 1989). CT or CT-B increase the number
of IgA− (Kim et al., 1998), and in conjunction with IL-2, IL-4, and TGFβ1, the
formation of IgG1 plasma cells (Lycke et al., 1990; Lycke, 1992). Ironically,
IL-2, IL-4, TGFβ1 by themselves can be responsible for an increase in intra-
cellular concentrations of cAMP, stabilizing germ line γ 1-RNA transcripts,
and allowing an increase in IgG1.

Beside macrophages and B cells, epithelial cells are able to function as
antigen-presenting cells. Interestingly, CT strongly enhances antigen presen-
tation by intestinal epithelial cells (Bromander et al., 1993). Epithelial cells
exposed to CT triggered allogen-specific T-cell proliferation through an in-
crease inCD1a antigen expressionwhen compared to cells treatedwith IFN-γ
(see Chapter 2 for a discussion of CD1). Enhancing the process of antigen
presentation by epithelial cells, CT promotes expression of IL-1 and IL-6 by
epithelial cells.

In summary, CT promotes monocyte maturation to macrophages and
on one side inhibits presentation of concomitantly applied antigens, while
enhancing presentation of preexisting peptide-MHC-II complexes on the
other. Further, CT suppresses expression of both IL-12 subunits, p35
and p40, TNFα, and CCR1, initiating a Th2-dominant immune response,
characterized by the inhibition of IgM, and inducing production of IgG1
and IgA.

11.2.3 Effect of CT on T lymphocytes

The effect of CT is not limited to antigen-presenting cells, as CT elicits a
direct and profound effect on T cells. IL-2, a central mediator in the activation
of T cells, functions as an autocrine growth factor. CT suppresses expression
of IL-2 in TCR-activated lymphocytes, without influencing the expression of
the high affinity IL-2 receptor (Szamel et al., 1997). Similar to lymphostatin
(see below), CT suppresses IL-2 expression by inhibiting the TCR-mediated
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increase in both peak and sustained cytoplasmic calcium release, blocking
the generation of inositol triphosphate (Imboden et al., 1986), presumably
through an effect on G-binding proteins (Anderson and Tsoukas, 1989).
Suppression of cytoplasmic calcium release is followed by a down-regulation
ofCD3cell surface expression,without affectingCD2 (Nunes et al., 1989). The
decrease in cytoplasmic calcium is also responsible, at least in part, for the se-
lective inhibition of protein kinase C-α, without affecting protein kinase C-β
(Eriksson et al., 2000). Decreased cytoplasmic calcium concentrations and se-
lective inhibition of protein kinase C-α results in a decreased proliferative re-
sponse in TCR-stimulated CD4+ and CD8+ naı̈ve, as well asmemory T cells.
The anti-proliferative response, and IL-2 suppression, is specific for Th1 cells,
as CT does not interfere with TCR- or PMA/ionomycin-mediated Th2 cell
proliferation or expression of IL-4 (Munoz et al., 1990). It appears that the
anti-proliferative response is mediated by blocking c-fos expression, a tran-
scription factor critical for the formation of AP-1 heterodimer, required for
IL-2 expression. In the same study, CT increased cAMP in both Th1 and Th2
cells. However, only Th1 cells failed to proliferate in response to mitogens,
indicating that Th2 cells might not use PKC as a major signal transmission
pathway after TCR-mediated stimulation, as implicated above. The negative
regulatory effect of CT is not absolute and can be overcome. Addition of ex-
ogenous IL-2 does not reverse the suppressive effect of CT or CT-B (Woogen
et al., 1987), but binding of anti-CD28 restores the proliferative response in
naı̈ve, but not activated memory T cells and naı̈ve memory T-cell popula-
tions respond with an increased secretion of IL-2. However, only memory
CD45RO+ T cells produce significant amounts of IL-4 and IFNγ (Gagliardi
et al., 2000). This effect on T cells is dependent on an intact holotoxin, as the
B subunit alone has no effect on T-cell proliferation. These studies indicate a
separate effect of CT on signaling pathways for lymphokine production and
proliferation. Further, these results allow the assumption that CT interacts
with CD45-specific, but does not inhibit CD28-specific pathways. In contrast
to an earlier study, in this particular study, CT also inhibited expression of
the IL-2 receptor (CD25) (Szamel et al., 1997).

CT selectively targets lymphokine expression in stimulated lymphocytes,
but also has an effect on T-cell survival. CT induces apoptosis specifically
in CD4+ cells after TCR activation (Yamamoto et al., 1999). This process
is mediated by an increase in cAMP. However, it is less clear how T-cell
subpopulations respond differently to the same mediator.

Thus, CT is a potent immunomodulator, inhibiting intracellular calcium
release and c-fos expression, leading to suppression of IL-2 release and T-cell
proliferation. Parallel to a decrease in IL-2, CT induces IL-4 expression in
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CD45RO+memory cells, enhancing the Th2-immune pathway. Further, CT
also prevents expression of the IL-2 receptor and induces apoptosis in CD4+
lymphocytes.

11.2.4 Effect of CT in vivo

With thepossible exceptionof LT,CT is themost important andbest char-
acterized adjuvant known.Oral feeding of foreign protein antigens alone fails
to induce a protective mucosal IgA or serum IgG antibody response, unless
accompaniedby anadjuvant, a phenomenonknownasoral tolerance (Jackson
et al., 1993). Conjugation of CT with a protein antigen induces significantly
higher level of IgA and IgG1 when compared to a mixture of unconjugated
CT plus antigen or eithermolecule given alone (McKenzie andHalsey, 1984).
Nontoxic mutant forms of CT, devoid of ADP-ribosyltransferase activity and
the ability to induce fluid accumulation, elicit an immune response with high
serum titers of antigen-specific IgG and IgA antibodies, when given orally or
parenterally (Yamamoto et al., 1997).

CT abrogates oral tolerance, leading to the induction of secretory IgA,
and serum IgG1, IgG2b, and IgE antibody responses after oral or intranasal
administration (Tamura et al., 1994), but only when administered at the same
time as the antigen (Elson and Ealding, 1984a and b).Helper T-cell activity for
IgA and IgG synthesis is present in all lymphoid tissues examined: spleen,
mesenteric lymph nodes, and Peyer’s patches. Plasma cells secreting anti-
CT IgG are markedly elevated in cultures from spleen, whereas anti-CT IgA
plasma cells are identified predominantly in cultures from intestinal Peyer’s
patches.

Several studies have addressed the question of how CT abrogates oral
tolerance. Oral immunization with CT does not affect the overall compo-
sition of gut-associated lymphoid tissue, but causes a marked depletion of
intraepithelial lymphocytes, mainly CD8+ suppressor cells located in the
dome epithelium of Peyer’s patches (Elson et al., 1995). In the same study,
CD8+ cells bound more CT in vitro in comparison to CD4+ cells, resulting
in a preferential reduction during culture with a polyclonal activator. Unlike
other adjuvants, CT induces a significant local IgA antibody response that
is independent of IL-12, consistent with a Th2-dominant mucosal immune
response (Grdic et al., 1999), but dependant on IL-4, as IL-4-/- mice failed
to respond to CT given with a soluble protein antigen, which is different in
comparison to LT (see below) (Vajdy et al., 1995). Systemic and local IgA im-
mune responses after oral immunization with CT are heavily dependent on
the presence of CD4+ cells in spleen, mesenteric lymph nodes, and Peyer’s
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patches (Hornqvist et al., 1991), as challenge of CD4+-depleted animals with
CT blocked the ability tomount a protective gut immune response (Benedetti
et al., 1998). In addition to an antibody switch from IgM to IgG1 and IgA, CT
significantly increases serum IgE in response to immunization with tetanus
toxoid, ovalbumin, or hen egg lysozyme (Marinaro et al., 1995). Further, it
appears that additional genetic factors play a significant role in the induc-
tion of a protective immune response. The degree of immune response to
CT, as determined by IgA expression, is determined by the genes located in
theH-2 haplotype of the MHC complex, especially the I-A region (Elson and
Ealding, 1985, 1987). Congenic animal strains of theH-2b andH-2q haplotype
are identified as high responders, whereas H-2s, H-2k, and H-2d expressing
strains are low responders.

Analogous to findings in vitro, the immune response to oral CT plus
antigen is dominated by a Th2 cytokine profile in vivo (Marinaro et al., 1995;
Xu-Amano et al., 1993). Specifically, the analysis of cytokine production from
CD4+ lymphocytes isolated from Peyer’s patches and spleen revealed high
numbers of IL-4, IL-5, and IL-6 producing CD4+ T cells. IFNγ and IL-2
concentrations did not change in comparison to negative controls. Further,
animals exhibited decreased expression of IL-12 p40 after intraperitoneal
injection of CT and subsequent LPS challenge.

CT also induces a cytotoxic T cell response (Bowen et al., 1994). It facili-
tates antigen uptake into target cells and presentation to allow sensitization
and priming for antigen-specific class-I restricted CD8+-mediated lysis. This
response is antigen specific in the spleen of animals receiving either CT or
CT-B.

Oral immunization, priming with CT and a protein antigen, induces
long-lasting immunological memory in the intestinal lamina propria (Vajdy
and Lycke, 1992), extraintestinal sites, such as Peyer’s patches, mesenteric
lymphnodes, and spleen (Lycke andHolmgren, 1986), aswell as in peripheral
blood (Lycke et al., 1987). A single dose of priming with CT and antigen is
sufficient to induce long-term memory in the intestinal mucosa. There is
evidence that the antigen-specific memory response lasts up to five years
after the initial oral vaccination, if not for the lifetime of test animals (Jertborn
et al., 1988). The memory response to the immunized antigen is dominated
by IgA and IgM isotypes and does not require simultaneous application of
CT (Lycke et al., 1987).

Early studies investigating the route of CT and antigen administration re-
vealed interesting results. Application of high-dose CT intravenously results
in involution of lymphoid organs, especially the spleen and thymus. Within
days of toxin administration, the spleen and thymus decrease in weight, with
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only the spleen recovering its weight after seven days (Holmgren et al., 1974).
The spleen and thymus exhibit a marked reduction in cellularity, affecting
stromal elements in the thymus and red pulp of the spleen (Chisari and
Northrup, 1978). Interestingly, intravenous immunization with CT induced
predominantly IgM and IgG in the spleen, without an effect on antibody pro-
duction in the gastrointestinal immune system (Xu-Amano et al., 1994). In
contrast to intravenous immunization, oral or intramuscular vaccinationwith
CT induced a secretory IgA response in the intestine, as determined by lavage
(Svennerholm et al., 1982). Quantification of the immune response was com-
parable for both intravenous or oral routes of immunization, but the response
persisted longer following oral vaccination. CT-specific IgG-secreting periph-
eral blood lymphocytes appeared within four days after intravenous injection
and persisted for about two weeks, after which they became undetectable
(Lycke et al., 1985). Further, intranasal application of recombinant CT-B in-
duced a specific IgA and IgG response locally and in vaginal secretions and
induced protective systemic immunity (Bergquist et al., 1997). Transcuta-
neous immunization with unmodified CT leads to induction of a specific
and protective serum and mucosal IgG and IgA immune response that is
comparable to other routes of immunization (Glenn et al., 1998a). Applica-
tion of CT to the skin induced a mixed Th1 and Th2 phenotype (Hammond
et al., 2001), reflected by induction of a broader IgG response with increased
concentrations of IgG1, IgG2a, IgG2b, and IgG3, usually observed with LT
(Glenn et al., 1998b).

In summary, the Th2-dominant immune response observed after the
simultaneous application of CT plus antigen in vivo can be explained with
results obtained from in vitro experiments. Initiation of the immune response
appears to occur at the level of monocytes, specifically stimulating CD4+
memory T lymphocytes in intestinal and extra-intestinal lymphoid tissues.
Stimulation of CD4+ cells leads to an increased expression of IL-4. IL-4 is a
critical factor in CT-induced switching of antibody production from IgM to
IgA and IgG1. Even though CT suppresses expression of IL-12 in macro-
phages, IL-12 is not critical for the generation of a mucosal IgA response.

11.2.5 Clinical application of CT

CT and its subunits have been utilized in animal models for a variety of
infectious and immunological disorders. Immunization with mutant CT
(S61F, E112K), lacking ADP-ribosyltransferase activity, and pneumococcal
surface protein A, induces significant protection against subsequent
challenge with live Streptococcus pneumoniae (Yamamoto et al., 1998). In
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contrast to LT-B, intranasal application of CT-B plus herpes simplex virus
type 1 (HSV-1) glycoprotein does not induce protective immunity against
subsequent challenge with live HSV-1 (Richards et al., 2001). Interestingly,
LT-B and CT-B induced a Th2-biased immune response with increased se-
cretion of IgG1, IL-4, IL-10, and IFNγ , as well as T-cell proliferation. CT has
been tested in animals with abnormal immune regulation. The nonobese
diabetic mouse model of insulin-dependent diabetes mellitus is considered
a T-cell-mediated process, characterized by an imbalance of immunoregula-
tory and anti-islet effector cells. In this model, the administration of CT-B
prevented the onset of diabetes; only 18% of CT-B-treated mice developed
diabetes in comparison to 75% of saline-treated animals (Sobel et al., 1998).
Further, CT-B as a fusion protein with myelin basic protein has been utilized
in the prevention of autoimmune encephalitis in animals (Sun et al., 1996).
In thismodel, expression of IL-2 was reduced, IFNγ increased, and leukocyte
infiltration of the spinal cord markedly decreased in comparison to animals
treated with repeated feedings of large doses of myelin basic protein alone.
In this animal model of autoimmune disease, CT-B effectively suppresses
delayed-type hypersensitivity reactions in systemically immune animals. So
far, CT or its subunits have only been tested in animals, but not in human
disease.

Thus far, concerns about the toxicity of CT have precluded the use of the
holotoxin or its derivatives in humans. CT induces diarrhoea and leads to the
development of a hypersensitivity reaction with high serum concentrations
of histamine (Snider et al., 1994). An additional concern is that CT results in
a suppressive effect on FcγR expression on polymorphonuclear leukocytes,
a critical component for phagocytosis of bacterial components, resulting in
decreasedmigration and intracellular killing of staphylococci (Niemialtowski
et al., 1993). Therefore, attempts at maintaining adjuvant characteristics, but
deleting motifs accounting for toxicity, are under way.

11.2.6 Summary

CT and its derivatives break oral tolerance to allow induction of an
antigen- and CT-specific immune response. The immune response is Th2-
dominant, characterized by an increase in IL-4, IL-5, and IL-10 with simul-
taneous decrease in cytokines defining the Th1 response, namely IL-2 and
IL-12. Increased expression of Th2 cytokines allows for an antibody switch
from IgM to protective and specific IgG1 and IgA expression. The protective
immune response is long lasting, with the persistence of antigen-specific
memory cells years after the initial immunization. If concerns regarding
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potential toxicity can be overcome, CT may prove promising as an adjuvant
that helps to induce protection against pathogens and may be used for the
treatment of immunological disorders.

11.3 HEAT-LABILE TOXIN

11.3.1 Introduction

Heat-labile toxins (LT) are a group of toxins produced by various strains
of ETEC (Kunkel and Robertson, 1979), an important agent of childhood
diarrhoea in developing countries and diarrhoea in travelers who visit these
areas (Rowe et al., 1970; Sack et al., 1971). LT from ETEC induces a systemic
antibody response after the acute infection (Cushing and Smart, 1985). LT
can be divided into two groups: LT-I and LT-II. LT-I proteins are encoded by
structural genes located on plasmids and can be neutralized by an antibody
against CT. LT-II proteins are encoded by structural genes located on the
chromosome and cannot be neutralized by antibodies against CT. CT and
LT share about 80% amino acid sequence homology and nearly identical
structures andmechanisms of action (Dallas andFalkow, 1980). Analogous to
the structure of CT, LT consists of a singleA subunit noncovalently bound to a
homopentamer of B subunits (Zhang et al., 1995; Holmes et al., 1986; Sixma
et al., 1991). Like CT-B, the B subunit of LT is responsible for binding the
GM1b ganglioside, a glycosphingolipid present in eukaryotic cellmembranes.
However, CT only binds to GM1b ganglioside, whereas LT also binds, with
lower affinity, to asialo-GM1, GM2, and polyglycosylceramides (Fukuta et al.,
1988;Holmgren et al., 1982). Similar toCT, LTA andB subunits both account
for significant toxicity, immunogenicity, and oral adjuvanticity (Guidry et al.,
1997; Nashar et al., 1996), but it is the A subunit that possesses the ADP-
ribosyltransferase enzymatic activity essential for the induction of an LT-
A-specific mucosal and serum antibody response (Spangler, 1992; DeHaan
et al., 1999). In comparison to CT, little is known about the intracellular fate
of LT after binding to, and internalization by, eukaryotic cells (Bastiaens et al.,
1996).

Like CT, LT is a potent adjuvant for the induction of antigen-specific
IgA responses in vivo (Klipstein et al., 1982). Induction of a protective im-
mune response with tetanus toxoid as an antigen and LT as an adjuvant
is dependant on increased intracellular concentrations of cAMP (Cheng
et al., 1999). In comparison to CT, the increase in cAMP induced by LT is
slower in onset, lower inmagnitude, and slower decaying, suggesting a lower
ADP-ribosyltransferase activity of LT (Matousek et al., 1998). Site-directed
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mutagenesis of the A subunit, replacing arginine at position 7 with lysine,
renders LT deficient in ADP-ribosylating activity, but still allows cell-specific
binding and the generation of a specific immune response against ovalbu-
min or tetanus toxoid (Douce et al., 1995). LT-B can act as amucosal adjuvant
after intranasal administration in comparison to CT-B, which is unable to act
as an adjuvant through the same route. Oral immunization with LT-B leads
to a rapid up-regulation of IL-13, which is essential for up-regulation of in-
testinal IgA and serum IgA and IgG production (Bost et al., 1996). Treatment
of LT-B immunized animals with antibodies against IL-13 leads to a marked
reduction of LT-B-specific antibody production in the intestinal mucosa and
serum compartments, probably mediated via a decrease in IL-4 expression.

11.3.2 Effect of LT on antigen-presenting cells

CT and LT enhance CD86 (B7.2) expression on B cells andmacrophages,
a co-stimulatory molecule for T-cell activation (Yamamoto et al., 2000). CD86
is critical for induction of a proliferative response of CD4+ T cells in re-
sponse to LT or CT, which is abrogated in the presence of anti-CD86 (Cong
et al., 1997). This effect is independent of the interaction of CD40 with its
ligand CD40L in vitro. However, oral immunization of CD40L-/- mice failed
to induce antigen-specific immune response, implicating CD40L as a critical
component for the generation of antigen-specific antibodies (Renshaw et al.,
1994). LT increases expression of CD86 on macrophages, but LT-B alone
induces additional markers of activation on B cells that are essential for dif-
ferentiation, including increased expression of MHC-II molecules, ICAM-1,
CD40, and CD25 on the cell surface, without increasing antigen-presenting
cell proliferation (Nashar et al., 1997).However, if examinedmore carefully, it
appears that both LT-B and CT-B enhance expression of preexisting peptide-
MHC-II complexes on macrophages, whereas both holotoxins inhibit intra-
cellular antigen processing, although the extent of inhibition is less with LT
(Matousek et al., 1998). The inhibitory effect does not affect previously pro-
cessed antigens or exogenous preprocessed synthetic peptides. This indicates
that CT- and LT-mediated inhibition of antigen processing in macrophages
is dependent on the ADP-ribosyltransferase activity.

11.3.3 Effect of LT on T cells

In a similar manner to CT, LT induces proliferation of anti-CD3-
stimulated CD4+ cells, but unlike CT, LT enhances expression of both Th1-
and Th2-characteristic lymphokines and antibody profile (Yamamoto et al.,
2000). CT selectively inhibits activation of the Th1 pathway, whereas LT
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maintains the Th1 response through direct suppression of IL-4 gene expres-
sion in CD4+ cells. LT selectively depletes CD8+ lymphocytes from lymph
node tissue through induction of apoptosis, tipping the immunological
balance toward activation of CD4+ lymphocytes (Nashar et al., 1996; Nahar
et al., 1996).

11.3.4 Effect of LT in vivo

CT and LT act as mucosal adjuvants. As opposed to CT, which induces a
Th2-dominant immune response, LT elicits a mixed Th1 and Th2 response
with increased expression of IFNγ , IL-4, and IL-5, as well as IgG1, IgG2a,
IgG2b, IgM, and fecal IgA (Yamamoto et al., 2000; Takahashi et al., 1996).
An explanation for this effect is that CT directly inhibits Th1 lymphokine
expression, whereas LT selectively suppresses IL-4 expression in CD4+ lym-
phocytes. Remarkably, in IL-4-/- animals immunized with LT or CT, nei-
ther IgG1 or IgE are detectable, suggesting IL-4 to be a critical mediator of
antigen-specific serum antibody production. However, LT induces signifi-
cant IgA production in IL-4-/- animals without affecting IL-5, IL-6, or IL-10
expression, implicating these cytokines as being of critical importance for
mucosal IgA immunity. Comparing CT and LT side-by-side in inducing a
protective systemic immune response, both appeared similar in their ability
to generate enhanced IgG-specific serumantibody concentrations against the
antigen fimbrillin from Porphyromas gingivalis (Connell et al., 1998).

Because of the toxicity of the holotoxins in humans, B subunits of CT and
LT were investigated alone for the ability to generate a protective immune
response. Even though CT-B and LT-B are close homologues, their ability
to function as a mucosal adjuvant to inducing high-titer antibody responses
against various antigens is remarkably different. LT-B and CT-B, after in-
tranasal application or directly onto bare skin, differ in eliciting an immune
response both systemically and at distant mucosal sites (Millar et al., 2001;
Beignon et al., 2001). Significant differences exist for serum IgG1, faecal IgA,
and nasal IgG1; after intranasal immunization with CT and LT, the latter be-
ing clearly the more potent adjuvant. An explanation for these findings is
the fact that LT binds to a wider range of cell surface molecules present on
immune and nonimmune cells for induction of a specific immune response.
Further, these studies suggest that application of ADP-ribosylating exotoxins
to bare skin is safe and well tolerated in mice and should be further exam-
ined as a potentially safe and efficient alternative route for immunization,
analogous to experiments performed with CT (Glenn et al., 1999).

In addition to the use of only the B subunits of either CT or LT as mu-
cosal adjuvants, these toxins have been genetically altered to render them
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devoid or markedly reduced in ADP-ribosylating enzymatic activity. LTK63,
a LTderivativewithout anyADP-ribosyltransferase activity andLTR72, retain-
ing 1% enzymatic activity, have been extensively studied in vivo and in vitro.
The absence of enzymatic activity in LTR63 allows for induction of a Th1-
Th2 mixed immune response with elevated concentrations of IL-12, IFNγ ,
and TNFα after intranasal application (Ryan et al., 1999; Ryan et al., 2000).
The minimally active mutant form of LT, LTR72, induces a Th2-dominant
response, characterized by significantly enhanced production of IL-4 and
IL-5, but inhibition of LPS-induced IL-12 expression. It is interesting to note
that when LTR72 is used as an adjuvant instead of the native toxin, test ani-
mals have delayed clearing of Bordetella pertussis from their lungs, indicating
the Th1 immune response of critical importance in clearing the infection
in vivo. Induction of a mixed T-cell response appears to be related to the in-
crease in cAMP and resulting suppression of TNFα and IL-12 expression in
macrophages.When administeredwith ovalbumin, LTK63 leads to induction
of a long-lasting, protective local and systemic immune response when given
by the intravaginal route (DiTommaso et al., 1996) and enhances proliferative
and cytotoxic T-cell response to synthetic peptides (Partidos et al., 1999).
LT-G192 is another interesting mutant of LT (Douce et al., 1999). This mu-
tant increases stability of the holotoxin structure, as cleavage at position 192
in the A subunit is essential for LT toxicity and amino acid substitution in
this location alters proteolytic susceptibility. However, this mutant retains
some of its toxic activity when tested in Y1 adrenal cell assays or rabbit ileal
loop experiments. When tested in vivo, LT-G192, like wild type LT, induces
a significantly higher KLH-specific antibody response when compared to
LTK63 (Douce et al., 1999). In addition, T-cell proliferation, IL-5, and IL-12
production were markedly up-regulated, suggesting a mixed Th1/Th2 im-
mune response. LT-G192 in conjunction with killed Salmonella or Shigella
O-antigen conveys protection against subsequent oral challenge with bacte-
ria (Chong et al., 1998; Hartman et al., 1999). Test animals immunized with
LT-G192 had higher IFNγ , IL-2, and IgG responses in comparison to animals
immunized with Salmonella alone.

11.3.5 Clinical application of LT

In comparison to CT-B, LT-B can function as a mucosal adjuvant alone
(deHaanet al., 1998). This difference appears to bedue to the fact that LT-B ex-
hibited ahigher degree of stability andmaintains its quarternary structure in a
rangeof conditions, resulting in less degradation than expected for other, sim-
ilar proteins (Ruddock et al., 1995). In addition to the classical antigens, like
β-galactosidase, hen egg lysozyme, or tetanus toxoid, more clinically relevant
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antigens have been tried in vivo in animal and human subjects. Immuniza-
tion of mice with LT-B and HSV-1 glycoprotein, followed by challenge with
live HSV-1 virus, resulted in markedly reduced lid disease with zosteriform
spread (Richards et al., 2001; Hazama et al., 1993). Another example is the
combination of LT with respiratory syncytial virus M2matrix protein or oval-
bumin peptide and induction of a specific, IFN-γ -independent CD8+ T cell
response (Simmons et al., 1999, 2001). Further, significant concentrations of
salivary IgA against influenza virus hemagglutinin and neuraminidase were
observed using LT as an adjuvant (Gluck et al., 1999; Verweij et al., 1998;
Hashigucci et al., 1996; Katz et al., 1997). Similar observations have been
made for LT mutants LTR63 and LTR72, both of which induced a systemic
CTL response against HIV-1 gag-p55 protein after intranasal immunization
(Neidleman et al., 2000). LT has also found application in an animal model
for autoimmune disease. Simultaneous immunization of mice with collagen
II and LT-B reduces the proportion of test animals that developed arthritis
by 80% (Williams et al., 1997). LT-B immunized animals show markedly re-
duced leukocyte infiltration in the joints, synovial hyperplasia, and cartilage
degeneration. Moreover, LTR72 induced a systemic CTL response that was
not observed utilizing LTR63 as an adjuvant.

11.3.6 Summary

LT is produced by ETEC, the toxin proteins being similar in structure
and function to CT. However, important differences exist. Unlike CT, LT
induces an immune response characterized by increase of both Th1 and Th2
lymphokine expression, especially IFNγ and IL-5. This broader profile of
lymphokine induction by LT is reflected in the qualitative antibody response
with up-regulation of IgG1, IgG2a, IgG2b, IgM, and IgA. In contrast to CT,
LT-mediated IgA induction is independent of IL-4. Various mutant forms of
LT are under investigation and results consistently ascribe the induction of
a Th1 and Th2 response to the presence of ADP-ribosyltransferase activity,
whereasmutationof this criticalmotif allowsdevelopment of aTh2-dominant
immune response. Depending on the applied antigen, LT and its mutant
forms induce a specific immune response allowing rapid clearance of the
offending agent.

11.4 SHIGA TOXINS

11.4.1 Introduction

Enterohemorrhagic E. coli (EHEC) belong to the class of Shiga toxin-
producing E. coli. Shiga toxin-producing E. coli, particularly the most
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important serotype, O157:H7, cause bloody diarrhea in humans (Karmali,
1989). Furthermore, infections with these bacteria can be complicated by
acute renal failure, thrombocytopenia, and microangiopathic hemolytic ane-
mia, a clinical entity known as hemolytic uremic syndrome (HUS; Karmali
et al., 1985). HUS is thought to result from endothelial cell death leading to
a thrombotic microangiopathy and tissue destruction from ischemia.

Shiga toxins consist of toxin type I (Stx-1) and toxin II (Stx-2), encoded
lysogenic bacteriophages related to lambda (Smith et al., 1983). Stx-1 is vir-
tually identical to Shiga toxin produced by Shigella dysenteriae type I, whereas
Stx-2 is only 56% identical to Shiga toxin and Stx-1 on the deduced amino
acid sequence level (Jackson et al., 1987). Analogous to CT and LT, Stx-1
and Stx-2 share an AB5 holotoxin molecular structure, consisting of a sin-
gle enzymatically active A subunit and a noncovalently associated pentamer
of receptor-binding B subunits. Stx-1 and Stx-2 bind to the glycolipids globo-
triaosylceramide (Gb3) or globotetraosylceramide (Gb4) (O’Brien et al., 1992).
Biochemically, Stx-1 andStx-2 target ongoing protein synthesis and are highly
specificN-glycosidases that depurinate a single adenosine residue in the 28S
rRNA subunit of eukaryotic ribosomes, rendering them inactive (Ogasawara
et al., 1988).

11.4.2 Effect of Stx on antigen-presenting cells

Stx-1 and Stx-2 can induce apoptosis in immunocompetent cells that
have high concentrations of Gb3, including undifferentiated monocytes and
B lymphocytes. Undifferentiated monocytes in particular have decreased
viability and are unable to produce cytokines upon stimulation with Stx-1
(Ramegowada and Tesh, 1996). Macrophages, however, have decreased con-
centration of Gb3 in the cell membrane compared to monocytes, and sub-
sequently decreased sensitivity to the lethal effect of Stx. In comparison to
macrophages stimulated with LPS alone, macrophages stimulated with LPS
and Stx have delayed production of TNFα, IL-1α, IL-1β, and IL-6 (Tesh et al.,
1994). Stx-1 alone increased synthesis of TNFα and IL-1β, which is thought to
be a critical component in the development of HUS as both TNFα and IL-1β
up-regulate the expression of Gb3 on endothelial cell, sensitizing target cells
to the effect of Stx (van de Kar et al., 1992).

11.4.3 Effect of Stx on mixed mononuclear cell populations

Low concentrations of Stx-1 block the mitogen-induced enhancement
of metabolic activity in bovine peripheral blood mononuclear cells (PBMC)
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in vitro (Menge et al., 1999). High concentrations of Stx-1 nearly completely
abolish the stimulatory effect of mitogens, including phytohemagglutinin,
concavalin A, or pokeweed mitogen after four days of incubation. Even after
prolonged incubation with Stx-1, there was no evidence of increased cyto-
toxicity in bovine PBMCs. In comparison, the same study found that in the
presence of LPS or T cell mitogens, Stx-1 leads to marked apoptosis of a B
lymphoma cell line (Mangeney et al., 1991). It is thought that Gb3 functions
as the receptor for the induction of apoptosis in B cells. Therefore, it appears
that Stx-1 and Stx-II induce apoptosis in individual cells and cell lines, but
exposure in mixed populations can prevent this effect.

11.4.4 Effect of Stx in vivo

Recently, the systemic immune response to Stx-2 was explored
(Sugatani et al., 2000). Intravenous injection of Stx-2 into mice lead to a
decrease of CD4+ T cells in peripheral blood and spleen within hours with
the nadir after 24 hours, while the concentration of CD45+ splenocytes con-
tinued to decline until 45 hours. Near the time of death the concentration
of CD4+ and CD8+ cells in the thymus decreased even further. In addi-
tion, LPS-responsive mice strains, such as C57BL/6 and C3H/HeN, exhib-
ited an increased susceptibility to co-administration with LPS, reducing the
lethal dose of Stx-2. Similar observationswere reported using gnotobiotic pigs
(Christopher-Hennings et al., 1993). Oral inocculation with EHEC continu-
ously decreases absolute lypmphocyte counts in peripheral blood. In addition,
mitogen-induced lymphocyte proliferation from infected pigs in vitro is sig-
nificantly impaired in comparison to proliferation observed after infection
with Stx-2 negative EHEC strains.

Few studies have investigated immunological changes inhumansduring
the acute infection with EHEC. Pro-inflammatory cytokines are detected in
some, but not all blood and urine samples from infected children (Inward
et al., 1997). A more consistent result is the detection of IL-1β and IL-8 in the
plasma of eight out of nineteen children tested. Even though total neutrophil
cell count was elevated, this did not correlate with cytokine concentration
determined in serum from infected patients. Unfortunately, the lymphocyte
response was not reported in this study.

11.4.5 Summary

Stx-1 and Stx-2 induce apoptosis in immune cells that have high concen-
trations of Gb3 as well as the expression of TNFα and IL-1β in macrophages.
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TNFα and IL-1β further up-regulate Gb3, leading to a local mucosal and
systemic state of immunosuppression with depletion of B cells and suppres-
sion of T lymphocyte proliferation. The clinical relevance of these changes is
unclear.

11.5 CLOSTRIDIUM DIFFICILE TOXIN A AND B

11.5.1 Introduction

Clostridium difficile is the most common cause of antibiotic-associated
diarrhea and pseudomembranous colitis in humans. It is thought that an-
tibiotics cause disturbance of the normal enteric microflora with subsequent
growth of opportunistic C. difficile, leading to serious clinical complications
such as fluid loss, protein-losing enteropathy, and toxic megacolon (Kelly
et al., 1994). The organism releases two exotoxins, toxin A and toxin B,
which affect metabolic functions including tight-junction permeability in
a wide variety of eukaryotic cells (Donta et al., 1982; Hecht et al., 1988).
Both clostridial cytotoxins disaggregate the microfilament cytoskeleton by
catalyzing the transfer of the sugar moiety from UDP-glucose to a conserved
threonine in small GTP-binding proteins of the Rho family (RhoA, Rac1,
Cdc42), which regulate the cytoskeleton, rendering these proteins inactive
(Just et al., 1995a, 1995b). Other bacterial proteins that target the Rho family
of proteins are discussed in Chapter 7.

It is currently unclear how toxin A and B gain access to the mucosa
and submucosa with its different immunocompetent cells populations, as
an increase in monolayer permeability caused by the clostridial cytotoxins
is limited to molecules with hydrodynamic radii of less than 5.7 Å, smaller
than either toxin A or toxin B (Hecht et al., 1988). Multiple carbohydrates
with the core structure Galβ1–4GlcNAc have been identified as ligands for
toxin A (Tucker and Wilkins, 1988). Carbohydrates with this core structure,
designated I, Y, and X, are found on intestinal epithelial cells, among other
cell types. In rabbits, the brush border enzyme sucrase-isomaltase bearing
this critical carbohydrate structure has been identified as a receptor for the
C-terminal portion of toxin A (Pothoulakis et al., 1996; Dove et al., 1990).

11.5.2 Effect of C. difficile toxins on antigen-presenting cells

Toxin B causes the dose-dependant expression of IL1, IL-6, and TNFα
by human monocytes in vitro (Flegel et al., 1991). However, concentrations
greater than 5 ng/ml decrease monokine expression. Additionally, toxin A
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induces IL-8 expression in macrophages and epithelial cells (Branka et al.,
1997). The details of this activation have been further investigated. After
uptake by monocytes, toxin A activates nuclear translocation of the NF-κB
heterodimer p50/p65 and AP-1, as well as intracellular calcium release and
calmodulin activation for the transcriptional up-regulation of IL-8 mRNA
(Jefferson et al., 1999). In addition, toxin A activates ERK and p38 MAP
kinases as critical components in the pathway for IL-8 expression and sub-
sequent monocyte necrosis (Warny et al., 2000). Carefully performed kinetic
studies further suggested that the glucosylation of Rho is a late event in the
activation of monocytes. Thus, the mechanism by which the toxin induces
these effects remains unclear. Expression of IL-8 leads to a dramatic increase
in neutrophil migration and expression of CD11b/CD18, and ICAM-1 on en-
dothelial cells (Linevsky et al., 1997). In these studies, toxin A was also able to
induce monokine expression; however, in comparison to toxin B, concentra-
tions required were about 1,000-fold higher. Toxin A and toxin B did not ex-
hibit synergism regarding their effect onmonokine expression and exposure
to high toxin concentrations resulted in cell death. After an initial synthesis
and release of cytokines, toxin A induces cell death in human colonic lam-
ina propria cells (Mahida et al., 1998). High concentrations of toxin A lead
to the total loss of macrophages from the lamina propria within 72 hours,
followed by apoptosis of eosinophilic granulocytes and memory T cells at
120 hours. Earlier observations made in human PBMC indicating an inhi-
bition of mitogen-activated T-cell proliferation in the presence of clostridial
toxins aremost likely the result of toxin-mediated apoptosis inmonocytes and
T cells andnot to a specific immunosuppressive effect (Daubener et al., 1988).

11.5.3 Effect of C. difficile toxins in vivo

Injection of toxin A in vivo into rat peritoneal cavities induces a dose-
dependent neutrophil migration that, at least in part, is dependent on IL-1β,
TNFα, and leukotriene expression frommigratedmacrophages (Rocha et al.,
1997). Further, toxin A induces expression of pro-inflammatory cytokines
in nonimmune cells. The rat homologue of human IL-8, MIP-2, produced
in macrophages and in intestinal epithelial cells, is induced within hours of
toxin exposure after administration into rat ileal loops (Castagliuolo et al.,
1998a). In addition, toxin A mediates infiltration of PMN into the mucosa
through the release of substance P and its interaction with the neurokinin-1
receptor from dorsal root ganglia. NK-1R-/- deficient animals showed dra-
matically attenuated PMN infiltration and histological scores (Castagliuolo
et al., 1998b).
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11.5.4 Summary

Clostridial toxins initially target macrophages for the expression and
release of chemotactic cytokines, such as IL-8 and MIP-2. The release of
cytokines leads to the rapid accumulation of predominantly PMNs, and sub-
sequent apoptosis of macrophages and T cells, having a negative effect on
immune function. The clinical significance of these effects are not known.

11.6 LYMPHOSTATIN

11.6.1 Introduction

The number of immunoregulatory genes and factors characterized in
enteric bacteria is likely to increase, given the fact that the genomes of an
increasing number of pathogens have been sequenced completely. Recently,
the sequence for the prototype strain of EHEC became available and this
information has led to the identification of more than 1,000 additional genes
encoding for metabolic capacities and potential virulence factors (Perna
et al., 2001). One of these emerging immunoregulatory factors, a large toxin
called lymphostatin that specifically targets subsets ofmononuclear cells, has
recently been identified and characterized in enteropathogenicE. coli (EPEC).

11.6.2 Effect of lymphostatin on T cells

Lymphostatin was initially identified in bacterial lysates and subse-
quently in bacterial supernatant from an EPEC strain. Lymphostatin induces
profound suppression of lymphokine expression in activated lymphocytes
(Klapproth et al., 1995). Lymphostatin has a negative regulatory effect on Th1
and Th2 lymphokine expression, in particular IL-2, IL-4, IFNγ , and to a lesser
degree IL-5, in lymphocytes isolated from peripheral blood and the gastroin-
testinal mucosa. Lymphostatin appears to elicit an effect on transcriptional
lymphokine regulation, as it affects IL-2, IL-4, IL-5, and IFN-γ mRNA ex-
pression. The marked inhibition of lymphokine expression is reflected in
the complete absence of proliferation in the presence of lymphostatin and
mitogens. The negative regulatory effect is not accompanied by induction of
cell death, selective depletion of a particular T-cell population, or increased
expression of either IL-10 or TGF-β. Studies examining the inhibitory ef-
fect on T cells further revealed that the antigen-driven pathway appears to be
down-regulated as ovalbumin- orKLH-specific activationwasdown-regulated
(Malstrom and James, 1998). Further, markers of activation, such as CD25
on CD4+, CD8+, or CD45RO+ cells, were not affected by lymphostatin and
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cell surface expression, as determined by flow cytometry, did not decrease
(Klapproth et al., 1996).

The lifA gene encoding the lymphostatin protein has been identified and
is located on the EPEC bacterial chromosome (Klapproth et al., 2000). The
9,669 bp gene, encoding for a putative protein size of approximately 366 kDa,
is the largest open reading frame identified thus far inE. coli. Interestingly, the
sequence near the N-terminus shares significant homology with the catalytic
domains of the large clostridial cytotoxins, which have glycosyltransferase ac-
tivity. These enzymes transfer the sugar moiety from a UDP-sugar to a small
GTP-binding protein, rendering it inactive. For the large clostridial cytotox-
ins, these target molecules have been identified as Ras, Rac, Rho, and Cdc42,
which are critical regulators of the cytoskeleton. For lymphostatin the target
has not been identified yet. It is further of interest to note that a similar gene
encoding for a lymphostatin-like activity has been identified in closely related
organisms, including Citrobacter rodentium, EHEC, and other EPEC strains.
In EHEC the orthologous gene is located on the large pathogenicity plas-
mid, which can confer inhibitory activity if transformed into nonpathogenic
laboratory strains (Klapproth et al., 2000). The gene encoding lymphostatin is
present in bacteria that have the ability to cause attaching and effacing lesions,
including EPEC, Citrobacter rodentium, and EHEC strains. However, the as-
sociation between attaching and effacing and lymphostatin activity is not ab-
solute and is not a requirement for the observed inhibitory activity on T cells.

11.6.3 Effect of lymphostatin on antigen-presenting cells

In contrast to the suppressive effect on lymphokines, lymphostatin does
not affect monokine expression. The presence of bacterial products from
EPEC and mitogens does not prevent expression of monokines, such as IL-
1β, IL-6, IL-8, IL-10, or IL-12. In addition, no inhibitory effect is observed
when bacterial products are tested in epithelial cell culture, as determined by
proliferation or morphology. Interestingly, lymphostatin was independently
identified as an adherence factor for epithelial cells in an EHEC strain of
serotype O111:H-(Nicholls et al., 2000). The sequence for the genes from the
two strains is identical. Perhaps it is not too surprising that a protein as large
as lymphostatin may have multiple parallel functions.

11.6.4 Summary

Lymphostatin is a large toxin encoded by lifA, a gene present in
pathogenic E. coli strains on either chromosome or plasmid. Lympho-
statin has a remarkable suppressive effect on T-cell activation, specifically
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Table 11.1. Summary of immunological activities of enterotoxins

Effect on

Th1 Th2 Antibody

Toxin APC responses responses responses

Cholera toxin ↓ IL-12, IL-12R ↓ IL-2 (+) IL-4 ↓ IgM
↑ IL-1α, CD86 ↑ IgA, IgG1,

Heat-labile ↑ CD86 ↑ IFN-γ ↓ IL-4 ↑ IgM, IgA,
toxin IgG1,

↑ IL-5 IgG2a, IgG2b

Clostridial ↑ IL-8 ↑ apoptosis ↑ apoptosis
toxin A/B

Shiga toxin ↑ apoptosis ↓ proliferation ↓ proliferation
↑ IL-1β, TNF-α and and

metabolic metabolic

activity activity

Lymphostatin ↓ IL-2, IFN-γ ↓ IL-4, IL-5

down-regulating expression of both Th1 and Th2 lymphokines. Low concen-
trations of IL-2 result in absent T-cell proliferation without affecting other
markers of activation, such as CD25 or monokine expression. Lymphostatin
may also function as an adherence factor for epithelial cells. The role of lym-
phostatin in disease has yet to be established.
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CHAPTER 12

Type III protein secretion and inhibition
of NF-κB

Klaus Ruckdeschel, Bruno Rouot, and Jürgen Heesemann

12.1 INTRODUCTION

When faced with a bacterial pathogen, the multicellular organism raises a
series of defense responses involving both the innate and adaptive immune
systems. The innate immune system refers to the first-line host defense,
which confers immediate antimicrobial activities. Professional phagocytes,
such as neutrophils and resident macrophages, largely constitute the cellu-
lar components of innate immunity. These cells directly attack the invading
pathogen, mediate secretion of proinflammatory cytokines (see Chapter 10),
and mount a protective inflammatory response. In addition to these early de-
fense responses, the innate immune system facilitates thematuration of sub-
sequent adaptive immunity. Both the innate and adaptive immune responses
serve to eliminate the infectious challenge. However, to prevail within the
host, pathogenic bacteria have evolved sophisticated strategies for evasion
or neutralization of host defense mechanisms. A broad range of pathogenic
Gram-negative bacteria, including phytopathogens, utilize the type III pro-
tein secretion system as a powerful tool to modulate immune responses of
the host, which first enables disease.

The type III protein secretion systems are complex weapons that specifi-
cally mediate polarized delivery of bacterial virulence proteins directly inside
eukaryotic cells (Galan and Collmer, 1999; Donnenberg, 2000). These se-
cretion machineries are composed of approximately twenty proteins, which
form a needle complex that protrudes from the inner bacterial membrane
to the attached eukaryotic cell. The type III protein secretion systems are
first activated when the bacteria come into contact with the host cell. They
act as syringes, translocating bacterial virulence factors with high efficiency
from inside the bacterium into the host cell cytoplasm. Once inside the host
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cell, the injected virulence proteins interfere with key processes involved in
cellular activation. Although all known type III protein secretion systems
share a set of core structural components, the injected virulence proteins
largely differ between diverse pathogens, thus displaying a multitude of ef-
fector functions. For instance, numerous pathogenic bacteria use their type
III secretion-associated functions tomodulate the host cell actin cytoskeleton,
but the effects on the host cell function are quite different. Yersinia spp. and
Pseudomonas aeruginosa translocate effector proteins to avoid being ingested,
whereas Salmonella and Shigella spp. intend to gain access to eukaryotic cells
by delivering their virulence proteins. In this chapter, we will discuss the
impact of type III protein secretion systems on one of the most ancient de-
fense systems in eukaryotic cells, the NF-κB signaling networks. For a more
detailed discussion of type III secretion systems the reader is referred to
Chapter 7.

12.2 TRANSCRIPTION FACTOR NF-κB: THE MASTER REGULATOR
OF THE HOST IMMUNE RESPONSE

NF-κB is a heterodimeric transcription factor, that is central to innate
immunity. It acts as a key regulator of the inflammatory response (Hatada
et al., 2000; Perkins, 2000; Baldwin, 2001). NF-κB is composed of the tran-
scriptionally inactive p50 subunit and the p65 subunit, which contains the
transactivation domains necessary for gene induction. The NF-κB signaling
pathway is highly conserved in the fruit fly Drosophila and in mammals.
NF-κB and its Drosophila counterparts, Dorsal, Dif, and Relish, induce acti-
vation of genes that encode for potent antimicrobial factors. In mammals,
NF-κB rapidly upregulates the synthesis of cytokines (such as TNFα, IL-1,
IL-6, IL-8), acute-phase proteins (e.g., serum amyloid A), adhesionmolecules
(e.g., VCAM-1, ICAM-1), and inducible enzymes (e.g., iNOS, Cox-2). In addi-
tion, NF-κB is implicated in the prevention of apoptosis in mammalian cells.
Activation of NF-κB occurs in response to a wide range of agents and cellular
stress conditions, including treatment with cytokines, growth factors, and
bacterial and viral infections. The activation of NF-κB involves liberation of
NF-κB from its inhibitory proteins IκBα, IκBβ, and IκBε, which sequester
preformedNF-κB in the cytoplasm.Upon stimulation, the IκBs are phospho-
rylated and subsequently degraded through the ubiquitin-proteasome path-
way, thereby releasing NF-κB. Free NF-κB translocates to the nucleus, where
it binds to its target sequences and activates transcription. The critical step
in NF-κB activation is phosphorylation of the IκBs, which is conferred by



281©

type
iii

pro
tein

secretio
n

an
d

in
h

ibitio
n

o
f

n
f-κ

b

IKKγ

IKKα IKKβ

p50

p65

I
κ
B

P
P

p50

p65

I
κ
B P

P

I
κ
B

p50 p65

Signal
transduction

cascade

IKK activation

IκB degradation by the
ubiquitin-proteasome

pathway

Gene activation

Bacterial infection
Bacterial components

Bacterial products

IκB
phosphorylation

NF-κB nuclear
translocation

Figure 12.1. The mechanism of NF-κB activation.

a multi-subunit protein kinase, called the IκB kinase (IKK) complex. This
complex is composed of at least three proteins, IKK, IKKβ, and IKKγ . IKKα

and IKKβ encode catalytic kinase subunits, which mediate IκB phosphory-
lation. In contrast, IKKγ (also named NF-κB essential modulator NEMO)
has a regulatory role and is required for activation of the complex by up-
stream signaling pathways. In both insects and mammals, IKKβ appears to
be the master regulator of NF-κB and its homologues (Hatada et al., 2000;
Perkins, 2000; Baldwin, 2001). Figure 12.1 schematically summarizes the
mechanisms that lead to activation and nuclear translocation of NF-κB.

Particular attention has been paid in the last few years to the exploration
of signaling pathways, that lead to activation of NF-κB. Numerous indepen-
dent lines of studies imply an intriguing role of Toll receptors and associated
signals in activation of the innate immune response (Aderem and Ulevitch,
2000; Anderson, 2000; Brightbill and Modlin, 2000; Medzhitov and Janeway,
2000; Zhang and Ghosh, 2001). For more details of Toll receptors, see
Chapter 1. Evolutionary conserved Toll receptors are expressed on the surface
of cells of the innate immune system in insects and mammals. They serve
to identify specific microbial cell wall components, such as LPS from Gram-
negative bacteria or peptidoglycan and lipoteichoic acid from Gram-positive
bacteria. Once a microbial pathogen is recognized, the Toll membrane re-
ceptors initiate an intracellular kinase cascade that ultimately leads to nu-
clear translocationofNF-κBandother pro-inflammatory transcription factors
such as AP-1. The signal relay downstream from the mammalian receptor
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and upstream from the IKK complex involves molecules of the IL-1 signal-
ing cascade, namely MyD88 (myeloid differentiation factor 88), IRAK (IL-
1-receptor-associated kinase), and TRAF6 (TNF-α-receptor-associated factor
6). According to its role as a positive regulator of the inflammatory response,
exposure of eukaryotic cells to numerous bacterial pathogens, such as Listeria
monocytogenes, groupBStreptococci, Neisseria gonorrhoeae, Pseudomonas aerug-
inosa, Borrelia burgdorferi, Helicobacter pylori, or Chlamydia pneumoniae,
(Ebnet et al., 1997; Hauf et al., 1997; Munzenmaier et al., 1997; Naumann
et al., 1997; DiMango et al., 1998; Molestina, et al., 2000; Vallejo et al., 2000)
activates the NF-κB signaling pathway. However, the activation of NF-κB is
not only implicated in mediating a protective inflammatory response against
an invading pathogen, but also is part of the pathogenic strategies of bacteria.

12.3 TARGETING OF THE NF-κB PATHWAY BY PATHOGENIC
AND NONPATHOGENIC BACTERIA IN THE GUT

Various reports, especially of enteropathogenic bacteria, show that the in-
flammatory response greatly contributes to the pathology of infection. In
general, intestinal epithelial cells are largely refractory to bacteria and bacte-
rial products, which is essential to maintain the physiological ecosystem of
the gut. Colonic epithelial cells live in close contact with the resident bac-
terial microflora and have necessarily evolved mechanisms to prevent or
limit the activation of inflammatory responses to nonpathogenic bacteria.
Otherwise, the recognition of harmless bacterial commensals as pathogens
by the intestinal mucosa would result in constitutive expression of proin-
flammatory cytokines and uncontrolled intestinal inflammation. In contrast
to nonpathogenic bacteria, enteropathogenic bacteria are capable of activating
an inflammatory response by intestinal epithelia. For instance, it is a charac-
teristic feature of the pathogenesis of most salmonellae to provoke a profuse
intestinal secretory and inflammatory response. This response is important
for the establishment of the inflammatory diarrhoea that follows Salmonella
infection (Galan, 1999). Similarly, two other enteric pathogens, Shigella and
enteropathogenic Escherichia coli (EPEC), cause an intense and acute inflam-
matory diarrhoea. All three enteropathogenic bacteria share the common
capacity to activate NF-κB in intestinal epithelial cells, which stimulates the
production of proinflammatory cytokines, such as IL-8 and TNFα (Hobbie
et al., 1997; Savkovic et al., 1997; Philpott et al., 2000). The released cytokines
in turn contribute to the typical clinical picture of the respective disease.
In both Salmonella and Shigella, NF-κB activation largely depends on an in-
vasive bacterial phenotype, which is conferred by type III protein secretion
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system-delivered virulence factors (Dyer et al., 1993; Hobbie et al., 1997;
Philpott et al., 2000). Accordingly, the Salmonella effector protein SopE si-
multaneously stimulates nuclear as well as cytoskeletal responses by directly
activating the small GTPases Cdc42 and Rac (Hardt et al., 1998). EspB, an
EPEC type III secretion-dependent effector protein, appears to be crucially
involved in NF-κB activation by EPEC (Savkovic et al., 1997).

In contrast to these intestinal bacterial pathogens, which activate NF-κB
to mediate disease, some nonpathogenic bacteria apparently actively inhibit
NF-κB activation in gut epithelial cells. A report from Neish et al. (2000)
revealed that interaction of nonpathogenic Salmonella strains with epithelia
attenuates synthesis of inflammatory effector molecules elicited by diverse
proinflammatory stimuli (Neish et al., 2000). This is accomplished by block-
age of ubiquitination and degradation of IκBα by an unknown mechanism,
preventing nuclear translocation of NF-κB in response to the nonpathogenic
bacterium. The authors speculate that this may be a mechanism of intesti-
nal immune tolerance to a commensal prokaryote, explaining the absence of
inflammation in the gut mucosa despite its constant exposure to a variety of
indigenous micoorganisms. However, the strategy to inhibit activation of
NF-κB and to avoid inflammation is not exclusively followed by non-
pathogenic bacteria in order to prevent illness: it is also an ingenious tactic
of pathogenic microorganisms to counteract or to escape the host immune
response and to mediate disease. A number of bacterial and viral pathogens
provide examples by which subversion of the NF-κB pathway supports de-
velopment of infection (Ruckdeschel et al., 1998; Yuk et al., 2000; Hiscott
et al., 2001). The contribution of NF-κB inhibition to bacterial pathogene-
sis is probably best characterized for the Gram-negative genus Yersinia, that
actively paralyzes the host immune response in order to survive and mul-
tiply within the host tissue. In contrast to Salmonella, Shigella, and EPEC,
the pathogenic Yersinia, target professional phagocytes rather than intestinal
epithelial cells for NF-κB inhibition.

12.4 THE YERSINIA TYPE III PROTEIN SECRETION MACHINERY:
A PROTOTYPICAL TOOL FOR SUBVERTING THE PHAGOCYTE

The major virulence determinant of pathogenic Yersinia is a type III protein
secretion system, which represents a paradigm for these type III secretion
machineries (Cornelis et al., 1998). The Yersinia type III secretion apparatus
is encoded on a 70 kb virulence plasmid that is common to the three human
pathogenic Yersinia species: Y. pestis, Y. enterocolitica, and Y. pseudotubercu-
losis. Y. pestis is the causative agent of plague, whereas Y. enterocolitica and
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Y. pseudotuberculosis are enteric pathogens. They can cause gastrointestinal
syndromes, lymphadenitis, and septicaemia. The three pathogenic Yersinia
species exhibit a common tropism for lymphatic tissue. Y. enterocolitica and
Y. pseudotuberculosis invade the intestinal mucosa in the terminal ileum
through lymphoid follicle-associated M cells and subsequently penetrate the
lymphoid tissue of the Peyer’s patches. This represents a first critical step in
the lifestyle of enteropathogenic Yersinia. The bacteria come in contact with
phagocytes, thus challenging the first-line host defense. Accordingly,Yersinia
developed a complex strategy to disarm phagocytic cells and to disrupt their
response to infection (Cornelis et al., 1998). Type III-dependentmechanisms
are central to this antihost response and crucially determine the outcome of
Yersinia infection. Virulence plasmid-harbouring yersiniae resist the phago-
cytic attack, whereas virulence plasmid-cured yersiniae are rapidly killed and
eliminated in the Peyer’s patches by phagocytes.

Yersinia uses its type III secretion machinery to deliver of a set of at
least six effector “Yersinia outer proteins” (Yops; YopE, YopH, YopM, YopT,
YopO/YpkA, YopP/J) inside the eukaryotic cell. The diverse Yops act at dis-
tinct cellular levels to neutralize a sequence of programmed phagocyte effec-
tor functions (Cornelis et al., 1998). By rapid injection of YopH, YopE, YopT,
and presumably YopO/YpkA, Yersinia paralyzes the phagocytic machinery,
thereby preventing phagocytosis by macrophages and polymorphonuclear
leukocytes. The activities of these Yops, which are described in detail by
Forberg and coworkers in Chapter 7, interfere with the actin cytoskeleton
dynamics of the host cell. In addition to their antiphagocytic effect, YopH
and YopE prevent killing of the bacteria by the phagocytic oxidative burst.
They act in concert to suppress the generation of bactericidal reactive oxy-
gen intermediates by macrophages and polymorphonuclear leukocytes. The
molecular mechanisms of this inhibition are not yet completely understood.
By the action of these Yops, Yersinia resists the initial attack of the phago-
cytes. This in turn prevents clearance of the pathogen from the lymphoid
tissue and enables its extracellular survival and proliferation. From the local
lymphoid tissue, the yersiniae may subsequently disseminate to the adjacent
lymph nodes, liver, and spleen, and to establish a systemic infection.

However, the impact of Yersinia on phagocytes is more subtle than only
mediating its primary survival during the first interaction. Yersinia addition-
ally modulates long-term phagocyte antibacterial activities, which accounts
for the later stages of infection, especially for the spread of the bacteria into
deeper lymphatic tissues (Monack et al., 1998). One of the key mechanisms
to maintain the infectious process is the down-regulation of NF-κB activ-
ity in eukaryotic cells, in particular in macrophages. The disruption of the
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NF-κB pathway is mediated by the effector protein YopP (Y. enterocolitica) or
its homologue YopJ (Y. pseudotuberculosis, Y. pestis) in a type III secretion-
dependent manner (Cornelis et al., 1998; Schesser et al., 1998). According
to the global regulatory function of NF-κB, the suppression of NF-κB by a
bacterial pathogen exerts multiple effects on the host immune response.

12.5 SUPPRESSION OF THE HOST CELL CYTOKINE PRODUCTION

In vivo studies using infected mice first demonstrated that Yersinia in-
hibit the release of the proinflammatory cytokinesTNFα and IFNγ (Nakajima
and Brubaker, 1993). These cytokines are crucial in limiting the severity of
Yersinia infection, because additional administration of cytokine-neutralizing
antibodies toYersinia-infectedmice seriously exacerbates disease (Autenrieth
and Heesemann, 1992). Macrophages are the major source for TNFα in the
compromised host. The suppression of the TNFα production by Yersinia can
be demonstrated in vitro on cultivated macrophages. Yersinia inhibit TNFα
mRNA expression and TNFα synthesis within as short a time as 120minutes
after onset of infection (Ruckdeschel et al., 1997a). The TNFα-suppressive ef-
fect has been shown to be mediated by YopP/J (Boland and Cornelis, 1998;
Palmer et al., 1998). In correlation, Yersinia and YopP/J down-regulate the
activation of NF-κB: in the initial phase, the macrophages respond with
NF-κB induction toYersinia infection, but after 30–60minutes, a lag timenec-
essary for Yop translocation and direction to their intracellular targets, the
nuclear translocation of NF-κB is blocked (Ruckdeschel et al., 1998). Orth
et al. (1999) discovered a potential mechanism by which YopP/J exerts its ef-
fect on the NF-κ B pathway. They revealed an interaction of YopP/J with over-
expressed IKKβ in epithelial cells. Indeed, YopP/J selectively interacts with
IKKβ but not IKKα in infected macrophages and simultaneously suppresses
IKKβ activities (Ruckdeschel et al., 2001). IKKβ is the major LPS-responsive
NF-κB-activating kinase in monocytes and macrophages, as compared to
IKKα (O’Connell et al., 1998). Thus, Yersinia specifically target the immedi-
ate NF-κB activator, which is implicated in the response to bacterial infec-
tion and consequently disrupt the NF-κB pathway. In addition, the cytokine-
suppressive effect of YopP/J is not restricted to its potential primary target
cell, the macrophage. The subversion of NF-κB by YopP/J also contributes
to abrogation of IL-8 synthesis in epithelial HeLa cells (Schesser et al., 1998).

Exploringdifferent signal relayspotentiallymodulatedbyYopP/J, a series
of studies demonstrated that YopP/J not only targets the NF-κB pathway, but
also the signaling cascades of the mitogen-activated protein kinases (MAPK;
Ruckdeschel et al., 1997a; Boland andCornelis, 1998; Palmer et al., 1998). The
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MAPK cascades, which include the ERK, p38, and JNK pathways, are down-
regulated by Yersinia in parallel to NF-κB. This results in suppression of
activation of additional transcription factors, such as CREB and AP-1 (Meijer
et al., 2000). The activities of the NF-κB andMAPK pathways in common de-
termine the production of TNFα. They synergistically control the synthesis of
TNFα at the transcriptional (NF-κB, ERK, JNK) and translational level (p38,
JNK). Accordingly, the promotor of the TNFα gene contains several enhancer
sequences and maximal activation requires at least two cis-acting regulatory
elements, such as NF-κB and c-Jun (Yao et al., 1997). Experiments with spe-
cific synthetic inhibitors of theNF-κB andMAPK signaling pathways suggest
that Yersinia suppresses the TNFα production in a multimodal manner, by
simultaneous inhibition of both the NF-κB and MAPK signaling pathways
(Ruckdeschel et al., 1998). In agreement with these observations, Orth et al.
(1999) found targeting and inhibition of members of the MAPKK family by
YopP/J in addition to IKKβ. The MAPKKs are the direct upstream activators
of the MAPKs. They possess homology to the IKKs in the kinase activation
loop, providing the idea that YopP/J interferes with kinase activation by up-
stream signaling pathways. However, a recent study from Orth et al. (2000)
suggests a cysteine protease activity of YopP/J on proteins modified with the
ubiquitin-like molecule SUMO-1. A link between reduced SUMO-1 conjuga-
tion of proteins and inhibition of IKKβ or MAPKKs is hitherto unclear. Orth
et al. speculate that SUMO-1 conjugation may be an important posttransla-
tional modification associated with MAPK and related signaling complexes,
directing their intracellular processing. However, the precise mechanism by
which YopP/J modifies IKKβ and MAPKK activities still awaits clarification.

Together, the series of studies dealing with the impact of YopP/J on
eukaryotics cells elucidates the disruption of NF-κB communication as an
efficient mechanism to interfere with the host cell cytokine production. In-
terestingly, the abrogation of NF-κB by a microbial pathogen exerts another
profound effect on the host immune response besides cytokine suppression.
This phenomenon can be attributed to the dual function of NF-κB, on the
one hand acting as amediator of an inflammatory response, and on the other
hand, enabling cellular survival by the prevention of apoptosis.

12.6 TRIGGERING MACROPHAGE CELL DEATH BY APOPTOSIS

Several independent reports demonstrate that macrophages affected by
Yersinia enter an irreversible and final step in their lifecycle: after incuba-
tion for between 5 and 20 hours, infected macrophages exhibit characteristic
membrane blebbing, shrinkage of the cytoplasm, chromatin condensation
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and DNA fragmentation, and ultimately the cells die (Mills et al., 1997;
Monack et al., 1997; Ruckdeschel et al., 1997b). These features are classi-
cal morphological signs of programmed cell death and provide evidence that
macrophages exposed to Yops die by apoptosis. Apoptosis is an active phys-
iological process of cell suicide in the multicellular organism. It mediates
the ablation of unwanted, damaged, or potentially neoplastic cells without
inducing inflammation or damage of contiguous cells. There is increasing
evidence that this form of cell death also plays a role in the pathogenesis of
infectious diseases. The occurrence of apoptosis after Yersinia infection de-
pends on delivery of the YopP/J effector protein intomacrophages. As NF-κB
plays a role in the regulation of apoptotic processes, the impairment of the
NF-κB pathway by YopP/J appears to be implicated inmacrophage cell death
by Yersinia. In general, the onset of apoptosis is tightly controlled by a variety
of distinct signals. The cell integrates signals delivered by death-inducing and
survival-promoting receptors. Secondary intracellular responses regulate the
entry into apoptosis. The precise regulation of cell proliferation and cell death
by these complex signaling networks maintains the homeostasis of the mul-
ticellular organism. Activation of NF-κB has been found to provide protec-
tion against apoptosis under multiple stress-induced conditions (Baichwal
and Baeuerle, 1997; Perkins, 2000). Certain extracellular stimuli, such as
TNFα, genotoxic agents, or ionizing radiation, simultaneously activate death-
inducing and death-preventing signals in eukaryotic cells. NF-κB is impli-
cated in the death-preventing pathways by transcriptionally upregulating the
synthesis of proteins that counteract the pathways leading to apoptosis. Such
proteins are members of the IAP (inhibitor of apoptosis protein), TRAF or
Bcl-2 family (Perkins, 2000). Accordingly, the activation of NF-κB provides
protection against apoptotic killing otherwise induced by these stimuli.

In Yersinia-infected macrophages, the overexpression of the transcrip-
tionally active p65 subunit of NF-κB exerts a protective effect against YopP/J-
induced apoptosis (Ruckdeschel et al., 2001). This provides evidence that
subversion of the NF-κB survival pathways by YopP/J is a crucial part of
Yersinia’s strategy to modulate the machinery of apoptosis. However, the
subversion of NF-κB alone is, generally, not sufficient to trigger apoptosis
in eukaryotic cells. Normally, apoptosis requires a secondary stimulus, such
as TNFα, which activates the intrinsic cytotoxic pathway that leads to apopto-
sis when NF-κB is inhibited. In fact, Yersinia selectively trigger apoptosis in
macrophages, but not in epithelial HeLa cells. In contrast, NF-κB inhibition
occurs in both cell types. Interestingly, Yersinia infection mediates HeLa cell
apoptosis when the cells are subsequently treated with TNFα (Ruckdeschel
et al., 1998). As the macrophage is directly compelled to undergo apoptosis
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upon infection with Yersinia, this suggests activation of an indispensable pro-
apoptotic signal by Yersinia specifically in macrophages. This signal appar-
ently mediates macrophage apoptosis together with the YopP/J NF-κB sup-
pressive effect. Recently, LPS fromGram-negative bacteria has been shown to
provide the necessary apoptotic signal: the initiation of LPS signaling cooper-
ates with the action of YopP/J to inducemacrophage cell death (Ruckdeschel
et al., 2001). Thus, Yersinia target the NF-κB pathway by injection of YopP/J
and simultaneously take advantage of pro-apoptotic LPS signaling to kill the
macrophage. It is not yet clear whether other Yersinia molecules have the
same synergistic action with YopP on apoptosis as does LPS.

In agreement with these findings, there is increasing evidence that bac-
teria and bacterial components indeed activate pro-apoptotic pathways in
macrophages (Kitamura, 1999). NF-κB activation counteracts these cytotoxic
signals and mediates survival of macrophages in response to these com-
ponents. Two recent reports from Aliprantis et al. indicate a crucial role
for macrophage Toll-like receptors (TLRs) not only in NF-κB activation, but
also in signaling a pro-apoptotic pathway (Aliprantis et al., 1999; 2000). They
demonstrate engagement of TLR2 by bacterial lipoproteins, which triggers
an apoptotic signal in monocytic cells. The activation of TLR2 is coupled to
the death-promoting pathway through activation of caspase-8. The caspases
are a family of cysteine aspartate proteases that are the central effectors of the
apoptotic machinery. They function to activate and execute the core apoptotic
program in a proteolytic cascade. The bifurcation of the pro- and antiapop-
totic signals downstream from TLR2 occurs at the level of the adaptor protein
MyD88 (Aliprantis et al., 2000). Although the single members of the TLR
family exhibit specificity in the recognition of diverse bacterial components,
they apparently use the same transmitter molecules to relay the intracellular
signal. Thus, the signaling by LPS, which preferentially involves TLR4, may
engage the same apoptotic pathways as bacterial lipoproteins.

The current findings suggest that the TLRs are key inducers of innate
immunity. They sense invading bacteria and initiate a protective inflamma-
tory and self defense-related response by NF-κB activation. Simultaneously,
they signal macrophage apoptosis. By injection of YopP/J, Yersinia directly
affect the heart of these innate signaling networks. The disruption of NF-κB
activation makes the macrophage unable to respond to the bacterial infec-
tion. Finally, the continuous transmission of upstream pro-apoptotic signals
compels the macrophage to undergo apoptosis. This reflects the endpoint
of a multistep strategy of a bacterial pathogen to undermine the host im-
mune response. Figure 12.2 summarizes the impact of YopP/J on signaling
pathways and effector functions of macrophages challenged with LPS.
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Figure 12.2. Model on the impact of YopP/J on macrophage signal transduction pathways

and effector functions.

12.7 IS YopP/J A UNIQUE BACTERIAL EFFECTOR PROTEIN?

By affecting the NF-κB pathway, YopP/J reverses the LPS-induced defense
response of macrophages, which ultimately leads to macrophage cell death.
Interestingly, YopP/J exhibits high levels of sequence similarities to two
bacterial proteins, which are also secreted by a type III dependent mecha-
nism. One of these is AvrRxv, a so-called avirulence protein from the plant
pathogenic bacterium Xanthomonas campestris. The translocated avirulence
proteins trigger a phenomenon termed hypersensitive response in suscep-
tible host plants (Baker et al., 1997). The hypersensitive response is a local
defense mechanism that results in cell and tissue death and constrains fur-
ther spread of the infection. This form of cell death is likely comparable to
apoptosis in vertebrates. The precise mechanism of AvrRxv action on the
plant cell is not known, but there is increasing evidence that plant cellular
defense responses are analogous to the innate immune responses of verte-
brates and insects. Indeed, the structural components of the plant defense
and resistance responses share a striking similarity with the components
of the Toll-NF-κB pathway (Baker et al., 1997). This indicates possible ho-
mologies between the strategies of plant and animal pathogenic bacteria to
modulate the immune responses of their respective hosts.

Another YopP/J-related protein is AvrA from Salmonella. But in contrast
to AvrRxv from X. campestris, AvrA does not share a functional similarity with
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YopP/J, despite sharing 56% sequence identity and 87% similarity (Schesser
et al., 2000). AvrA affects neither cytokine production nor survival of infected
cells. This suggests different roles of the respective proteins in the patho-
genesis of yersiniosis and salmonellosis, although they may have derived
evolutionarily from a common genetic ancestor.

In contrast, the pathogen Bordetella bronchiseptica has recently been
shown to use a strategy that resembles that of YopP/J to modulate the host
immune response (Yuk et al., 2000). B. bronchiseptica causes persistent in-
fection of the respiratory tract, which usually takes a noninflammatory and
asymptomatic course. Accordingly, B. bronchiseptica affects NF-κB in lung
epithelial cells and triggers apoptosis in epithelial cells andmacrophages in a
type III secretion-dependentmanner. In particular, Yuk et al. (2000) observed
aggregation of NF-κB into large cytoplasmic complexes afterB. bronchiseptica
infection. These complexes did not respond to subsequent TNF-α stimula-
tion, suggesting impairment of NF-κB activation by B. bronchiseptica.

12.8 CONCLUSION

The current findings indicate that a number of Gram-negative bacteria
use a type III secretion apparatus to subvert a central defense pathway in
distantly related hosts. The signaling cascade of NF-κB is structurally and
functionally conserved in vertebrates, insects, and even plants. In view of
this striking parallel among evolutionarily divergent organisms, it is not sur-
prising that the NF-κB pathway is a target of immunemodulation by distinct
bacterial pathogens. Future studieswill shed light onwhether thismay reflect
a common strategy of pathogenic bacteria.
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Figure 2.1. Side and top views of the structures of CD1 (represented by mouse CD1d1)
and MHC I (represented by human leukocyte antigen HLA-A2).
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Figure 2.3. Intracellular distribution of CD1 isoforms during infection withM. tuberculosis.



Figure 7.2. YopH and YopE have distinct effects on host cell cytoskeleton. Confocal

images of HeLa cells, not infected, or infected with a Yersiniamultiple yopmutant strain

expressing either YopH or YopE, or infected with Yersinia wt. YopE fragments the F-actin

cytoskeleton whereas YopH affects the integrity of focal adhesions and associated stress

fibers. The combined effect is seen with the Yersinia wt strain (NB. this strain translocates

less amount of the effectors compared to the multiple mutant strain). Cellular F-actin

were visualized by staining with fluorescein-conjugated phalloidin (green);

vinculin-containing focal adhesions were visualized by indirect immunofluorenscence

(red). The yellow color represents colocalization of microfilaments and vinculin.

Vinculin-containing focal adhesions (arrow heads) and vinculin-containing retraction

fibers (arrows) are shown. All sections were scanned under identical conditions and show

the basolateral side of the cells. Scale bar: 10 ?m.



Figure 7.3. YopH contains an inherent sequence that mediates localisation to host cell

peripheral focal complex structures. Confocal images of HeLa cells infected with a

Yersiniamultiple yopmutant strain expressing the PTPase inactive YopHC403A (A) or an

in frame deletion mutant thereof, YopHC403A
223-226 (B) (region of importance for

localisation to focal complex structures). Arrowheads indicate representative focal

complexes where YopH and vinculin colocalise (yellow). NB: some bacteria are stained by

the YopH antiserum. All sections were scanned under identical conditions and shows the

basolateral side of cells. Scale bar: 5 ?m.
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Figure 8.2. Different modes of binding to MHC-II molecules. At least three separate

binding orientations have been found for bacterial SAGs. The extracellular domain of

MHC-II is shown in blue and the MHC-II residues with which SEB interacts are shown as

space-filling spheres in red. SEB has been moved by a simple translation away from its

position on the human HLA-DR1 molecule (from the crystal structure (63)). TSST forms a

complex with MHC-II using the same face of the toxin (when compared to SEB) but in a

different orientation. TSST has also been moved up from its position by a simple

translation from the crystal structure (62). Residues on MHC-II that interact with TSST

upon complex formation include those that interact with SEB (red spheres) and, in

addition, those shown as yellow spheres. Note that TSST bridges one end of the peptide

binding groove and interacts with two residues of the �-chain of MHC-II. The orientation

of SPE-C (grey) on MHC-II is mediated by zinc and His-81 on the MHC-II �-chain

(shown as grey spheres). SPE-C binds across the peptide groove and excludes contact

between MHC-class II and TcR (16). SPE-C only binds in this orientation. SEA, on the

other hand, binds in both this orientation and in the SEB orientation also.



Figure 8.3. The SAG SEA has two binding sites to cross-link MHC-II. The Superantigen

SEA is displayed in its dual orientation to MHC class II. One orientation is identical to the

SEB site to the MHC class II �-chain whereas the other much higher affinity zinc

mediated binding orientation is to the MHC class II �-chain. This picture is looking down

from above with the distal domains of MHC-II � and �-chains shown in blue. On the left

of the figure, an SEA molecule (red) is bound via the generic �-chain binding site in the

same fashion as SEB. On the right, another SEA molecule is bound to the same MHC-II

molecule via a zinc bridge between His81 on the MHC-II �-chain and His187, His225,

and Asp227 in SEA. This interaction is about 100 times stronger than the first and

therefore occurs first. There is some cooperation between the two SEA molecules. Once

bound, it is obvious to see that cross-linking of another MHC-II molecules can occur via

both bound SEA molecules. This image is only inferred from mutational data. There is yet

no crystal structure of an SEA/MHC-II complex.



Figure 9.5. 3O-C12-HSL induces apoptosis in murine splenocytes. 106 murine leucocytes

were incubated with 100 µM 3O-C12-HSL for 1 hour. An aliquot of 105 cells was removed

for labelling with Annexin V-FITC, which detected apoptotic cells and propidium iodide,

which stained for necrotic cells. Analysis was by flow cytometry.

Figure 9.6 (following page). 3O-C12-HSL induces apoptosis in murine peritoneal

macrophages. (A) Macrophages incubated in 3O-C12-HSL exhibit several hallmarks of

apoptosis. A normal cell is shown for comparison (i). Cytoplasm pinches off in a process

known as blebbing (arrow-ii) until it is completely reduced (iii). Meanwhile endonucleases

are activated which cleave chromatin causing it to condense and line the nuclear

membrane. Nuclear morphology in (iv) is typical of a cell undergoing this process.

Eventually the nucleus fragments into apoptotic bodies (arrow-v). Macrophages were

incubated in 12.5, 25, 50 and 100 µM 3O-C12-HSL and 3O-C6-HSL and CTCM alone for

1, 2, 4 and 6h. Macrophages were cytospun, fixed with methanol and stained with Giemsa.



CBA

Examples shown are representative of macrophages found after incubation with

3O-C12-HSL at all concentrations and times. Control and 3O-C6-HSL incubations showed

no apoptotic morphology. (B) Representative Hoechst stained cells. Hoechst 33342 binds

DNA which allows the determination of nuclear morphology. DNA in the nucleus of

normal cells is distributed diffusely (i) and fragmented in apoptotic cells (ii). Macrophages

were incubated in 50 µM 3O-C12-HSL and 3O-C6-HSL and CTCM for 3 h, detached and

stained. 3O-C12-HSL incubation induced the apoptotic morphology shown and

3O-C6-HSL and CTCM incubated cells appeared normal. (C) Incubation with

3O-C12-HSL yields the characteristic DNA ladder. DNA was extracted from macrophages

incubated for 3 h in 50 µM 3O-C12-HSL (lanes 1 and 2) and 50 µM 3O-C6-HSL (lanes 3

and 4) and CTCM (lanes 5 and 6). 12 cultures of 1× 105 macrophages were detached and

pooled allowing sufficient amounts of DNA to be analysed yet ensuring that results reflect

previous experiments. DNA was visualised on a 1.8% agarose gel by ethidium bromide

staining.
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