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General Preface

In the early eighties, when Jacques-Louis Lions and I considered the idea of a Handbook
of Numerical Analysis, we carefully laid out specific objectives, outlined in the following
excerpts from the “General Preface” which has appeared at the beginning of each of the
volumes published so far:

During the past decades, giant needs for ever more sophisticated mathemat-
ical models and increasingly complex and extensive computer simulations
have arisen. In this fashion, two indissociable activities, mathematical mod-
eling and computer simulation, have gained a major status in all aspects of
science, technology and industry.

In order that these two sciences be established on the safest possible
grounds, mathematical rigor is indispensable. For this reason, two compan-
ion sciences, Numerical Analysis and Scientific Software, have emerged as
essential steps for validating the mathematical models and the computer
simulations that are based on them.

Numerical Analysis is here understood as the part of Mathematics that
describes and analyzes all the numerical schemes that are used on comput-
ers; its objective consists in obtaining a clear, precise, and faithful, represen-
tation of all the “information” contained in a mathematical model; as such,
it is the natural extension of more classical tools, such as analytic solutions,
special transforms, functional analysis, as well as stability and asymptotic
analysis.

The various volumes comprising the Handbook of Numerical Analy-
sis will thoroughly cover all the major aspects of Numerical Analysis, by
presenting accessible and in-depth surveys, which include the most recent
trends.

More precisely, the Handbook will cover the basic methods of Numerical
Analysis, gathered under the following general headings:

– Solution of Equations in Rn,

– Finite Difference Methods,

– Finite Element Methods,

– Techniques of Scientific Computing.
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vi General Preface

It will also cover the numerical solution of actual problems of contempo-
rary interest in Applied Mathematics, gathered under the following general
headings:

– Numerical Methods for Fluids,

– Numerical Methods for Solids.

In retrospect, it can be safely asserted that Volumes I to IX, which were
edited by both of us, fulfilled most of these objectives, thanks to the emi-
nence of the authors and the quality of their contributions.

After Jacques-Louis Lions’ tragic loss in 2001, it became clear that
Volume IX would be the last one of the type published so far, i.e., edited
by both of us and devoted to some of the general headings defined above.
It was then decided, in consultation with the publisher, that each future vol-
ume will instead be devoted to a single “specific application” and called
for this reason a Special Volume. “Specific applications” will include math-
ematical finance, meteorology, celestial mechanics, computational chem-
istry, living systems, electromagnetism, computational mathematics, etc.
It is worth noting that the inclusion of such “specific applications” in the
Handbook of Numerical Analysis was part of our initial project.

To ensure the continuity of this enterprise, I will continue to act as the
Editor of each Special Volume, whose conception will be jointly coordi-
nated and supervised by a Guest Editor.

P.G. Ciarlet
July 2002
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“I learned that the stems are built up of several dozen smaller tubes, each containing a
magnetic slurry: iron powder in a viscous liquid.”

Jack Vance
The Killing Machine

Book Two of
The Demon Princes, Volume One

Tom Doherty Associates Inc., New York, 1997

“Il est, il est, en lieu d’écumes et d’eaux vertes, comme aux clairières en feu de la
Mathématique, des vérités plus ombrageuses à notre approche que l’encolure des bêtes
fabuleuses.” (*)

Saint-John Perse
Amers

Editions Gallimard, Paris, 1957

(*) Approximate translation:

“There are, there are, in places of foams and green waters, as in the burning clearings of
Mathematics, some truths more prickly to our nearness than the neck of the fantastic beasts.”



Foreword

Few years ago, after the completion of Volume IX of the Handbook of Numerical Analysis,
one of the guest editors of the present volume wondered which topics deserve a dedicated
volume. Among the topics he considered, two in particular stood out: a methodology-
oriented topic, Operator-Splitting, and a thematic topic, Computational Non-Newtonian
Fluid Mechanics. As operator-splitting methods already had a strong presence in several
volumes of the Handbook of Numerical Analysis (starting with a 266-page article by G.I.
Marchuk in Volume 1), he focused on the second topic. And, although the Handbook had
already covered some problems from non-Newtonian fluid mechanics, analytically and com-
putationally – problems from Viscoelasticity in Fernández-Cara, Guillén and Ortega
[2002] and from Viscoelasticity and Viscoplasticity in Glowinski [2003] – more work
remained to be done. Given that the first of these two articles is essentially analytical and the
second is mostly dedicated to Newtonian flow, there is a strong rationale for a volume that
concentrates on the numerical simulation of a variety of non-Newtonian fluid flows.

There is no doubt that non-Newtonian flows and their numerical simulation have gener-
ated abundant literature, including the Journal of Non-Newtonian Fluid Mechanics (another
Elsevier publication) and books such as those by Bingham [1922], Lodge [1964], Duvaut
and Lions [1972a,b, 1976], Joseph [1990], Huilgol and Phantien [1997], and Owens
and Phillips [2002], as well as additional publications, references to which can be found in
the articles of this volume. This abundance of publications can be explained by the fact that
non-Newtonian fluids occur in many real-life situations, such as the food industry, the oil
and gas industry, chemical, civil and mechanical engineering, and the biosciences, to name
just a few. Moreover, the mathematical and numerical analyses of non-Newtonian fluid flow
models provide very challenging problems to partial differential equations specialists and
applied and computational mathematicians alike.

Finite elements and finite volumes have been the methods of choice for the numerical
simulation of non-Newtonian fluid flows (see e.g., Marchal and Crochet [1986, 1987],
Fortin and Fortin [1989], Fortin and Pierre [1989], El Hadj and Pa Tanguy [1990],
Guenette and Fortin [1995], Fortin and Esselaoui [1987], Singh and Leal [1993],
Baaijens [1994, 1998], Van Kemenade [1994a]; Van Kemenade and Deville [1994b],
Fiétier and Deville [2003], Xue et al. [1998], Singh, Joseph, Hesla, Glowinski and
Pan [2000], Patankar et al. [2000], Pillapakkam and Singh [2001], Chauvieres and
Owens [2001], Behr, Arora, Coronado and Pasquali [2005], Coronado, Arora, Behr
and Pasquali [2007], Dean, Glowinski and Guidoboni [2007]; see also the many refer-
ences within these articles as well as in the articles in this volume).

xix



xx Foreword

The purpose of this volume is twofold:

(1) Provide a review of well-known computational methods for the simulation of non-
Newtonian fluid flows, particularly of the viscoelastic and viscoplastic types.

(2) Discuss new numerical methods that have proven to be more efficient and more accu-
rate than traditional methods.

Even though the articles in this volume investigate a significant range of applications,
we strongly believe that the methods discussed herein will find applications in many more
areas.

This volume is divided into three parts, each of which presents one or more articles
relevant to a key problem inherent to non-Newtonian flows:

• Part I is dedicated to the numerical analysis and simulation of grade-two fluids.
V. Girault and F. Hecht’s article addresses the mathematical and computational dif-
ficulties associated with the grade-two model, thereby providing a good introduction
to the analysis of flows with more complicated constitutive laws.

• Part II has four articles dedicated to the modeling and mathematical and numer-
ical analysis of viscoelastic flows. The article by A. Lozinski, R.G. Owens and
T.N. Phillips follows the stochastic approach advocated by Laso and Öttinger
[1993] for deriving constitutive laws for polymeric flows. The article takes these laws,
which connect microscopic stochastic models with macroscopic ones, as the basis
for its approach because they are expected to be more accurate than the more phe-
nomenological ones encountered in the classical literature. The article by A. Bonito,
Ph. Clement and M. Picasso addresses the modeling, numerical analysis, and simu-
lation of viscoelastic flows, using models obtained via a two-scale analysis operating
at mesoscopic and macroscopic levels. In addition, this article discusses the simula-
tion of viscoelastic flow with free surface, a highly nontrivial problem. The article by
Y.J. Lee, J. Xu, and C.S. Zhang is mostly methodological and investigates the difficult
problem (at a large Weissenberg number) associated with the advection of the vis-
coelastic extra-stress tensor. This article also shows that multilevel and parallelization
methods can significantly speed up viscoelastic calculations. Part II concludes with
a article by T.W. Pan, J. Hao, and R. Glowinski, which investigates several methods
that can be used to guarantee the definite positiveness of the viscoelastic extra-stress
tensor. The article also discusses the numerical simulation of particulate flow for vis-
coelastic fluids.

• Part III has two articles, both of which discuss the simulation of viscoplastic fluid
flows where the viscoplastic properties are possibly coupled with additional physi-
cal properties such as temperature dependence, compressibility, thixotropy, interac-
tion with solid particles, and an electric field. The first article, by R. Glowinski and
A. Wachs, investigates a variety of viscoplastic flows encountered in the oil and gas
industry, such as waxy crude oil flow in pipelines at low temperatures. The second
article, by R.H.W. Hoppe and W.G. Litvinov, is dedicated to the modeling and simu-
lation of electrorheological fluid flows and to the optimal design of devices that use
these fluids.

This volume offers investigations, results, and conclusions that will no doubt be useful
to engineers and computational and applied mathematicians who are concerned with the
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various aspects of non-Newtonian fluid mechanics. Special thanks are due to Gavin Becker,
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Chapter 1

Theoretical Results

1.0. Foreword

The numerical analysis of schemes and algorithms used in discretizing non-Newtonian fluid
models is a challenging task. To this date, there are only very few models for which a com-
plete numerical analysis, namely stability, error estimates, and convergence of algorithms, is
known. The two-dimensional grade-two fluid model with tangential Dirichlet boundary con-
ditions studied in this work is one of them. This is made possible by the fact that, owing to the
dimension, this model has a formulation that yields good discrete a priori estimates. In three
dimensions, discrete a priori estimates for the same formulation are not yet known. Tangen-
tial boundary conditions alone, i.e., with no inflow or outflow, are studied here because the
problem may be ill-posed if complete Dirichlet boundary conditions are prescribed.

The material in this work is fairly well self-contained and all prerequisite notions are
recalled. It is accessible to advanced graduate students and part of this work was taught
by the first author in an advanced graduate course at the Mathematics Department of the
University of Pittsburgh.

This work is divided into six chapters. In order to present clearly the main ideas, without
obscuring the discussion by too many technical details, the first four chapters are devoted
to the problem with homogeneous Dirichlet boundary conditions. The first chapter presents
a short survey of theoretical results with particular emphasis on the two-dimensional prob-
lem. Chapter 2 is devoted to the discretization of the steady-state problem, and Chapter 3 is
devoted to the discretization of the time-dependent problem. Chapter 4 presents an interest-
ing heuristic least-squares scheme and gradient algorithm for the steady and unsteady prob-
lems. The steady model with tangential Dirichlet boundary conditions is treated in Chapter
5. Numerical experiments are presented in Chapter 6.

1.1. Introduction and preliminaries

A grade-two fluid belongs to the class of non-Newtonian fluids of differential type. Non-
Newtonian fluid models are used to describe the behavior of liquids frequently encountered
in nature and industry, such as many polymeric liquids, biological fluids, foams, and slurries.
Unlike water, these liquids are characterized by the fact that they exhibit at least one behav-
ior such as shear-thinning or shear-thickenning, stress-relaxation, nonlinear creep, normal
stress differences or yielding. Grade-two fluids cannot exhibit stress-relaxation, but they can
develop normal stress differences and they can experience creep.

5
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In a fluid of differential type, be it Newtonian or non-Newtonian, the Cauchy stress ten-
sor is determined explicitly by the symmetric part of the velocity gradient and possibly its
various higher time derivatives. But in contrast to Newtonian fluid models where the consti-
tutive relation for the Cauchy stress tensor is a linear function of the symmetric part of the
velocity gradient, in a non-Newtonian fluid model, this constitutive relation is nonlinear.

A grade-two fluid is considered an appropriate model for the motion of a water solution
of polymers, cf. Dunn and Rajagopal [1995]. Interestingly, its equations can also be inter-
preted as a model of turbulence; we refer to the work of Holm, Marsden and Ratiu (cf. for
instance [1998a, 1998b]). In the simplest case, its equations of motion have the form

∂

∂t
(u− α1u)− ν 1u+ curl(u− α1u)× u+∇ p = f . (1.1.1)

As the fluid is incompressible, it satisfies the constraint

div u = 0, (1.1.2)

and (1.1.1) and (1.1.2) are complemented by a Dirichlet boundary condition and an initial
condition.

In some sense, the theoretical results that have been proven up to date for this model
are fairly satisfactory, but there still remain important open questions such as the problem
posed by nonhomogeneous Dirichlet boundary conditions or that posed by a rough exterior
force, such as an L2 force, to mention just these two “simple” questions. At least for the
steady two-dimensional problem, we can handle tangential Dirichlet boundary conditions,
i.e., with no ingoing or outgoing flow. But if there is an ingoing or outgoing flow, the problem
is ill-posed and we still do not know what additional boundary condition must be added to
make the problem well-posed.

In contrast, numerical results obtained so far are very scanty. We now know how to do
the numerical analysis of some carefully chosen schemes for the steady and time-dependent
problems in dimension d = 2. But up to now, the numerical analysis of schemes that approx-
imate this problem in dimension d = 3, be it steady or unsteady, is not resolved. The expla-
nation is simple: we lack some discrete a priori estimates, estimates that appear plausible,
but for which we have yet no proof, except perhaps for very crude schemes. These estimates
are a crucial ingredient in the numerical analysis of several models of non-Newtonian fluids,
and this analysis will remain an open question as long as such estimates are not established.

For this reason, the present work is dedicated only to numerical methods for the model
in two dimensions.

1.1.1. Notation

The following notation will be used in the sequel. We state them in dimension d = 3 because
the theoretical problem is, of course, three-dimensional, but the numerical study will be done
mainly in dimension d = 2. Unless otherwise specified, the domains of interest� will all be
bounded, connected, and have a boundary ∂� that is at least C0,1, i.e., Lipschitz-continuous
(cf. Grisvard [1985]), and we shall call them Lipschitz-continuous domains. We denote by
D(�) the subspace of functions of C∞(�)with compact support in�. Let k = (k1, k2, k3) be
a triple of non-negative integers and set |k| = k1 + k2 + k3; we define the partial derivative
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∂k of order |k| by:

∂kv =
∂ |k|v

∂xk1
1 ∂xk2

2 ∂xk3
3

.

Recall the standard Sobolev spaces, for a non-negative integer m and a number r ≥ 1
(cf. Adams [1975] or Nečas [1967])

Wm,r(�) = {v ∈ Lr(�); ∂kv ∈ Lr(�) ∀|k| ≤ m},

equipped with the seminorm

|v|Wm,r(�) =

∑
|k|=m

∫
�

|∂kv|r dx

1/r

,

and the norm (for which it is a Banach space)

‖v‖Wm,r(�) =

 ∑
0≤k≤m

|v|rWk,r(�)

1/r

,

with the usual modification when r = ∞; we refer to Grisvard [1985], Lions and Magenes
[1968] or Adams [1975] for extending this definition to fractional Sobolev spaces. When r =
2, this space is the Hilbert space Hm(�). In particular, the scalar product of L2(�) is denoted
by (·, ·). These definitions are extended straightforwardly to vector-valued functions, with
the same notation, except for non-Hilbert norms. In the case of a vector or tensor u, we set

‖u‖Lr(�) =

∫
�

|u(x)|r d x

1/r

,

where | · | denotes the Euclidian norm when u is a vector: |u|2 = u · u, or the Frobenius
norm when u is a tensor: |u|2 = u : u.

For imposing vanishing boundary values on ∂�, we define

H1
0(�) = {v ∈ H1(�); v|∂� = 0},

and more generally, for a number r ≥ 1, we define

W1,r
0 (�) = {v ∈ W1,r(�); v|∂� = 0}.

We shall frequently use Sobolev imbeddings: for a real number p ∈ IR, p ≥ 1 in dimension
d = 2 or 1 ≤ p ≤ 6 in dimension d = 3, the space H1(�) is imbedded into Lp(�). In partic-
ular, there exists a constant Sp (that depends only on p, the dimension and the domain) such
that

∀v ∈ H1
0(�), ‖v‖L p(�) ≤ Sp|v|H1(�). (1.1.3)
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When p = 2, this is Poincaré’s inequality and S2 is Poincaré’s constant. In the case of the
maximum norm, the following imbedding holds:

∀r > d, W1,r(�) ⊂ L∞(�). (1.1.4)

In particular, for each r > d, there exists a constant S∞,r, such that

∀v ∈ W1,r(�) ∩ H1
0(�), ‖v‖L∞(�) ≤ S∞,r‖∇ v‖Lr(�). (1.1.5)

Owing to Poincaré’s inequality, the seminorm | · | is a norm on H1
0(�), equivalent to the full

norm. As it is directly related to the gradient operator, we choose this seminorm as norm on
H1

0(�), and in particular, we use it to define the dual norm on its dual space H−1(�):

∀f ∈ H−1(�), ‖ f‖H−1(�) = sup
v6=0,v∈H1

0 (�)

〈 f , v〉

|v|H1(�)

, (1.1.6)

where 〈·, ·〉 is the duality pairing between H−1(�) and H1
0(�).

For imposing tangential boundary conditions, we define

H1
τ (�) = {v ∈ H1(�)3; v · n = 0 on ∂�}, (1.1.7)

where n = (n1, n2, n3) is the unit normal vector to ∂�, directed outside �, and v =
(v1, v2, v3). An easy application of Peetre–Tartar’s Theorem (cf. Peetre [1966], and Tar-
tar [1978], or Girault and Raviart [1986]) proves the analog of Sobolev’s imbeddings in
H1
τ (�) for any real number p ≥ 1 if d = 2 or 1 ≤ p ≤ 6 if d = 3:

∀v ∈ H1
τ (�), ‖v‖L p(�) ≤ S̃p|v|H1(�). (1.1.8)

In particular, for p = 2, the mapping v 7→ |v|H1(�) is a norm on H1
τ (�), equivalent to the H1

norm and S̃2 is the analog of Poincaré’s constant. Moreover, the analog of (1.1.5) holds: for
each r > d, there exists a constant S̃∞,r, such that

∀v ∈ W1,r(�)3 ∩ H1
τ (�), ‖v‖L∞(�) ≤ S̃∞,r‖∇ v‖Lr(�), (1.1.9)

where ∇ v denotes the gradient tensor: (∇ v)ij = ∂vi/∂xj. We shall also use the classical
spaces for Navier–Stokes equations:

V = {v ∈ H1
0(�)

3
; div v = 0 in �}, (1.1.10)

where div v =
∑3

i=1 ∂vi/∂xi,

V⊥ = {v ∈ H1
0(�)

3
; ∀w ∈ V, (∇ v,∇ w) = 0}, (1.1.11)

W = {v ∈ H1
τ (�); div v = 0 in �}, (1.1.12)

L2
0(�) = {q ∈ L2(�);

∫
�

q d x = 0},
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more generally,

Lr
0(�) = {q ∈ Lr(�);

∫
�

q dx = 0},

H(div, �) = {v ∈ L2(�)3; div v ∈ L2(�)},

H0(div, �) = {v ∈ H(div, �); v · n = 0 on ∂�},

H(curl, �) = {v ∈ L2(�)3; curl v ∈ L2(�)3},

where

curl v =
(
∂v3

∂x2
−
∂v2

∂x3
,
∂v1

∂x3
−
∂v3

∂x1
,
∂v2

∂x1
−
∂v1

∂x2

)
. (1.1.13)

These definitions carry over to d = 2 with one exception: when d = 2, the curl operator is
considered a scalar because it has only one component:

∀v = (v1, v2), curl v =
∂v2

∂x1
−
∂v1

∂x2
, (1.1.14)

and we define

H(curl, �) = {v ∈ L2(�)2; curl v ∈ L2(�)}. (1.1.15)

We also recall the following identity, valid in a Lipschitz domain of IRd, d = 2, 3:

∀v ∈ H1
0(�)

d, |v|2H1(�)
= ‖div v‖2L2(�)

+ ‖curl v‖2L2(�)
. (1.1.16)

As usual, for handling time-dependent problems, it is convenient to consider functions
defined on a time interval ]a, b[ with values in a functional space, say X (cf. Lions and
Magenes [1968]). More precisely, let ‖ · ‖X denote the norm of X; then for any number r,
1 ≤ r ≤ ∞, we define

Lr(a, b;X) = { f measurable in ]a, b[;

b∫
a

‖ f (t)‖rXdt <∞}

equipped with the norm

‖ f‖Lr(a,b;X) =

 b∫
a

‖ f (t)‖rXdt

1/r

,

with the usual modification if r = ∞. It is a Banach space if X is a Banach space and, when
r = 2, it is a Hilbert space if X is a Hilbert space. For example, L2(a, b;Hm(�)) is a Hilbert
space and, in particular, L2(a, b;L2(�)) coincides with L2(�×]a, b[). In addition, we shall
also use spaces with derivatives in time, such as

H1(a, b;X) = { f ∈ L2(]a, b[;X);
∂f

∂t
∈ L2(]a, b[;X)},
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equipped with the graph norm

‖ f‖H1(a,b;X) =

(
‖ f‖2L2(a,b;X) + ‖

∂f

∂t
‖

2
L2(a,b;X)

)1/2

,

for which it is a Hilbert space.

1.1.2. Properties of the Laplace and Stokes operators

We close this introduction by recalling useful properties of the Laplace and Stokes equa-
tions in dimension d = 2 or d = 3. The presentation is restricted to homogeneous Dirichlet
boundary conditions.

Let us start with the Laplace equation with a homogeneous Dirichlet boundary condition
in a bounded Lipschitz domain: For f given in H−1(�), find u in H1

0(�) such that

−1 u = f in �. (1.1.17)

It can be set into the following equivalent variational formulation: Find u in H1
0(�) solving

∀v ∈ H1
0(�), (∇ u,∇ v) = 〈 f , v〉.

By Lax–Milgram’s Lemma (cf. Lax and Milgram [1954]), this problem has one and only
one solution that depends continuously on f . Furthermore, increasing the regularity of f ,
increases up to a certain extent, the regularity of u. This is stated in the following theorems;
the first one is proved by Grisvard [1985] and the second one by Dauge [1992].

Theorem 1.1.1. Let � be a polygon in IR2. If f belongs to Lr(�) for some r with 1 < r ≤
4/3, then the solution u of (1.1.17) belongs to W2,r(�) with continuous dependence on f .

Theorem 1.1.2. Let � be a polyhedron in IR3 with a Lipschitz-continuous boundary. If f
belongs to Hs−1(�) for some s with 0 ≤ s < 1/2, then the solution u of (1.1.17) belongs
to Hs+1(�) with continuous dependence on f . If f belongs to L3/2(�), then u belongs to
H3/2(�) with continuous dependence on f .

When f is smoother than in the above statements, the solution is also smoother provided
the inner angles of ∂� are suitably restricted. For instance, it is well known that the next
regularity holds in a convex domain (cf. Grisvard [1985]).

Theorem 1.1.3. If f belongs to L2(�) and the domain is a convex polygon or polyhedron,
then the solution u of (1.1.17) belongs to H2(�), with continuous dependence on f .

None of the results listed above address the major question: When is the solution in
W1,∞? This property has no clear-cut answer (cf. Dauge [1992], Kozlov, Maz’ya and
Rossmann [2000]), but a sufficient condition can be given in view of the Sobolev imbedding
(1.1.4) applied to gradients: for each r > d, there exists a constant C∞,r such that

∀v ∈ W2,r(�), ‖∇ v‖L∞(�) ≤ C∞,r ‖v‖W2,r(�). (1.1.18)
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Thus, the question can be reformulated as follows : When does a right-hand side f in Lr(�)

for some real number r > d imply that u belongs to W2,r(�)? The answer is given by
Grisvard [1985] when d = 2 and by Dauge [1992] when d = 3.

Theorem 1.1.4. (1) Let � be a convex polygon in IR2. Then there exists a real number
r� > 2 depending on the largest inner angle of ∂� such that for all r with 2 ≤ r ≤ r�, f in
Lr(�) implies that the solution u of (1.1.17) belongs to W2,r(�) with continuous dependence
on f .
(2) In IR3, let � be a polyhedron with its largest inner dihedral angle strictly smaller than
2π/3. Then there exists a real number r� > 3 depending on the largest inner dihedral angle
of ∂� such that for all r with 2 ≤ r ≤ r�, f in Lr(�) implies that the solution u of (1.1.17)
belongs to W2,r(�) with continuous dependence on f .

Now, we turn to the Stokes problem with homogeneous Dirichlet boundary conditions
in a bounded, connected Lipschitz domain. It reads: For f given in H−1(�)d and constant
ν > 0, find u in H1

0(�)
d and p in L2

0(�), solution of

−ν 1u+∇ p = f in �, (1.1.19)

div u = 0 in �. (1.1.20)

It is well known (see for instance Girault and Raviart [1986]) that this problem has the
two equivalent variational formulations:
1. Find (u, p) ∈ H1

0(�)
d
× L2

0(�), such that

∀v ∈ H1
0(�)

d, ν (∇ u,∇ v)− ( p, div v) = 〈 f , v〉, (1.1.21)

∀q ∈ L2
0(�), (q, div u) = 0. (1.1.22)

2. Find u ∈ V such that

∀v ∈ V, ν (∇ u,∇ v) = 〈 f , v〉. (1.1.23)

Problem (1.1.19)–(1.1.20) has a unique solution (u, p) that depends continuously on f :

|u|H1(�) ≤
1

ν
‖ f‖H−1(�), ‖p‖L2(�) ≤

1

β
‖ f‖H−1(�), (1.1.24)

where 1
β
> 0 is the constant of the divergence isomorphism of V⊥ onto L2

0(�):

∀v ∈ V⊥, |v|H1(�) ≤
1

β
‖div v‖L2(�). (1.1.25)

This is equivalent to the inf-sup condition (cf. Babuška [1973], Brenner and Scott [1994],
Brezzi [1974], Brezzi and Fortin [1991], Durán and Muschietti [2001], and Girault
and Raviart [1986], or Ern and Guermond [2004]):

∀q ∈ L2
0(�), sup

v∈H1
0 (�)

d

1

|v|H1(�)

∫
�

q div v dx ≥ β‖q‖L2(�). (1.1.26)



12 V. Girault and F. Hecht Chapter 1

The regularity properties of the solution of the Stokes problem are fairly similar to those
of the Laplace equation. The following result is now well known (cf. Kellog and Osborn
[1976], or Grisvard [1985], if d = 2, and Dauge [1989], if d = 3).

Theorem 1.1.5. If f belongs to L2(�)d and the domain is a convex polygon or polyhedron,
then the solution (u, p) of (1.1.19)–(1.1.20) belongs to H2(�)d × H1(�), with continuous
dependence on f .

Of course when� is convex, we obtain by interpolation for 0 ≤ s ≤ 1, that (u, p) belongs
to Hs+1(�)d × Hs(�), with continuous dependence on f , whenever f belongs to Hs−1(�)d.
But for small s, the restrictions on the angles of the domain can be substantially relaxed.
Indeed, without restriction on the angles of ∂�, the following theorems hold, analogous to
Theorems 1.1.1 and 1.1.2; the first one can be found in Grisvard [1985] and the second one
in Dauge [1989].

Theorem 1.1.6. Let � be a polygon in IR2. If f belongs to Lr(�)2 for some r with 1 <
r ≤ 4/3, then the solution (u, p) of (1.1.19)–(1.1.20) belongs to W2,r(�)2 ×W1,r(�) with
continuous dependence on f .

Theorem 1.1.7. Let � be a polyhedron in IR3 with a Lipschitz-continuous boundary. If
f belongs to Hs−1(�)3 for some s with 0 ≤ s < 1/2, then the solution (u, p) of (1.1.19)–
(1.1.20) belongs to Hs+1(�)3 × Hs(�) with continuous dependence on f .

The result for the borderline case s = 1/2, which extends a result of Fabes, Kenig and
Verchotta [1988], is due to Dauge and Costabel [2000] and can be found in Girault
and Lions [2001a]:

Theorem 1.1.8. Let � be a polyhedron in IR3 with a Lipschitz-continuous boundary. If f
belongs to L3/2(�)3, then the solution (u, p) of (1.1.19)–(1.1.20) belongs to H3/2(�)3 ×

H1/2(�) with continuous dependence on f .

The case when the velocity is in W1,∞ will play an important part in the sequel.
Again, we formulate it as follows: When does a right-hand side f in Lr(�)d for some
real number r > d imply that u belongs to W2,r(�)d? The answer is given by Grisvard
[1985] when d = 2 and by Dauge [1989], Kozlov, Maz’ya and Rossmann [2000] when
d = 3.

Theorem 1.1.9. (1) Let � be a convex polygon in IR2. Then there exists a real number
r� > 2 depending on the largest inner angle of ∂� such that for all r with 2 ≤ r ≤ r�, f in
Lr(�)2 implies that the solution (u, p) of (1.1.19)–(1.1.20) belongs to W2,r(�)2 ×W1,r(�)

with continuous dependence on f .
(2) In IR3, let � be a polyhedron with its largest inner dihedral angle strictly smaller than
2π/3. Then there exists a real number r� > 3 depending on the largest inner dihedral angle
of ∂� such that for all r with 2 ≤ r ≤ r�, f in Lr(�)3 implies that the solution (u, p) of
(1.1.19)–(1.1.20) belongs to W2,r(�)3 ×W1,r(�) with continuous dependence on f .
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1.2. Constitutive and momentum equations

There are several references on the mechanics of grade-two fluid models; for example,
the reader can refer to Truesdell and Rajagopal [2000], Dunn and Fosdick [1974], or
Truesdell and Noll [1975]. Before writing the constitutive equation of a grade-two fluid,
let us recall the Rivlin–Ericksen tensors. They are defined recursively by (cf. Rivlin and
Ericksen [1955]):

A1 = L+ LT ,

and for n ≥ 2:

An =
d

dt
An−1 + An−1L+ LT An−1, (1.2.1)

where L = L(u) denotes the velocity gradient

L = L(u) = ∇ u, (1.2.2)

i.e., denoting the symmetric part of the velocity gradient by D, we have

A1 = 2 D.

As usual d
dt denotes the material time derivative: for any tensor A,

dA
dt
=
∂A
∂t
+ u · ∇ A, (1.2.3)

where u · ∇ A denotes the product:

u · ∇ A =
d∑

i=1

ui
∂A
∂xi
.

Note that all Rivlin–Ericksen tensors of order n, defined by the recursive relation (1.2.1) are
frame-indifferent.

The constitutive equation for the Cauchy stress tensor of a grade-two fluid is given by

T = T(u, π) = −πI + µA1 + α1A2 + α2A2
1, (1.2.4)

where π denotes the pressure and I is the identity tensor. The parameter µ is the viscosity of
the fluid and the parameters α1 and α2 are normal stress moduli. Formula (1.2.4) is indeed
the equation of a differential fluid because T is defined explicitly in terms of A1 and A2.
Furthermore, the presence of A2

1 and of the products in the definition of A2 makes this rela-
tion nonlinear. To compare, the constitutive relation for the Navier–Stokes fluid model is the
linear relation

T = T(u, π) = −πI + µA1. (1.2.5)

We observe that when the normal stress moduli vanish, (1.2.4) and (1.2.5) coincide.
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When substituting (1.2.4) into the balance of linear momentum:

div T(u, π)+ % f = %
du
dt
, (1.2.6)

where f is the specific body force, % is the density, and (div T)i = div(Ti), we obtain the
equation of motion of a grade-two fluid. Dividing by the density %, setting

ν =
µ

%
,

and without changing the symbols for the normal stress moduli and the pressure divided by
the density, the equation of motion reads:

∂

∂t
(u− α11u)− ν 1u+ curl (u− (2α1 + α2)1 u)× u

− (α1 + α2)1(u · ∇ u)+ 2(α1 + α2) (u · ∇(1 u))

+∇

(
π − (2α1 + α2)

(
u ·1u+

1

4
|A1|

2
)
+

1

2
|u|2

)
= f . (1.2.7)

It is shown by Fosdick and Rajagopal [1978a,b] that in order for the fluid to be thermody-
namically compatible, the parameters must satisfy

µ ≥ 0, α1 ≥ 0, α1 + α2 = 0. (1.2.8)

In this case, setting α = α1 = −α2, (1.2.7) simplifies to

∂

∂t
(u− α1u)− ν 1u+ curl(u− α1u)× u

+∇

(
π − α

(
u ·1u+

1

4
|A1|

2
)
+

1

2
|u|2

)
= f .

Finally, denoting by p the term involving the gradient in the second line:

p = π − α

(
u ·1u+

1

4
|A1|

2
)
+

1

2
|u|2,

the equation of motion of a grade-two fluid becomes

∂

∂t
(u− α1u)− ν 1u+ curl(u− α1u)× u+∇ p = f .

As the fluid is incompressible, it must satisfy the constraint

div u = 0.

To close the system, we complement these two equations with adequate boundary conditions
and an initial condition.
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Remark 1.2.1. The condition α ≥ 0 has been (and is still) a source of rough controversy;
we refer to Dunn and Rajagopal [1995] for an interesting discussion on this subject. Apart
from mechanical considerations, mathematically speaking, the term − ∂

∂tα1u in the left-
hand side of the momentum equation makes the model unstable when α is negative (see
Remark 1.3.3), and therefore, we shall not study this case here.

1.3. A brief survey of theoretical results

The results presented here are for homogeneous boundary conditions. The theory of
the steady two-dimensional problem with tangential boundary conditions is discussed in
Chapter 5.

1.3.1. The no-slip three-dimensional problem

Let [0, T] be an interval of time, with T > 0, and let � be a bounded, connected domain of
IR3, with a Lipschitz-continuous boundary ∂�. Consider the problem: Find a velocity vector
u and a scalar pressure p, solution of

∂

∂t
(u− α1u)− ν1u+ curl(u− α1u)× u+∇ p = f in �×]0, T[, (1.3.1)

with the incompressibility condition:

div u = 0 in �×]0, T[; (1.3.2)

to simplify, we only impose here a homogeneous Dirichlet boundary condition, i.e., a no-slip
condition:

u = 0 on ∂�×]0, T[, (1.3.3)

and the initial condition:

u(0) = u0 in � with div u0 = 0 in � and u0 = 0 on ∂�. (1.3.4)

Remark 1.3.1. Considering that (1.3.1) involves a third derivative, we can ask the ques-
tion: does (1.3.3) impose enough boundary conditions to determine the solution of (1.3.1)–
(1.3.4)? We shall see further on that the answer is “yes.” More generally, Girault and Scott
[1999] prove that in dimension d = 2, the answer is also “yes” for the steady-state problem
in the case when (1.3.3) is replaced by a tangential Dirichlet condition:

u = g on ∂�×]0, T[ with g · n = 0, (1.3.5)

see Section 5.1.2. It is likely that, with adequate conditions on g, this result extends to
the evolution equation (1.3.1)–(1.3.4). But when the boundary values are not tangential,
there are examples where the problem is ill-posed, cf. Rajagopal [1995], Rajagopal and
Kaloni [1989], and Remarks 1.3.4, 6.2.1, parts (2) and (3).
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Problem (1.3.1)–(1.3.4) is difficult because its nonlinear term involves a third-order
derivative, whereas its elliptic part only comes from a Laplace operator; for this reason,
it behaves mostly as a hyperbolic problem. From 1993 onward, many publications have
been devoted to this problem, but by far the best proof of existence, due to Cioranescu and
Ouazar, goes back to more than 25 years ago (1981) and is found in the thesis of Ouazar
[1981]; it was published later by Cioranescu and Ouazar [1984a, 1984b]. The reader can
also refer to Cioranescu, Girault, Glowinski and Scott [1999] and to Cioranescu and
Girault [1997].

Here is a brief description of the construction of solutions by Cioranescu and Ouazar.
Some of its ideas will be very helpful for discretizing the problem. First, we make precise
assumptions on the data and the domain:� simply-connected with boundary of class C3,1, f
in L2(0,T;H1(�)3) and u0 in H3(�)3. Formally, observe first that (1.3.1) yields the energy
equality:

1

2

d

dt
‖u(t)‖2L2(�)

+
α

2

d

dt
|u(t)|2H1(�)

+ ν|u(t)|2H1(�)
= ( f (t),u(t)). (1.3.6)

This equality shows in particular that, if a solution u exists, then it is unconditionally
bounded in L∞(0,T;H1(�)3) by the data f . Now, set

z = curl(u− α 1u). (1.3.7)

This choice is crucial because Cioranescu and Ouazar prove that if a function u ∈ V satis-
fies curl(u− α 1u) ∈ L2(�)3 and � is simply connected, then u ∈ H3(�)3 ∩ V and there
exists a constant C such that

‖u‖H3(�) ≤ C ‖curl(u− α 1u)‖L2(�). (1.3.8)

Next, take formally the curl of (1.3.1); this gives a transport equation, (that we multiply here
by α):

α
∂

∂t
z+ νz+ α u · ∇ z− α z · ∇ u = ν curl u+ α curl f in �×]0, T[, (1.3.9)

and formally multiply (1.3.9) by z. As u ∈ V , the following Green’s formula holds formally:∫
�

(u · ∇ z) · z dx = 0, (1.3.10)

and yields the inequality:

α

2

d

dt
‖z(t)‖2L2(�)

+ (ν−α‖∇ u(t)‖L∞(�))‖z(t)‖2L2(�)
≤ (ν ‖curl u(t)‖L2(�)

+ α ‖curl f (t)‖L2(�))‖z(t)‖L2(�). (1.3.11)

By applying the Sobolev bound (1.1.18) to ‖∇ u(t)‖L∞(�) and by using (1.3.8) and (1.3.7),
we obtain with another constant C

‖∇ u(t)‖L∞(�) ≤ C ‖z(t)‖L2(�).
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Then by substituting this bound into the left-hand side of (1.3.11), and by substituting the
estimate deduced from (1.3.6) to bound ‖curl u(t)‖L2(�) in its right-hand side, we find that
‖z(t)‖2

L2(�)
is bounded by the solution of a Riccati differential equation on the time interval

[0,T∗], for some T∗ > 0, T∗ ≤ T . This shows that, if a solution u exists, then it is bounded
in L∞(0,T∗;H3(�)3), see Coddington and Levinson [1955]. Finally, on multiplying for-
mally (1.3.1) by ∂u/∂t and using the previous bound for u, we infer that ∂u/∂t is also
bounded in L2(0,T∗;H1(�)3).

These bounds only hold provided a solution exists, but constructing a solution by making
use of (1.3.1), (1.3.7), and (1.3.9) is very difficult because these three equations are redun-
dant and no fixed-point can use all three at the same time. The originality and power of
construction by Cioranescu and Ouazar lie in that they did use all three equations. Their
idea consists in discretizing (1.3.1) by a Galerkin method with the basis of eigenfunctions
of the operator curl curl(u− α 1u). This special basis has the effect that, on multiplying
the ith equation that discretizes (1.3.1) by the eigenvalue λi and on summing over i, we
derive a discrete version of the transport equation (1.3.9). This allows to recover (1.3.11)
in the discrete case. Thus, we construct a discrete solution um that is bounded uniformly in
L∞(0,T∗;H3(�)3), with ∂um/∂t also bounded uniformly in L2(0,T∗;H1(�)3). Note that
all the above steps (which were hitherto formal), and in particular the delicate Green’s for-
mula (1.3.10), are justified because the basis functions are sufficiently smooth. Furthermore,
passing to the limit is standard because this limit is only taken in the discrete version of
(1.3.1). The above bounds allow us to pass to the limit in the discrete equations and prove
local existence in time of a solution. Global existence in time for suitably restricted data
can also be established, by taking better advantage of the small damping effect of the vis-
cous term−ν1u. The precise conditions are somewhat technical, and we refer the reader to
Cioranescu and Girault [1997]. The next theorem summarizes the local existence result
that was obtained by Cioranescu and Ouazar [1984a, 1984b].

Theorem 1.3.2. Let � be simply connected with boundary of class C3,1. Then, for any
force f in L2(0,T;H1(�)3), any initial velocity u0 in H3(�)3 and any parameters ν > 0 and
α > 0, there exists a time T∗ > 0, such that problem (1.3.1)–(1.3.4) has a unique solution
(u, p) in L∞(0,T∗;H3(�)3)× L2(0,T∗;L2

0(�)) with ∂u/∂t in L2(0,T∗;H1(�)3).

Regarding the regularity hypotheses on the data, it follows from (1.3.11) that curl f ∈
L2(�)3 is sufficient (instead of f in H1(�)3). Furthermore, finding u in H3(�)3 is not nec-
essary; if we accept solutions that are less smooth, we can lower the regularity of ∂�. Indeed,
(1.3.11) only requires u in W1,∞(�)3. Thus applying Sobolev’s imbedding (1.1.18), it suf-
fices that u ∈ W2,r(�)3 for some r > 3. This is also sufficient for estimating ‖∂u/∂t‖L2(�).
As (1.3.8) is based on the regularity of a Stokes problem with data in H1(�)3, it can
be replaced by a weaker statement with data in Lr(�)3, and Theorem 1.1.9 in the case
d = 3 implies that it suffices that the largest inner dihedral angle of ∂� be strictly smaller
than 2π/3. Finally, Bernard [1998] and Bernard [1999] prove that � can be multiply-
connected, if ∂� is of class C2,1. This makes use of the material in Amrouche, Bernardi,
Dauge and Girault [1998].

Remark 1.3.3. The importance of the positivity of α is made clear by the energy
equality (1.3.6).
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Remark 1.3.4. The derivation of (1.3.11) requires eliminating the term α(u · ∇ z, z). In
view of (1.3.2), and assuming that Green’s formula is valid, we have:

α

∫
�

(u · ∇ z)z dx =
α

2

∫
∂�

(u · n)|z|2ds. (1.3.12)

Hence this term vanishes either if u · n = 0, that is the case of a tangential boundary con-
dition, or if z = 0 where u · n 6= 0. In the second case, what is the physical meaning of this
condition on z ? And what is the mathematical meaning of this condition on z, when z is only
in L2(�)3, as it is here?

Remark 1.3.5. At first sight, the energy equality (1.3.6) seems minor because it gives a
bound in H1(�)3, whereas (1.3.8) gives a bound in H3(�)3. But in fact, (1.3.6) is crucial
in estimating the term ‖curl u(t)‖L2(�) in the right-hand side of (1.3.9) in terms of the data
f . If we replace it by (1.3.8), then f is replaced by z, and the resulting loss of optimality is
devastating. This loss of optimality will be clearly apparent when studying the problem in
two dimensions.

Remark 1.3.6. The above construction does not apply when the curl of f is not in L2(�)3.
This case is rarely met in practice because f is usually the gravitational force and is very
smooth. Nonetheless, the case of rough data is interesting from the mathematical point of
view. We refer to the work of Bresch and Lemoine in [1998], where f belongs to Lr(�)3

with r > 3. This work complements the results presented in this text, but does not extend
them because Bresch and Lemoine lose (1.3.6) and thus cannot recover our results even
when curl f ∈ L2(�)3. Finally, existence of solutions when f ∈ Lr(�)3 with r ≤ 3 (for
instance, r = 2) is an open problem.

1.3.2. The two-dimensional problem

In two dimensions, the analysis of problem (1.3.1)–(1.3.4) simplifies substantially by virtue
of the following identity, valid for all vectors z = (0, 0, z) and u = (u1, u2, 0) in two vari-
ables x = (x1, x2, 0):

curl(z× u) = u · ∇ z. (1.3.13)

As a consequence, assuming that f belongs to H(curl, �) defined in (1.1.15), the energy
inequality (1.3.11) reduces to:

α

2

d

dt
‖z(t)‖2L2(�)

+ ν ‖z(t)‖2L2(�)
≤
(
ν ‖curl u(t)‖L2(�)

+ α ‖curl f (t)‖L2(�)

)
‖z(t)‖L2(�), (1.3.14)

an inequality that no longer involves the gradient of u in L∞(�)2×2. This fact enabled
Ouazar to prove in Ouazar [1981] that problem (1.3.1)–(1.3.4) has always at least one
global in time solution, in a simply-connected plane domain with sufficiently smooth bound-
ary, for all positive parameters ν and α and all forces f in H1(�)2. Published in 1981, this
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result is remarkable considering that none of the many publications devoted to grade-two
fluids that appeared from 1993 onward and used other techniques, are able to prove exis-
tence of solutions without heavy restrictions on the size of the data and parameters, see for
instance Videmann [1997] and references therein.

The fact that the gradient of u does not need to be in L∞(�)2×2 will enable us to perform
the numerical analysis of discrete schemes that solve (1.3.1)–(1.3.4) in two dimensions,
and in particular these discrete schemes will not require a CFL condition (cf. Courant,
Friedrichs and Lewy [1928]). However, discretizing the special basis of eigenfunctions
of the operator curl curl(u− α 1u) does not appear realistic, and hence we shall use a
less sophisticated approach. It consists in splitting the grade-two problem into a Stokes-like
system and a transport equation. This transport equation is discussed in the next subsection.

1.3.3. The steady transport equation in arbitrary dimension

The analysis of the two-dimensional problem (1.3.1)–(1.3.4), essentially relies on the well-
posedness of a steady scalar transport equation in a Lipschitz domain �. Transport equa-
tions, steady or transient, have been addressed by a large number of mathematicians, and
we can only quote a small number of them: Ambrosio [2004], Bardos [1970], Beirão
Da Veiga [1987], Colombini and Lerner [2002], Desjardins [1996], DiPerna and Lions
[1989], Fernández Cara, Guillén González and Robles Ortega [2002], Girault and
Scott [1999], Hörmander [1983], Puel and Roptin [1967], Walkington [2005]. Here
we present the work of Girault and Scott [1999] because it is adapted to the situation of
grade-two fluids.

The analysis of the equation studied here is independent of the dimension and therefore,
we consider � in IRd. This problem reads: For f given in L2(�) and u given in W (see
(1.1.12)), find z in L2(�) satisfying

ν z+ γ u · ∇ z = f in �, (1.3.15)

where ν > 0 and γ 6= 0 are given parameters and d ≥ 2 is an arbitrary integer. Albeit linear,
this problem is difficult because of the poor regularity of the domain and the driving velocity
u. Note that, for u ∈ W, the product u · ∇ z is well-defined in the sense of distributions, by
virtue of the following identity that holds for all divergence-free vectors u and scalars z:

u · ∇ z = div(zu).

Furthermore, as z and f belong to L2(�), (1.3.15) implies that z is slightly more regular and
belongs to:

Xu = {z ∈ L2(�); u · ∇ z ∈ L2(�)}; (1.3.16)

Xu is a Hilbert space for the norm

‖z‖u =
(
‖z‖2L2(�)

+ ‖u · ∇ z‖2L2(�)

)1/2
. (1.3.17)

Constructing a solution of (1.3.15) by Galerkin’s method is an easy exercise.
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Proposition 1.3.7. Let � ⊂ IRd be bounded and Lipschitz-continuous. For all u in W, all
f in L2(�) and all real numbers γ 6= 0 and ν > 0, the transport equation (1.3.15) has at
least one solution z in Xu and z satisfies

‖z‖L2(�) ≤
1

ν
‖ f‖L2(�), ‖u · ∇ z‖L2(�) ≤

1

|γ |
‖ f‖L2(�). (1.3.18)

But proving uniqueness of the solution is hard because u is not smooth, it does not vanish
on the boundary and this boundary is not smooth. Ideally, uniqueness relies on the validity
of the following Green’s formula:

∀u ∈ W, ∀z ∈ Xu,

d∑
i=1

∫
�

ui
∂z

∂xi
z dx = 0. (1.3.19)

This formula holds for z in H1(�), and if it were known that H1(�) is dense in Xu, then
(1.3.19) would stem trivially by density. Unfortunately, when u has only H1 regularity, this
density must be established, and this is just as difficult as Green’s formula itself; in fact, it is
shown in Girault and Scott [1999] that these two properties are equivalent. This density
is established by proving the following results. The first one is based on regularization by
convolution with a special mollifier (a variant of an idea of Puel and Roptin [1967]), and
the second one relies on the renormalization technique of DiPerna and Lions [1989]. The
details can be found in Girault and Scott [1999].

Theorem 1.3.8. Let� be a bounded Lipschitz-continuous domain of IRd and let u be given
in H1(�)d. Then for each z in L2(�) such that u · ∇ z belongs to L1(�) (e.g., if z ∈ Xu),
there exists a sequence (zk)k≥1 of functions zk ∈ C∞(�) such that

lim
k→∞

zk = z in L2(�), lim
k→∞

u · ∇ zk = u · ∇ z in L1(�).

Proposition 1.3.9. Let � ⊂ IRd be bounded and Lipschitz-continuous. For all u in W, all
f in L2(�) and all real numbers γ 6= 0 and ν > 0, the transport equation (1.3.15) has one
and only one solution z in Xu.

These two results have important consequences.

Proposition 1.3.10. Let� ⊂ IRd be bounded and Lipschitz-continuous and let u be given
in W. Then (1.3.19) holds for all z in Xu.

Corollary 1.3.11. Let � ⊂ IRd be bounded and Lipschitz-continuous and let u be given
in W. Then

∀v ∈ Xu, ∀w ∈ Xu,

∫
�

(u · ∇ v)w dx+
∫
�

(u · ∇ w)v dx = 0. (1.3.20)
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Corollary 1.3.12. Let � ⊂ IRd be bounded and Lipschitz-continuous and let u be given
in W. Then any h in L2(�) has the orthogonal decomposition:

h = z+ u · ∇ z in �,

where z belongs to Xu, and

‖z‖u = ‖h‖L2(�). (1.3.21)

Theorem 1.3.13. Let� ⊂ IRd be Lipschitz-continuous and let u be given in W. ThenD(�)
is dense in Xu.

Remark 1.3.14. The density statement of Theorem 1.3.8 holds without restriction on u.
But what do we know of the density of D(�) in Xu when u is arbitrary in H1(�)d ? If this
density were true, we could give meaning to the left-hand side of (1.3.12), and we could
solve the steady grade-two problem with any Dirichlet boundary condition, by prescribing z
where u · n 6= 0.

The unique solvability of (1.3.15) in L2(�) extends immediately to the equation

c z+ γ u · ∇ z = f in �,

where c ∈ L∞(�) is uniformly bounded below: There exists c0 > 0 such that

c(x) ≥ c0 a.e. x ∈ �.

More generally, it extends straightforwardly to the following transport system: Find z ∈
L2(�)d solution of

C z+ γ u · ∇ z = f in �, (1.3.22)

where f is given in L2(�)d, γ 6= 0 in IR, u in W, and C ∈ L∞(�)d×d is a uniformly positive
definite matrix, i.e., satisfying: There exists a constant c0 > 0 such that

∀χ ∈ IRd, (C(x)χ ,χ) ≥ c0 |χ |
2 a.e. x ∈ �. (1.3.23)

Proposition 1.3.15. Let � ⊂ IRd be bounded and Lipschitz-continuous. For all u in W,
all f in L2(�)d, all matrix-valued functions C ∈ L∞(�)d×d satisfying (1.3.23), and all real
numbers γ 6= 0, the transport system (1.3.22) has one and only one solution z in L2(�)d,
and z satisfies the bound

‖z‖L2(�) ≤
1

c0
‖ f‖L2(�). (1.3.24)

There are several generalizations of Proposition 1.3.9 to Lp, p > 2, cf. Fernández Cara,
Guillén González and Robles Ortega [2002], Robles Ortega [1995], or Girault and
Scott [2002a]. The first two references construct the solution by a characteristic method on
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a smooth domain with driving velocity in W2,r for r > d. The third reference adapts this
proof to a Lipschitz domain and a driving velocity u in W by extension to a smooth ball and
regularization of u. It yields the following result.

Proposition 1.3.16. Let p > 2 be a real number, � a bounded Lipschitz domain in IRd,
f ∈ Lp(�), γ 6= 0, ν > 0 in IR, and u in W. Then the unique solution z of the transport
equation (1.3.15) belongs to Lp(�) and

‖z‖L p(�) ≤
1

ν
‖ f‖L p(�). (1.3.25)

Unfortunately, the approach in Fernández Cara, Guillén González and Robles
Ortega [2002] does not seem to extend to the system (1.3.22). Nevertheless, Lp results
are derived for (1.3.22) by Girault and Tartar [2010] when d ≤ 4. The proof is based on
an elliptic regularization of (1.3.22), whence the restriction on the dimension, and a Yosida
approximation of the elliptic regularization. Thus, we have the next result.

Theorem 1.3.17. Let p > 2 be a real number, � a bounded Lipschitz domain in IRd, d =
2, 3, 4, f ∈ Lp(�)d, γ 6= 0 in IR, u in W, and C ∈ L∞(�)d×d satisfying (1.3.23). Then, the
unique solution z of (1.3.22) belongs to Lp(�)d and

‖z‖L p(�) ≤
1

c0
‖ f‖L p(�). (1.3.26)

If 2d
d+2 ≤ p < 2 for d = 3, 4 or 1 < p < 2 when d = 2, a proof by duality and transposition

(cf. Lions and Magenes [1968]), shows that the transposed formulation of the transport
system (1.3.22) has one and only one solution z ∈ Lp(�)d that satisfies (1.3.25) and that
solves (1.3.22).

Regarding the H1 regularity of the solution of (1.3.15), several authors (cf. for
instance Beirão Da Veiga [1987] and references therein) have established in a smooth
domain that if f ∈ H1(�) and if u is in W1,∞(�)d ∩W small enough, then z belongs to
H1(�) and is suitably bounded by the data. There are several proofs of this result, but
all either require a smooth boundary or rely on the H2 regularity of the Laplace equa-
tion with homogeneous Dirichlet or Neumann boundary conditions. This regularity holds
either if the boundary is smooth or if the domain is a convex polygon or polyhedron. For
instance, Beirão Da Veiga [1987] discretizes (1.3.15) in the basis of eigenfunctions of the
Laplace operator, with a Neumann boundary condition:

−1 vk = λkvk in �,
∂vk

∂n
= 0 on ∂�,

∫
�

vk dx = 0.

The convexity of �, or the regularity of its boundary, guarantees that vk belongs to
H2(�) because Theorem 1.1.3 applies also to homogeneous Neumann boundary conditions,
cf. Grisvard [1985]. This approach leads to the following result.

Theorem 1.3.18. Let � be convex or have a boundary of class C1,1; assume that f belongs
to H1(�) and u belongs to W1,∞(�)d ∩W with

|γ |

ν
‖∇ u‖L∞(�) := δ < 1. (1.3.27)
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Then the solution z of the transport equation (1.3.15) belongs to H1(�) and is bounded as
follows:

|z|H1(�) ≤
1

1− δ
| f |H1(�). (1.3.28)

The Lp estimates of Theorem 1.3.17 can be used to derive the W1,p regularity of the
solution of (1.3.15). Indeed, under the assumptions of Theorem 1.3.18, since z belongs to
H1(�), the gradient of each term in (1.3.15) is well defined in the sense of distributions and
∇ z solves: Find w in L2(�)d such that

ν w+ γ u · ∇ w+ γ (∇ u)T w = ∇ f . (1.3.29)

It is a particular case of (1.3.22) with C = ν I + γ (∇ u)T . The fact that u belongs to
W1,∞(�)d implies that C is uniformly bounded in � and owing to (1.3.27), C satisfies
(1.3.23) with c0 = ν − |γ | |u|W1,∞(�). Hence Theorem 1.3.17 implies immediately the next
result.

Theorem 1.3.19. Let p > 2 be a real number. Let � be a bounded convex or C1,1 domain
in IRd, d = 2, 3, 4, f ∈ W1,p(�), ν > 0, γ 6= 0 in IR, and u ∈ W1,∞(�)d ∩W satisfying
(1.3.27). Then the unique solution z of (1.3.15) belongs to W1,p(�) and

|z|W1,p(�) ≤
1

1− δ
| f |W1,p(�). (1.3.30)

Remark 1.3.20. Finally, as observed in Girault and Tartar [2010], the statement of
Theorem 1.3.19 is valid in a bounded Lipschitz domain in the case when the full trace of u
vanishes on ∂�.

Analogous results for a time-dependent transport equation are derived in Section 3.1.

1.4. Splitting the two-dimensional problem

In this section, we propose to extend the two-dimensional results of Ouazar [1981] to
domains with rough boundaries. More precisely, we solve the two-dimensional problem
(1.3.1)–(1.3.4) in an arbitrary bounded, connected domain � with a Lipschitz-continuous
boundary ∂�, by putting it into what is known to numerical analysts as a mixed formu-
lation. The reader can refer to Brezzi and Fortin [1991], Girault and Raviart [1986],
or Ern and Guermond [2004] for current examples of mixed formulations. We follow the
approach of Girault and Scott [1999], but we treat here the simpler case of a steady fluid
with a no-slip boundary condition. The transient problem is postponed to Chapter 3, and the
case of nonhomogeneous boundary conditions to Chapter 5.

1.4.1. The steady no-slip two-dimensional problem

Considering the material of Section 1.3.1, we assume that� is a bounded, connected domain
in IR2, with a Lipschitz-continuous boundary ∂�, f is a given function in H(curl, �) and
ν > 0 and α > 0 are two given real constants. Following Ouazar [1981] and Girault and
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Scott [1999], we shall look for the pressure p in L2
0(�) and the velocity u in the space of

functions v in V such that curl(v− α1 v) is in L2(�); this may be written more concisely as
u ∈ Vα , where

Vα = {v ∈ V; α curl1 v ∈ L2(�)}. (1.4.1)

It is a Hilbert space equipped with the norm

‖v‖Vα =
(
|v|2H1(�)

+ ‖α curl1 v‖2L2(�)

)1/2
. (1.4.2)

Of course, when α = 0, Vα reduces to V . Then, the steady version of problem (1.3.1)–(1.3.4)
reads: Find a pair (u, p) ∈ Vα × L2

0(�), solution of

−ν1u+ curl(u− α1u)× u+∇ p = f in �. (1.4.3)

Strictly speaking, the sign of α does not influence the mathematical analysis of this problem,
but we choose it positive to be consistent with thermodynamics.

Now, let (u = (u1, u2), p) ∈ Vα × L2
0(�) be a solution of (1.4.3), and introduce the aux-

iliary variable

z = curl(u− α1u), z = (0, 0, z). (1.4.4)

Note that z ∈ L2(�), z ∈ L2(�)3,

div z = 0, z× u = (−zu2, zu1). (1.4.5)

Then (1.4.3) becomes a generalized Stokes equation

−ν 1u+ z× u+∇ p = f in �. (1.4.6)

Next, let us take the curl of (1.4.6) in the sense of distributions and apply (1.3.13); we obtain

−ν 1(curl u)+ u · ∇ z = curl f . (1.4.7)

Then, we can write

−ν α 1(curl u) = ν (curl(u− α 1u)− curl u) = ν(z− curl u),

and, passing ν curl u to the right-hand side, we see that z satisfies the transport equation

ν z+ α u · ∇ z = ν curl u+ α curl f . (1.4.8)

Finally, we observe that the only regularity that is explicitly used by (1.4.6), (1.4.8) is: u ∈ V ,
p ∈ L2

0(�) and z ∈ L2(�).
Conversely, let u ∈ V , p ∈ L2

0(�) and z = (0, 0, z) with z ∈ L2(�) be a solution of
(1.4.6), (1.4.8). Then z satisfies (1.4.5) and taking the curl of (1.4.6) in the sense of
distributions yields again (1.4.7). Next multiplying by α and comparing with (1.4.8), we



Section 1.4 Theoretical Results 25

obtain

−ν α 1(curl u) = ν z− ν curl u,

i.e., z = curl(u− α1u). Therefore, u belongs to Vα and substituting the expression of z into
(1.4.6) shows that (u, p) is a solution of the original equation (1.4.3). This is summarized in
the following lemma.

Lemma 1.4.1. Problem (1.4.3) with (u, p) in Vα × L2
0(�) is equivalent to: Find (u, p, z)

in V × L2
0(�)× L2(�) solution of the generalized Stokes problem (1.4.6) and the transport

equation (1.4.8), namely

−ν 1u+ z× u+∇ p = f in �,

div u = 0 in �,

u = 0 on ∂�,

ν z+ α u · ∇ z = ν curl u+ α curl f .

(1.4.9)

Remark 1.4.2. When α = 0, equation (1.4.6) is unchanged and equation (1.4.8) reduces to
z = curl u. In this case, z is simply the vorticity of u and problem (1.4.9) can be interpreted
as a velocity-vorticity-pressure formulation of the Navier–Stokes equations.

Remark 1.4.3. As mentioned in Section 1.3.1, (1.4.4), (1.4.6), and (1.4.8) are redundant.
For a standard discretization, one of them must be discarded because discretizing the special
basis of eigenfunctions of the operator curl curl(u− α 1u) appears unrealistic. In view
of the importance of (1.4.6) and (1.4.8), we choose to discard the relation (1.4.4) between
z and u. The price to pay is that the regularity of a solution (u, p) of (1.4.9) can only be
deduced from (1.4.6).

Existence of a solution of (1.4.9) is easily derived by Galerkin’s method. We sketch the
construction and refer to Girault and Scott [1999] for details and proofs. First, we note
that for a given z in L2(�), with the notation of (1.4.5), the generalized Stokes problem: Find
(v(z), q(z)) in V × L2

0(�), such that

−ν 1 v+ z× v+∇ q = f in �, (1.4.10)

has a unique solution. Indeed, this problem has the following equivalent variational formu-
lation: Find (v(z), q(z)) in H1

0(�)
2
× L2

0(�), such that

∀w ∈ H1
0(�)

2, az(v(z),w)+ b(w, q(z)) = ( f ,w), (1.4.11)

∀r ∈ L2
0(�), b(v(z), r) = 0, (1.4.12)

where

az(v,w) = ν(∇ v,∇ w)+ (z× v,w),

b(w, r) = −(r, div w).
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The following proposition states that it is well posed.

Proposition 1.4.4. Let � be bounded, connected, and Lipschitz-continuous, ν > 0 and
f ∈ L2(�)2. For any z in L2(�), the generalized Stokes problem (1.4.11)–(1.4.12) has a
unique solution (v(z), q(z)) in V × L2

0(�). This solution satisfies the following bounds in
H1(�)2 × L2(�):

|v(z)|H1(�) ≤
S2

ν
‖ f‖L2(�), (1.4.13)

‖q(z)‖L2(�) ≤
1

β

(
S2‖ f‖L2(�) + S2

4|v(z)|H1(�)‖z‖L2(�)

)
, (1.4.14)

where β > 0 is the constant of the inf-sup condition (1.1.26) and Sp the constant of Sobolev’s
imbedding (1.1.3).

Observe that the bound (1.4.13) is independent of z.
Next, let c be the standard trilinear form associated with the Navier–Stokes equations

c(u; z, θ) =
2∑

i=1

∫
�

ui

(
∂z

∂xi

)
θ dx. (1.4.15)

It stems from the results of Section 1.3.3, that c satisfies (1.3.19); but for existence, we only
require the much simpler statement:

∀u ∈ W, ∀z ∈ H1(�), c(u; z, z) = 0. (1.4.16)

Let {wi}i≥1 be a basis of H2(�), let Zm be the vector space spanned by (wi)
m
i=1, and let us

discretize z by Galerkin’s method in this basis. For each zm in Zm, we set zm = (0, 0, zm),
we denote by u(zm) the unique solution of the generalized Stokes problem (1.4.11)–(1.4.12),
and we discretize the transport equation (1.4.8) by: Find zm in Zm such that, for 1 ≤ i ≤ m,

ν(zm,wi)+ αc(u(zm); zm,wi) = ν(curl u(zm),wi)+ α(curl f ,wi). (1.4.17)

As u(zm) is determined by zm, the only unknown in (1.4.17) is zm, and thus (1.4.17) is a
system of m nonlinear equations in m unknowns, the components of zm in Zm. Hence, it can
be solved by Brouwer’s fixed point theorem, see for instance Girault and Raviart [1986].
The result is stated in the next proposition.

Proposition 1.4.5. Let � be bounded, connected, and Lipschitz-continuous. For all inte-
gers m ≥ 1, all ν > 0, all α > 0, and all f ∈ H(curl, �), the discrete problem (1.4.17) has at
least one solution zm in Zm and each solution zm satisfies the uniform estimate with respect
to m:

‖zm‖L2(�) ≤
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�). (1.4.18)

The last estimate is derived by using (1.1.16).
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The uniform estimate (1.4.18) allows to pass to the limit in (1.4.17) and leads to the
following existence result.

Theorem 1.4.6. Let� be bounded, connected, and Lipschitz-continuous. For all ν > 0, all
α > 0, and all f ∈ H(curl, �), problem (1.4.9) has at least one solution (u, p, z) and each
solution (u, p, z) of (1.4.9) satisfies the following estimates:

‖z‖L2(�) ≤
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�), (1.4.19)

|u|H1(�) ≤
S2

ν
‖ f‖L2(�), (1.4.20)

‖p‖L2(�) ≤
1

β

(
S2‖ f‖L2(�) + S2

4|u|H1(�)‖z‖L2(�)

)
, (1.4.21)

where β is the constant of the inf-sup condition (1.1.26) and Sp the constant of Sobolev’s
imbedding (1.1.3).

Remark 1.4.7. The estimates (1.4.19)–(1.4.21) hold on a bounded, connected, Lipschitz-
continuous domain, without restriction on the size of the data. But their derivation, and in
particular deriving an unconditional estimate for z depends drastically on the choice of this
auxiliary variable and the space to which it should belong. With our choice, that dates back
to Ouazar [1981], the transport equation (1.4.8) for z has only one nonlinear term and the
regularity of the Galerkin solution is such that ‖zm‖L2(�) can be bounded unconditionally by
curl um (hence by f ) and curl f . There are, of course, several possibilities for splitting the
original equation, but no other choice seems to produce this happy result. In this respect, the
splitting achieved by problem (1.4.9) is optimal.

Additional regularity and uniqueness
The material of this paragraph can be found in Girault and Scott [1999]. When � is a
polygon, any solution (u, p) of (1.4.9) has additional regularity because, for f sufficiently
smooth, the homogeneous generalized Stokes operator in (1.4.10) has a regularizing effect.
In contrast, the transport operator in (1.4.8) brings no regularization. Therefore, Theorem
1.1.6 has the following consequence.

Theorem 1.4.8. Let � be a connected polygon and assume that all the inner angles of ∂�
belong to ]0, 2π [. Let ν > 0, α > 0, and f ∈ L4/3(�)2 be given. Then all solutions (u, p, z)
of the first three equations of problem (1.4.9) satisfy

u ∈ W2,4/3(�)2, p ∈ W1,4/3(�),

with continuous dependence on the data

‖u‖W2,4/3(�) + ‖p‖W1,4/3(�) ≤ C1‖ f‖L4/3(�)

(
1+

S2
4

ν
‖z‖L2(�)

)
, (1.4.22)

where C1 is the continuity constant of Theorem 1.1.6. For f ∈ H(curl, �), the regularity of z
is unchanged.
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Proof. This is a very simple bootstrap argument. Sobolev’s imbedding gives immediately
the following analog of (1.4.13):

|u|H1(�) ≤
S4

ν
‖ f‖L4/3(�).

Then z× u belongs to L4/3(�)2, with

‖z× u‖L4/3(�) ≤ S4‖z‖L2(�)|u|H1(�),

and (1.4.22) follows by applying Theorem 1.1.6 to the Stokes problem (1.1.19)–(1.1.20)
with right-hand side f − z× u.

To simplify, we introduce the notation for any z in L2(�):

K1(z) = 1+
S2

4

ν
‖z‖L2(�). (1.4.23)

For f ∈ L2(�)2, higher regularity can be derived by restricting adequately the inner
angles of ∂�, the best result being achieved when � is convex. We skip the proof, which is
also based on a bootstrap argument.

Theorem 1.4.9. Let � be a convex polygon. Let ν > 0, α > 0, and f ∈ L2(�)2 be given.
Then all solutions (u, p, z) of the first three equations in problem (1.4.9) satisfy

u ∈ H2(�)2, p ∈ H1(�),

with continuous dependence on the data

‖u‖H2(�) + ‖p‖H1(�) ≤ C2
(
‖ f‖L2(�) + C∞C1K1(z) ‖z‖L2(�)‖ f‖L4/3(�)

)
, (1.4.24)

where C1 and C2 are respectively the continuity constants of Theorems 1.1.6 and 1.1.5, and
C∞ is the constant of the imbedding:

∀v ∈ W2,4/3(�), ‖v‖L∞(�) ≤ C∞‖v‖W2,4/3(�). (1.4.25)

For f ∈ H(curl, �), the regularity of z is unchanged.

These two regularity theorems are not sufficient for establishing uniqueness because the
proof requires that the solution u belong to W1,∞(�)2. By Sobolev’s imbedding theorem,
this holds if u is in W2,r(�)2 for some r > 2. But if the regularity of z is restricted to L2(�),
we cannot expect the solution v of the generalized Stokes problem (1.4.10) to have higher
regularity than H2(�)2. And, if f belongs only to H(curl, �), the solution z of the trans-
port equation (1.4.8) has no higher regularity than L2(�). However, problems (1.4.9) and
(1.4.3) are equivalent and by using (1.4.4), which we have not used so far, we can improve
somewhat the statement of Theorem 1.4.9, without additional assumption on � and f . More
precisely, we have the following results.

Lemma 1.4.10. Let � be a convex polygon; let v ∈ V and y ∈ L2(�) be related by

y = curl1 v.
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Then there exists r0 > 2 depending on the inner angles of ∂�, such that for all r ∈ [2, r0],
v ∈ W2,r(�)2, and there exists a constant C, depending only on r and �, such that

‖v‖W2,r(�) ≤ C ‖y‖L2(�). (1.4.26)

Proposition 1.4.11. Under the assumptions of Theorem 1.4.9, there exists a real num-
ber r0 > 2, depending on the inner angles of ∂�, such that for all r ∈ [2, r0], any solu-
tion u ∈ Vα of (1.4.3) belongs to W2,r(�)2, and there exists a constant Cr, depending only
on r and �, such that

‖u‖W2,r(�) ≤ Cr

(
1

α
‖curl u‖L2(�) +

1

ν
‖curl f‖L2(�)

)
. (1.4.27)

This proposition implies uniqueness.

Theorem 1.4.12. With the assumptions of Theorem 1.4.9 and notation of Proposi-
tion 1.4.11, the solution of problem (1.4.3) is unique if the data satisfies, for some r with
2 < r ≤ r0,

ν2 > S2

(
S2

4 + C∞,r
Cr

α

)
‖ f‖L2(�) + C∞,rCr‖curl f‖L2(�), (1.4.28)

where Sp is the constant of (1.1.3), Cr is the constant of (1.4.27), and C∞,r is the constant of
(1.1.18).

We shall see in the next chapter another sufficient condition for uniqueness, less sharp, but
better adapted to the discrete form of problem (1.4.9).

Regarding the regularity of z, by applying to (1.4.8) the material of Section 1.3.3, we
immediately derive the next result from (1.3.25):

Proposition 1.4.13. Let (u, p, z) be a solution of Problem (1.4.9), let 2 < r <∞ and
curl f ∈ Lr(�). Assume that curl u ∈ Lr(�). Then z ∈ Lr(�) and

‖z‖Lr(�) ≤ ‖curl u‖Lr(�) +
α

ν
‖curl f‖Lr(�). (1.4.29)

Likewise, we deduce the next theorem from Proposition 1.4.11, Theorems 1.3.18 and 1.3.19,
and Remark 1.3.20.

Theorem 1.4.14. Let (u, p, z) be a solution of Problem (1.4.9), such that u ∈ W1,∞(�)2

satisfies (1.3.27) with |γ | = α:

α

ν
‖∇ u‖L∞(�) := δ < 1. (1.4.30)

If for some r ≥ 2, curl f belongs to W1,r(�) and curl u belongs to W1,r(�), then z belongs
to W1,r(�) and is bounded by

|z|W1,r(�) ≤
1

1− δ

(
|curl u|W1,r(�) +

α

ν
|curl f |W1,r(�)

)
. (1.4.31)
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Chapter 2

Discretizing the Steady Split
No-Slip Problem

In this chapter, we present several simple finite-element schemes for discretizing Problem
(1.4.9) in a bounded, connected, polygonal domain � of IR2: Find (u, p, z) in H1(�)2 ×

L2
0(�)× L2(�) solution of

−ν 1u+ z× u+∇ p = f in �,

div u = 0 in �,

u = 0 on ∂�,

ν z+ α u · ∇ z = ν curl u+ α curl f in �.

A large choice of finite elements are available for discretizing this problem, and we shall
first present their numerical analysis in general finite-element spaces. But considering its
complexity, only examples of finite-elements of order one or two will be proposed. Never-
theless, even within this narrow range, there are several possibilities. Indeed, approximating
the generalized Stokes problem (1.4.6) by means of a good Stokes solver is fairly straight-
forward, but devising a good scheme for approximating the transport equation (1.4.8) is
more delicate. Here, we shall present centered and upwind schemes for (1.4.8). As all these
schemes are nonlinear, they must be implemented with suitable numerical algorithms, and
we shall discuss a simple successive approximations algorithm. For the sake of brevity, it
is presented for centered schemes, but it adapts easily to upwind schemes. Again, first, we
study the problem with a no-slip boundary condition, because its numerical analysis is much
simpler, and postpone the case of nonhomogeneous boundary conditions to Chapter 5.

2.1. General centered schemes

The material presented in this section is mainly taken from Girault and Scott [2002a].
Let � be a bounded connected polygon. We discretize the auxiliary variable z in a finite-
dimensional space Zh ⊂ H1(�) and the velocity and pressure in a pair of finite-dimensional

31
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spaces, Xh ⊂ H1
0(�)

2 and Mh ⊂ L2
0(�), satisfying a uniform discrete inf-sup condition:

There exists a constant β∗ > 0, independent of h, such that

∀qh ∈ Mh, sup
vh∈Xh

∫
�

qh div vh dx

|vh|H1(�)

≥ β∗‖qh‖L2(�). (2.1.1)

Then we define the discrete analogs of V and V⊥ by

Vh =

vh ∈ Xh; ∀qh ∈ Mh,

∫
�

qh div vh dx = 0

, (2.1.2)

V⊥h = {vh ∈ Xh; ∀wh ∈ Vh, (∇ vh,∇ wh) = 0}. (2.1.3)

For the transport term u · ∇ z, we propose the consistent trilinear form:

∀v ∈ H1(�)2, ∀ϕ, θ ∈ H1(�), c̃(v;ϕ, θ) = (v · ∇ ϕ, θ)+
1

2
((div v)ϕ, θ). (2.1.4)

It is consistent with c(·; ·, ·) in the sense that

∀v ∈ W, ∀ϕ, θ ∈ H1(�), c̃(v;ϕ, θ) = c(v;ϕ, θ).

Furthermore, c̃ is antisymmetric because by Green’s formula

∀v ∈ H1
τ (�), ∀ϕ, θ ∈ H1(�), c̃(v;ϕ, θ) = −c̃(v; θ, ϕ). (2.1.5)

With these spaces and trilinear form, we choose the following general centered scheme for
approximating problem (1.4.9): Find (uh, ph) in Xh ×Mh and zh = (0, 0, zh) with zh in Zh,
such that

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh), (2.1.6)

∀qh ∈ Mh, (qh, div uh) = 0, (2.1.7)

∀θh ∈ Zh, ν (zh, θh)+ α c̃(uh; zh, θh) = ν (curl uh, θh)+ α (curl f , θh). (2.1.8)

The system (2.1.6), (2.1.7) is a generalized version of the discrete Stokes problem: For ν > 0
and f given in L2(�)2, find (vh, qh) in Xh ×Mh, solution of

∀wh ∈ Xh, ν(∇ vh,∇ wh)− (qh, div wh) = ( f ,wh), (2.1.9)

∀rh ∈ Mh, (rh, div vh) = 0. (2.1.10)

The next two lemmas recall the properties of (2.1.9)–(2.1.10). The proofs are an easy conse-
quence of (2.1.1) and the Babuška–Brezzi theory (cf. for instance Babuška [1973], Bren-
ner and Scott [1994], Brezzi [1974], Brezzi and Fortin [1991], Girault and Raviart
[1986], or Ern and Guermond [2004]).
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Lemma 2.1.1. Assume that (2.1.1) holds. Then for each qh ∈ Mh, there exists a unique
vh ∈ V⊥h such that:

∀sh ∈ Mh, (sh, div vh) = (qh, sh), |vh|H1(�) ≤
1

β∗
‖qh‖L2(�). (2.1.11)

Lemma 2.1.2. Assume that (2.1.1) holds. Then the discrete Stokes problem (2.1.9)–(2.1.10)
has a unique solution (vh, qh) ∈ Xh ×Mh, and this solution satisfies the uniform bound:

|vh|H1(�) ≤
S2

ν
‖ f‖L2(�), ‖qh‖L2(�) ≤

S2

β∗
‖ f‖L2(�), (2.1.12)

where β∗ and S2 are the constants of respectively (2.1.1) and (1.1.3).

Hence the discrete generalized Stokes problem: For a given zh in Zh, find (vh(zh), qh(zh)) in
Vh ×Mh, solution of

∀wh ∈ Xh, ν(∇ vh,∇ wh)+ (zh × vh,wh)− (qh, div vh) = ( f , vh), (2.1.13)

has a unique solution with uniform a priori estimates given in the following proposition. The
proof is skipped because it is trivial.

Proposition 2.1.3. Assume that (2.1.1) holds. Let ν > 0 and f ∈ L2(�)2. For any zh in
Zh, the generalized Stokes problem (2.1.13) has a unique solution (vh(zh), qh(zh)) in Vh ×

Mh. This solution satisfies the following bounds in H1(�)2 × L2(�):

|vh(zh)|H1(�) ≤
S2

ν
‖ f‖L2(�), (2.1.14)

‖qh(zh)‖L2(�) ≤
1

β∗

(
S2‖ f‖L2(�) + S2

4|vh(zh)|H1(�)‖zh‖L2(�)

)
. (2.1.15)

The next theorem gives existence of at least one solution of (2.1.6)–(2.1.8).

Theorem 2.1.4. Assume that (2.1.1) holds. Then for all ν > 0, α > 0, and for all f in
H(curl, �), the discrete problem (2.1.6)–(2.1.8) has at least one solution (uh, ph, zh) ∈ Vh ×

Mh × Zh, and each solution satisfies the a priori estimates (2.1.14), (2.1.15) and

‖zh‖L2(�) ≤
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�). (2.1.16)

Proof. It follows from Proposition 2.1.3 that problem (2.1.6)–(2.1.8) is equivalent to: Find
zh in Zh such that

∀θh ∈ Zh, ν (zh, θh)+ α c̃(uh(zh); zh, θh) = ν (curl uh(zh), θh)+ α (curl f , θh),

(2.1.17)
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where (uh(zh), ph(zh)) ∈ Vh ×Mh is the solution of (2.1.13). Let us solve (2.1.17) by
Brouwer’s Fixed Point Theorem. To this end, for fixed λh in Zh, we define H(λh) in Zh by

∀µh ∈ Zh, (H(λh), µh) = ν(λh, µh)+ α c̃(uh(λh); λh, µh)

− ν(curl uh(λh), µh)− α (curl f , µh).

This finite-dimensional, square system of linear equations defines a continuous mapping
H : Zh 7→ Zh. Moreover, the H1 regularity of λh, the antisymmetry (2.1.5) of c̃(·; ·, ·), and
(2.1.14) imply that, for all λh ∈ Zh,

(H(λh), λh) = ν ‖λh‖
2
L2(�)

− ν(curl uh(λh), λh)− α (curl f , λh)

≥ ν ‖λh‖
2
L2(�)

−
(
ν |uh(λh)|H1(�) + α ‖curl f‖L2(�)

)
‖λh‖L2(�)

≥ ν ‖λh‖
2
L2(�)

−
(
S2‖ f‖L2(�) + α ‖curl f‖L2(�)

)
‖λh‖L2(�).

Hence (H(λh), λh) ≥ 0 for all λh in Zh satisfying

‖λh‖L2(�) =
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�).

By Brouwer’s Fixed Point Theorem, this proves existence of at least one solution zh in Zh of
(2.1.17).

Finally, by choosing vh = uh in (2.1.6) and θh = zh in (2.1.8), we immediately derive that
every solution of (2.1.6)–(2.1.8) satisfies (2.1.14) and (2.1.16). Then the estimate (2.1.15)
for ph follows from (2.1.1).

2.1.1. Convergence

It stems from the uniform bounds (2.1.14)–(2.1.16), that there exists a subsequence of h (still
denoted by h) and functions u ∈ H1

0(�)
2, p ∈ L2(�), z ∈ L2(�) such that

lim
h→0

uh = u weakly in H1
0(�)

2,

lim
h→0

ph = p weakly in L2(�),

lim
h→0

zh = z weakly in L2(�).

(2.1.18)

The compactness of the imbedding of H1(�) into Lp(�) for any real number p ≥ 2 implies
also

∀p ∈ [2,∞[, lim
h→0

uh = u strongly in Lp(�).

Now, for passing to the limit in (2.1.6)–(2.1.8), we need the following approximation prop-
erties of the discrete spaces.
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Hypothesis 2.1.5. (1) There exists an operator Ph ∈ L(H1
0(�)

2
;Xh) that preserves the dis-

crete divergence:

∀v ∈ H1
0(�)

2, ∀qh ∈ Mh,

∫
�

qhdiv Ph(v) dx =
∫
�

qhdiv v dx, (2.1.19)

and such that

∀v ∈ H1
0(�)

2, lim
h→0
‖Ph(v)− v‖H1(�) = 0.

(2) There exists an operator rh ∈ L(L2
0(�);Mh) such that

∀q ∈ L2
0(�), lim

h→0
‖rh(q)− q‖L2(�) = 0.

(3) There exists an operator Rh ∈ L(L2(�);Zh) such that

∀θ ∈ L2(�), lim
h→0
‖Rh(θ)− θ‖L2(�) = 0,

∀p ∈ [2,∞], ∀θ ∈ W1,p(�), lim
h→0
‖Rh(θ)− θ‖W1,p(�) = 0.

These assumptions will be sharpened in the next sections, but for the moment, this is all
we require.
Let us first pass to the limit in (2.1.6) and (2.1.7).

Proposition 2.1.6. Under the first two assumptions of Hypothesis 2.1.5, the limit func-
tions (u, p) in (2.1.18) belong to V × L2

0(�) and the triple (u, p, z) satisfies the first two
equations of (1.4.9).

Proof. (1) First we prove that (u, p) is in V × L2
0(�). Let q be any function in L2

0(�) and
choose qh = rh(q) ∈ Mh in (2.1.7). The weak convergence of div uh and the strong conver-
gence of rh(q) imply that (q, div u) = 0; then the fact that div u is in L2

0(�) shows that u
belongs to V . Similarly, the fact that ph belongs to L2

0(�) and its weak convergence show
that p is in L2

0(�).
(2) Next, we pass to the limit in (2.1.6). Let v be any function in H1

0(�)
2 and choose

vh = Ph(v) ∈ Xh in (2.1.6). The convergence of the bilinear and linear terms stem from the
weak convergence of uh and the strong convergence of Ph(v), both in H1(�)2. For the
nonlinear term (zh × uh,Ph(v)), we use the weak convergence of zh in L2(�) and the strong
convergence of uh and Ph(v), both in L4(�)2. Thus (u, p) satisfies

∀v ∈ H1
0(�)

2, ν(∇ u,∇ v)+ (z× u, v)− ( p, div v) = ( f , v), (2.1.20)

that is equivalent to the first equation of (1.4.9).

At first sight, one can think that passing to the limit in (2.1.8) follows the same lines by
choosing θh = Rh(θ), for a sufficiently smooth function θ . But this process is not conclusive
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because the stabilizing term ((div uh)zh,Rh(θ)) in the trilinear form involves the product
of two weakly convergent sequences. As was pointed out by Chacón-Rebollo in Chacón-
Rebollo [2001], this difficulty can be bypassed by establishing first the strong convergence
of uh in H1(�)2.

Proposition 2.1.7. Under the first two assumptions of Hypothesis 2.1.5, the first conver-
gence in (2.1.18) holds strongly:

lim
h→0
‖uh − u‖H1(�) = 0. (2.1.21)

Proof. By taking the difference between (2.1.6) and (2.1.20) with test function vh in Vh and
by inserting Ph(u), we derive the preliminary error equation, for any qh ∈ Mh:

ν(∇(uh − Ph(u)),∇ vh) = ν (∇(u− Ph(u)),∇ vh)+ (z× u− zh × uh, vh)

− ( p− qh, div vh).

Let us choose qh= rh( p) and vh=uh − Ph(u) that belongs to Vh by virtue of (2.1.19). Thus,

ν |uh − Ph(u)|2H1(�)
= ν (∇(u− Ph(u)),∇(uh − Ph(u)))

+ (z× u− zh × uh,uh − Ph(u))− ( p− rh( p), div(uh − Ph(u))). (2.1.22)

Owing to the weak convergence of uh and the strong convergence of Ph(u), both in H1(�)2,
the first term in the right-hand side of (2.1.22) tends to zero. Similarly, the strong conver-
gence of rh( p) and the weak convergence of div uh, both in L2(�), imply that the last term
in the right-hand side of (2.1.22) tends to zero. Finally, the weak convergence of zh in L2(�)

and the strong convergence of uh and Ph(u), both in L4(�)2 show that the nonlinear term in
the right-hand side of (2.1.22) also tends to zero. Consequently,

lim
h→0

ν |uh − Ph(u)|2H1(�)
= 0,

thus yielding the strong convergence of uh to u in H1
0(�)

2.

Now, we are in a position to pass to the limit in (2.1.8).

Proposition 2.1.8. Assume that Hypothesis 2.1.5 holds. Then the limit functions (u, z) in
(2.1.18) satisfy (1.4.8).

Proof. Let θ be any function in W1,4(�) and take θh = Rh(θ) in (2.1.8). Passing to the
limit in the bilinear and linear forms of (2.1.8) is routine and there remains the limit of the
transport term. As all functions here are sufficiently smooth, we can apply (2.1.5):

c̃(uh; zh,Rh(θ)) = −c̃(uh;Rh(θ), zh).

On one hand, div uh converges strongly in L2(�) and Rh(θ) converges strongly in L∞(�).
On the other hand, uh and ∇ Rh(θ) both converge strongly in L4(�)2. Therefore,

lim
h→0

c̃(uh; zh,Rh(θ)) = −c(u; θ, z)
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because div u = 0. Hence, for all θ in W1,4(�), we obtain

ν(z, θ)− α c(u; θ, z) = ν(curl u, θ)+ α (curl f , θ).

In the sense of distributions, this is equivalent to (1.4.8).

It remains to establish the strong convergence of zh and ph and derive the main conver-
gence result of this section.

Theorem 2.1.9. Under Hypothesis 2.1.5, there exists a subsequence of h (still denoted by
h) and a solution (u, p, z) ∈ V × L2

0(�)× L2(�) of problem (1.4.9) such that

lim
h→0
|uh − u|H1(�) = 0,

lim
h→0
‖zh − z‖L2(�) = 0,

lim
h→0
‖ph − p‖L2(�) = 0.

(2.1.23)

Proof. It remains to prove the last two strong convergences.
(1) First, we consider the limit of zh: we write

‖zh − z‖2L2(�)
= (zh − z, zh)− (zh − z, z),

and it suffices to study the first term. By taking the difference between (2.1.8) and (1.4.8)
multiplied by the test function zh, we obtain the following equation:

ν(zh − z, zh)+ αc̃(uh; zh, zh)− αc(u; z, zh) = ν(curl(uh − u), zh).

Applying (2.1.5), this reduces to

(zh − z, zh) =
α

ν
c(u; z, zh)+ (curl(uh − u), zh).

On one hand, the fact that z belongs to Xu, the weak convergence of zh in L2(�), and
Corollary 1.3.11 imply that

lim
h→0

c(u; z, zh) = c(u; z, z) = 0.

On the other hand, the strong convergence of curl uh in L2(�) and the weak convergence of
zh imply that

lim
h→0

(curl(uh − u), zh) = 0.

Hence

lim
h→0

(zh − z, zh) = 0,

thus proving the strong convergence of zh.
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(2) Now, we turn to ph. By subtracting (2.1.20) from (2.1.6) with test function vh ∈ Xh

and by inserting rh( p), we obtain

∀vh ∈ Xh, ( ph − rh( p), div vh) = ( p− rh( p), div vh)+ ν(∇(uh − u),∇ vh)

+ (zh × uh − z× u, vh).

Let us choose the function vh associated by Lemma 2.1.1 with the function qh = ph − rh( p);
as vh belongs to V⊥h , this gives

‖ph − rh( p)‖2L2(�)
= ( p− rh( p), div vh)+ ν(∇(Ph(u)− u),∇ vh)

+ (zh × uh − z× u, vh), (2.1.24)

and (2.1.11) yields

|vh|H1(�) ≤
1

β∗
‖ph − rh( p)‖L2(�).

This last relation implies the weak convergence of vh in H1
0(�)

2. Then the strong conver-
gence of ph follows by taking the limit of the right-hand side of (2.1.24) and using the weak
convergence of vh and the strong convergence of uh and zh.

2.1.2. Further estimates for the discrete velocity

Here, we need to sharpen the approximation properties in the statement of Hypothesis 2.1.5.
As � is assumed to be a polygon, it can be entirely triangulated. For an arbitrary triangle T ,
we denote by hT the diameter of T and by ρT the radius of the ball inscribed in T . Let h > 0
be a discretization parameter and let Th be a family of triangulations of �, consisting of
triangles with maximum mesh size h

h := max
T∈Th

hT ,

that is regular (also called nondegenerate):

max
T∈Th

hT

ρT
≤ σ0, (2.1.25)

with the constant σ0 independent of h (cf. Ciarlet [1991], and Brenner and Scott [1994]).
Here we assume that the triangulation is conforming, i.e., it is such that any two triangles
are either disjoint or share a vertex or a complete side. Moreover, we suppose that in each
triangle T , the finite-element functions of Xh, Mh and Zh are all polynomials, but for the
moment, the degrees of these polynomials are not specified. Then, we complement 2.1.5 by
the following assumptions:

Hypothesis 2.1.10. The operators Ph and rh satisfy, for each real number s ∈ [0, 1] and for
each number r ≥ 2:
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(1) There exists a constant C, independent of h, such that

∀v ∈
(

Ws+1,r(�) ∩ H1
0(�)

)2
, |Ph(v)− v|W1,r(�) ≤ C hs

|v|Ws+1,r(�). (2.1.26)

(2) There exists a constant C, independent of h, such that

∀q ∈ Ws,r(�) ∩ L2
0(�), ‖rh(q)− q‖Lr(�) ≤ C hs

|q|Ws,r(�). (2.1.27)

Now, observe that for fixed zh, the pair (uh, ph) approximates the solution of a generalized
Stokes problem of the form (1.4.10) with zh instead of z: Find (v(zh), q(zh)) ∈ H1

0(�)
2
×

L2
0(�) solution of

−ν 1 v(zh)+ zh × v(zh)+∇ q(zh) = f in �, (2.1.28)

div v(zh) = 0 in �. (2.1.29)

It is interesting to compare uh and v(zh), when (v(zh), q(zh)) has sufficient regularity. This
regularity is a direct consequence of (1.4.22) and (1.4.24): Without restriction on the angles
of ∂�, (v(zh), q(zh)) belong to W2,4/3(�)2 ×W1,4/3(�) and satisfy

‖v(zh)‖W2,4/3(�) + ‖q(zh)‖W1,4/3(�) ≤ C1K1(zh) ‖ f‖L4/3(�), (2.1.30)

where K1(z) is defined by (1.4.23). If � is a convex polygon, (v(zh), q(zh)) belong to
H2(�)2 × H1(�) and are bounded by

‖v(zh)‖H2(�) + ‖q(zh)‖H1(�)

≤ C2
(
‖ f‖L2(�) + C∞C1K1(zh)‖zh‖L2(�)‖ f‖L4/3(�)

)
.

(2.1.31)

Furthermore, the following lemma compares (u, p) and (v(zh), q(zh)). Note that its statement
is independent of the particular functions z and zh. It is valid for any pair of solutions of the
generalized Stokes problem (2.1.28)–(2.1.29) associated with any pair of functions z and zh

in L2(�).

Lemma 2.1.11. Let � be a connected polygon with all inner angles in ]0, 2π [; then

‖u− v(zh)‖W2,4/3(�) + ‖p− q(zh)‖W1,4/3(�) ≤ C1K1(z)‖v(zh)‖L4(�)‖z− zh‖L2(�),

‖u− v(zh)‖L∞(�) ≤ C∞C1K1(z)‖v(zh)‖L4(�)‖z− zh‖L2(�). (2.1.32)

If in addition, � is convex, we have

‖u− v(zh)‖H2(�) + ‖p− q(zh)‖H1(�) ≤ C2‖z− zh‖L2(�)

×
(
‖v(zh)‖L∞(�) + C∞C1K1(z)‖v(zh)‖L4(�)‖z‖L2(�)

)
. (2.1.33)

Proof. Subtracting (2.1.28) from the first equation in (1.4.9), we find that (u− v(zh), p−
q(zh)) ∈ H1

0(�)
2
× L2

0(�) solve the first three equations of problem (1.4.9) with right-hand
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side −(z− zh)× v(zh):

−ν1(u− v(zh))+ z× (u− v(zh))+∇( p− q(zh)) = −(z− zh)× v(zh),

div(u− v(zh)) = 0 in �.

Therefore (2.1.32) and (2.1.33) follow from (1.4.22), (1.4.25), and (1.4.24).

The next lemma presents a bound for uh − Ph(v(zh)).

Lemma 2.1.12. Let � be a polygon with all inner angles in ]0, 2π [; then, under Hypothe-
ses 2.1.5 and 2.1.10, there exists a constant C > 0, independent of h, such that

|uh − Ph(v(zh))|H1(�) ≤ C h1/2
(

K1(zh)|v(zh)|H3/2(�) +
1

ν
|q(zh)|H1/2(�)

)
. (2.1.34)

If, in addition, � is convex, then there exists another constant C > 0 independent of h, such
that

|uh − Ph(v(zh))|H1(�) ≤ C h

(
K1(zh)|v(zh)|H2(�) +

1

ν
|q(zh)|H1(�)

)
. (2.1.35)

Proof. To shorten the text, we momentarily drop the dependence of v and q on zh. As in
the proof of Proposition 2.1.7, we derive from (2.1.6) and (2.1.28), for all wh ∈ Vh,

ν(∇(uh − Ph(v)),∇ wh)+ (zh × (uh − Ph(v)),wh)− (rh(q)− q, div wh)

= ν(∇(v− Ph(v)),∇ wh)+ (zh × (v− Ph(v)),wh).

Then, choosing wh = uh − Ph(v) ∈ Vh, we obtain

|uh − Ph(v)|H1(�) ≤ K1(zh)|v− Ph(v)|H1(�) +
1

ν
‖rh(q)− q‖L2(�), (2.1.36)

and (2.1.34) follows from Theorem 1.1.6, the imbedding of W2,4/3(�) into H3/2(�), and
Hypothesis 2.1.10 with s = 1/2 and r = 2.

Similarly, we derive (2.1.35) from (2.1.36) by applying Theorem 1.1.5 and Hypothe-
sis 2.1.10 with s = 1.

At this stage, we can derive a variety of bounds for uh − Ph(v(zh)), depending on differ-
ent assumptions on the domain and triangulation. They are based on the inverse inequality
of the next lemma (cf. Ciarlet [1991]), which is valid in arbitrary dimensions d, and gener-
ally rely on the following assumption on the triangulation: the family of triangulations Th is
uniformly regular (also called quasi-uniform) if there exist two constants τ > 0 and σ0 > 0,
independent of h, such that

∀T ∈ Th, τh ≤ hT ≤ σ0ρT . (2.1.37)

Lemma 2.1.13. Let the triangulation Th satisfy (2.1.25). For any finite-element space 2h

constructed on Th, and for any number r ≥ 2, there exists a constant C, independent of h,
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such that

∀vh ∈ 2h, ‖vh‖Lr(�) ≤ C
1

ρ
d
(

1
2−

1
r

)
min

‖vh‖L2(�), (2.1.38)

where

%min = inf
T∈Th

ρT .

If in addition, Th satisfies (2.1.37), then there exists a constant C, independent of h, such that

∀vh ∈ 2h, ‖vh‖Lr(�) ≤ C hd( 1
r−

1
2 )‖vh‖L2(�). (2.1.39)

With this material, we can establish W1,r bounds for uh − Ph(v(zh)); they stem directly
from Lemma 2.1.12 and (2.1.39).

Theorem 2.1.14. Let � be a connected polygon with all inner angles in ]0, 2π [, and let
Hypotheses 2.1.5 and 2.1.10 hold. If Th satisfies (2.1.37), then for any real number r ∈ [2, 4],
there exists a constant C, depending on r but not on h, such that

|uh − Ph(v(zh))|W1,r(�) ≤ C h2/r−1/2
(

K1(zh)|v(zh)|H3/2(�) +
1

ν
|q(zh)|H1/2(�)

)
.

(2.1.40)

If in addition, � is a convex polygon, then for any number r in [2,∞], there exists another
constant C, depending on r but not on h, such that

|uh − Ph(v(zh))|W1,r(�) ≤ C h2/r
(

K1(zh)|v(zh)|H2(�) +
1

ν
|q(zh)|H1(�)

)
. (2.1.41)

Considering the stability of Ph given by (2.1.26) with s = 0, the bounds for v(zh) and
q(zh) given by (2.1.30) and (2.1.31), and the uniform bound for zh given by (2.1.16), we
have the following corollary.

Corollary 2.1.15. Under the assumptions of the first part of Theorem 2.1.14, there exists
a constant C, independent of h, such that any velocity solution uh of (2.1.6)–(2.1.8) satisfies
the uniform bound:

|uh|W1,4(�) ≤ C. (2.1.42)

Moreover under the assumptions of the second part of Theorem 2.1.14, for each real number
r ≥ 2, there exists another constant C, depending on r but not on h, such that

|uh|W1,r(�) ≤ C. (2.1.43)

Remark 2.1.16. We cannot extend (2.1.43) to r = ∞ because we have no bound for v(zh)

in W1,∞(�)2. Such a bound would require a uniform estimate for zh in Lq(�) for some
q > 2, and so far, this appears to be an open problem.
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Remark 2.1.17. The bound (2.1.42) implies that uh is uniformly bounded in maximum
norm:

‖uh‖L∞(�) ≤ C. (2.1.44)

This property will be used in a convex domain in Section 2.4. But in this case, the restriction
(2.1.37) on the mesh can be substantially relaxed. Indeed, for proving (2.1.44), we only need
that uh be bounded in W1,r for some r > 2. Owing to the stability of Ph and to (2.1.30), we
write

|uh|W1,r(�) ≤ |uh − Ph(v(zh))|W1,r(�) + c1|v(zh)|W1,r(�)

≤ |uh − Ph(v(zh))|W1,r(�) + c2K1(zh)‖ f‖L4/3(�),

where all constants ci are independent of h. Then applying (2.1.38), (2.1.35), and (2.1.31) to
the first term in the right-hand side, we obtain

|uh − Ph(v(zh))|W1,r(�) ≤
c3

%
1−2/r
min

|uh − Ph(v(zh))|H1(�)

≤
c4h

%
1−2/r
min

(
K1(zh)|v(zh)|H2(�) +

1

ν
|q(zh)|H1(�)

)
≤

c5h

%
1−2/r
min

.

Thus, the condition on the mesh is

h ≤ C %1−2/r
min , (2.1.45)

for some r > 2. For example, if we choose r = 2.1, then the exponent of %min is 1/21, and
(2.1.45) hardly restricts the mesh.

2.1.3. Another view on uniqueness

The statement of the uniqueness Theorem 1.4.12 does not extend to the discrete problem
because a discrete analog of (1.4.4) is not available. Hence, it is useful to derive a sufficient
condition for uniqueness (albeit less sharp), directly from the equations of Problem (1.4.9).
To this end, let (u1, z1) and (u2, z2) be any two solutions of (1.4.9) (we eliminate the pressure
because it is determined by the other variables). Then arguing as in Lemma 2.1.11, under its
assumptions, we easily derive

|u1 − u2|H1(�) ≤
S4

ν
‖u2‖L4(�)‖z1 − z2‖L2(�), (2.1.46)

‖u1 − u2‖L∞(�) ≤ C∞C1K1(z1)‖u2‖L4(�)‖z1 − z2‖L2(�). (2.1.47)

Similarly, by writing

ν(z1 − z2)+ αu2 · ∇(z1 − z2) = νcurl(u1 − u2)− α(u1 − u2) · ∇ z1,
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we infer, assuming that z1 belongs to H1(�),

‖z1 − z2‖L2(�) ≤ ‖curl(u1 − u2)‖L2(�) +
α

ν
‖u1 − u2‖L∞(�)|z1|H1(�).

By substituting (2.1.46) and (2.1.47) into this inequality, we obtain

‖z1 − z2‖L2(�) ≤
1

ν
‖u2‖L4(�)

(
S4 + αC∞C1K1(z1)|z1|H1(�)

)
‖z1 − z2‖L2(�),

whence the following variant of Theorem 1.4.12. The proof stems directly from this inequal-
ity and estimate (1.4.20).

Proposition 2.1.18. In addition to the assumptions of Lemma 2.1.11 Part 1, suppose that
Problem (1.4.9) has a solution (u, p, z) in V × L2

0(�)× L2(�) such that z ∈ H1(�) and

S4S2

ν2
‖ f‖L2(�)

(
S4 + αC∞C1K1(z)|z|H1(�)

)
< 1. (2.1.48)

Then Problem (1.4.9) has no other solution in V × L2
0(�)× L2(�).

Note that (2.1.48) holds, for instance, when the force f is small or the viscosity is large.

2.1.4. A priori error bounds

From the exact Problem (1.4.9) and the discrete problem (2.1.6)–(2.1.8), we readily obtain,
for all vh in Vh, all qh in Mh, and all θh in Zh:

ν(∇(uh − u),∇vh)+ ((zh − z)× u, vh)+ (zh × (uh − u), vh)− (qh − p, div vh) = 0,
(2.1.49)

ν(zh − z, θh)+ αc̃(uh − u; zh, θh)+ αc̃(u; zh − z, θh) = ν(curl(uh − u), θh).

(2.1.50)

Then (2.1.49), Lemma 2.1.1, and (2.1.24), imply the following lemma.

Lemma 2.1.19. Let (uh, ph, zh) be a solution of (2.1.6)–(2.1.8) and let (u, p, z) be a solution
of Problem (1.4.9). Under the first two assumptions of Hypothesis 2.1.5, we have:

|u− uh|H1(�) ≤ 2|u− Ph(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− Ph(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�), (2.1.51)

‖p− ph‖L2(�) ≤

(
1+

1

β∗

)
‖p− rh( p)‖L2(�) +

1

β∗

(
ν |u− Ph(u)|H1(�)

+ S4
(
‖u‖L4(�)‖z− zh‖L2(�) + ‖zh‖L2(�)‖u− uh‖L4(�)

))
, (2.1.52)

where β∗ is the constant of (2.1.1).
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Now, let us examine (2.1.50).

Lemma 2.1.20. Let (uh, ph, zh) be a solution of (2.1.6)–(2.1.8) and let (u, p, z) be a solution
of Problem (1.4.9). For any λh in Zh, we have

‖z− zh‖L2(�) ≤ 2 ‖z− λh‖L2(�) + ‖curl(u− uh)‖L2(�)

+
α

ν

(
‖(u− uh) · ∇ λh‖L2(�) + ‖u · ∇(z− λh)‖L2(�)

+
1

2
‖λh div(u− uh)‖L2(�)

)
.

(2.1.53)

Proof. Inserting any λh ∈ Zh into (2.1.50), we derive for all θh ∈ Zh

ν(zh − λh, θh)+ αc̃(uh; zh − λh, θh) = ν(curl(uh − u), θh)

+ ν(z− λh, θh)+ αc̃(u; z− λh, θh)+ αc̃(u− uh; λh, θh).

Then (2.1.53) follows by choosing θh = zh − λh and applying (2.1.5).

Note that the statement of this lemma requires no particular regularity assumption on the
data and the domain. However, if we want to deduce from it a useful error inequality, we
must assume that z belongs to W1,r(�), for some r > 2. This is caused by the hyperbolic
character of the transport equation. Then we obtain the following corollary.

Corollary 2.1.21. Let� be convex, (u, p, z) a solution of Problem (1.4.9), r0 the number
of Proposition 1.4.11, and let the assumptions of Theorem 1.4.14 hold, so that z ∈ W1,r(�),
for some real number r in ]2, r0[. Let (uh, ph, zh) be a solution of (2.1.6)–(2.1.8) and let Rh

be the operator of Hypothesis 2.1.5; we have

‖z− zh‖L2(�) ≤ 2 ‖z− Rh(z)‖L2(�) + |u− uh|H1(�)

+
α

ν

(
‖u− uh‖Lr∗ (�)|Rh(z)|W1,r(�) + ‖u‖L∞(�)|z− Rh(z)|H1(�)

+
1

2
|u− uh|H1(�)‖Rh(z)‖L∞(�)

)
, (2.1.54)

where 1
r∗ =

1
2 −

1
r .

By substituting (2.1.51) into (2.1.54), we immediately derive the next theorem. Its statement
makes use of the following notation and bounds:

‖Rh(z)‖W1,r(�) ≤ Er‖z‖W1,r(�), ‖Rh(z)‖L∞(�) ≤ C∞,rEr‖z‖W1,r(�),

K2(r, z) =

(
Sr∗ +

1

2
C∞,r

)
Er‖z‖W1,r(�), (2.1.55)

where C∞,r is the constant of (1.1.18).
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Theorem 2.1.22. We retain the assumptions of Corollary 2.1.21. Assume that Th satisfies
(2.1.25) and that Hypothesis 2.1.5 holds. Then, if the data are small enough so that(

1+
α

ν
K2(r, z)

)
S4‖u‖L4(�) ≤

ν

2
, (2.1.56)

we have the following error estimate:

‖z− zh‖L2(�) ≤ 4‖z− Rh(z)‖L2(�) + 2
α

ν
‖u‖L∞(�)|z− Rh(z)|H1(�)

+ 2
(

1+
α

ν
K2(r, z)

)(S4

ν
‖zh‖L2(�)‖u− Ph(u)‖L4(�)

+2 |u− Ph(u)|H1(�) +
1

ν
‖p− rh( p)‖L2(�)

)
. (2.1.57)

The above statement calls for the following comments.

1. In order to recover an error estimate of the same order for the three unknowns, the
auxiliary variable z must have more regularity than expected, compared with that of
the velocity and pressure. This well known imbalance results from the hyperbolic
nature of the transport equation. It can be partially remedied by the use of suitable
upwind schemes, see Section 2.4.

2. The assumptions of Theorem 2.1.22 can all be checked on the data and the domain.
The factors in (2.1.56) are bounded independently of h and can be expressed in terms
of the data.

3. The left-hand sides of (2.1.56) and (2.1.48) have related structures.

4. The statement of Theorem 2.1.22 remains valid when α tends to zero.

2.1.5. Remarks on uniqueness of the discrete solution

The proof of uniqueness of the discrete solution is still an open problem (even assuming
uniqueness of the exact solution), if we want to keep the regularity of the exact solution
compatible with a polygonal domain. Indeed, any pair of solutions (uh, ph, zh), (u′h, p′h, z′h)
of (2.1.6)–(2.1.8) in Vh ×Mh × Zh satisfies: uh − u′h ∈ Vh, ph − p′h ∈ Mh zh − z′h ∈ Zh,

∀vh ∈ Vh, ν(∇(uh − u′h),∇ vh)+ (z′h × (uh − u′h), vh)

= −((zh − z′h)× uh, vh), (2.1.58)

∀θh ∈ Zh, ν(zh − z′h, θh)+ αc̃(uh; zh − z′h, θh)

+ αc̃(uh − u′h; z
′

h, θh) = ν(curl(uh − u′h), θh). (2.1.59)

Therefore,

‖zh − z′h‖L2(�) ≤
α

ν

(
‖(uh − u′h) · ∇ z′h‖L2(�) +

1

2
‖z′h div(uh − u′h)‖L2(�)

)
+ |uh − u′h|H1(�).
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The difficulty comes from the first two terms in the right-hand side of this inequality: for
instance, we can derive a bound for ‖uh − u′h‖L∞(�) and |uh − u′h|W1,r(�), but we have no
bound for |z′h|H1(�), unless we assume that z ∈ H2(�). Indeed, the only way in which we
can estimate this term is by writing that

|z′h|H1(�) ≤ |z
′

h − Rh(z)|H1(�) + |Rh(z)|H1(�)

≤
C

h
‖z′h − Rh(z)‖L2(�) + |Rh(z)|H1(�).

In view of (2.1.57), this gives a bound for |z′h|H1(�) in the best of cases when Rh is suitably
accurate, if we assume that z ∈ H2(�), but we cannot check this assumption on a polygonal
domain.

2.2. Centered schemes: Examples

Recall that � is a connected polygon. The three examples described here are chosen in
order to satisfy the uniform inf-sup condition (2.1.1). They are presented for the homoge-
neous problem, but they will be easily adapted to nonhomogeneous boundary conditions in
Chapter 5. Their study can be found in several texts (for instance Brezzi and Fortin [1991],
Girault and Raviart [1986], and Ern and Guermond [2004]), but we shall mostly use
the material in Girault and Scott [2003], because this reference emphasizes the local
character of the approximation operator Ph, which is crucial in the numerical analysis of
nonhomogeneous boundary conditions. The simplest examples are the “mini-element” and
the Bernardi–Raugel element; both are of order one, and the Bernardi–Raugel element has
the advantage of being locally mass-conservative. The Taylor–Hood element is of order
two. The Crouzeix–Raviart element of order one (cf. Crouzeix and Raviart [1973]), also
locally mass-conservative, is a simple interesting variant, but it is nonconforming and its
theory requires a slightly different treatment. The same applies to the second order non-
conforming Crouzeix–Raviart element (cf. Fortin and Soulié [1983]) or the third-order
nonconforming Crouzeix–Raviart element (cf. Crouzeix and Falk [1989]). As written at
the beginning of this chapter, we have concentrated on elements of low degree, but of course,
we could have used higher degree elements.

2.2.1. The mini-element

The mini-element, introduced by Arnold, Brezzi and Fortin [1984], is of order one for
the velocity and order two for the pressure. Let IPk denote the space of polynomials in two
variables with total degree less than or equal to k. In each triangle T , the pressure p is a
polynomial of IP1 and each component of the velocity is the sum of a polynomial of IP1

and a “bubble” function. Denoting the vertices of T by ai, 1 ≤ i ≤ 3, and its correspond-
ing barycentric coordinate by λi, the basic bubble function bT is the polynomial of degree
three

bT(x) = λ1(x)λ2(x)λ3(x),
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that vanishes on the boundary of T . Thus, we take

Xh =

{
vh ∈ H1

0(�)
2
; ∀T ∈ Th, vh|T ∈ (IP1 ⊕ Vect(bT))

2
}
, (2.2.1)

Mh =

{
qh ∈ H1(�) ∩ L2

0(�); ∀T ∈ Th, qh|T ∈ IP1

}
. (2.2.2)

Considering the velocity’s approximation order, it is reasonable to choose also an approxi-
mation of order one for z:

Zh = {θh ∈ H1(�); ∀T ∈ Th, θh|T ∈ IP1}. (2.2.3)

Observe that Mh = Zh ∩ L2
0(�). The next lemma constructs Ph for the mini-element. It uses

the following notation: a macroelement 1T is the union of elements of Th sharing at least
a vertex with T . When the family of triangulations Th satisfies (2.1.25), the number of ele-
ments of 1T is bounded by a constant, say L1, independent of h and T; and a given element
T can belong to at most a fixed number of macroelements 1S, say L2, also independent of h
and T .

Lemma 2.2.1. If the family of triangulations Th satisfies (2.1.25), there exists an operator
Ph ∈ L(H1

0(�)
2
;Xh) satisfying (2.1.19):

∀v ∈ H1
0(�)

2, ∀qh ∈ Mh,

∫
�

qhdiv Ph(v) dx =
∫
�

qhdiv v dx,

and the following approximation properties

∀v ∈ Ws,r(�)2,∀T ∈ Th,

|Ph(v)− v|Wm,q(T) ≤ C1h
s−m+2

(
1
q−

1
r

)
T |v|Ws,r(1T ),

(2.2.4)

for integers m = 0 or 1, for all real numbers 1 ≤ s ≤ 2, and all numbers 1 ≤ r, q ≤ ∞, such
that

Ws,r(�) ⊂ Wm,q(�),

with a constant C1 independent of h and T.

Proof. Take v in H1
0(�)

2 and let 5h be a regularization operator, such as the Scott and
Zhang [1990] operator that is a polynomial of IP1 in each triangle, is globally continuous,
and preserves the polynomials of IP1, so that it preserves in particular the zero boundary
value. We choose

Ph(v) = 5h(v)−
∑
T∈Th

cT bT , (2.2.5)

where the constant vectors cT are adjusted so that Ph satisfies (2.1.19). But qh belongs
to Mh and by construction, Ph(v)− v vanishes on the boundary of �, therefore, (2.1.19)
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amounts to

∀qh ∈ Mh,

∫
�

(Ph(v)− v) · ∇ qh dx = 0. (2.2.6)

Now, ∇qh is a constant vector in each triangle T . Therefore, (2.2.6) holds provided that

∀T ∈ Th,

∫
T

(Ph(v)− v) dx = 0.

From the definition (2.2.5) of Ph and the disjoint supports of the bubble functions, this last
equation determines the constant vectors cT :

∀T ∈ Th, cT =
1∫

T bT dx

∫
T

(5h(v)− v) dx. (2.2.7)

Let us estimate first |cT | and next ‖bT‖L2(�) and |bT |W1,q(T). Let T̂ be the reference unit

triangle and BT the matrix of the affine transformation that maps T̂ onto T . On one hand, for
any q ≥ 2,

|cT | ≤ ĉ|T|−1/q
‖5h(v)− v‖Lq(T),

where ĉ denote various constants that depend only on T̂ and the exponent q. On the other
hand,

‖bT‖L2(T) ≤ ĉ|T|1/2, ‖bT‖W1,q(T) ≤ ĉ|T|1/q|B−1
T |.

Therefore,

|cT |‖bT‖L2(T) ≤ ĉ‖5h(v)− v‖L2(T),

|cT ||bT |W1,q(T) ≤ ĉ|B−1
T |‖5h(v)− v‖Lq(T).

From the disjoint support of the bubble functions bT , we infer that

‖Ph(v)− v‖L2(T) ≤ (1+ ĉ)‖5h(v)− v‖L2(T),

|Ph(v)− v|W1,q(T) ≤ |5h(v)− v|W1,q(T) + ĉ|B−1
T |‖5h(v)− v‖Lq(T). (2.2.8)

Then (2.2.4) follows from (2.2.8), the regularity (2.1.25) of the triangulation and the local
approximation properties of 5h, see Scott and Zhang [1990].

It can be easily checked that (2.1.19) and (2.2.4) with r = q = 2 and m = s = 1 imply the
uniform inf-sup condition (2.1.1) between Xh and Mh. As far as Mh and Zh are concerned,
either the variant of the Scott & Zhang regularization operator defined by Girault and
Lions [2001b], or the regularization operators defined by Clément [1975] or Bernardi
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and Girault [1998] (still denoted by 5h) are good candidates for rh and Rh. Then, Rh

satisfies the analog of (2.2.4) with the same notation

∀z ∈ Ws,r(�), ∀T ∈ Th, |Rh(z)− z|Wm,q(T) ≤ C2h
s−m+2

(
1
q−

1
r

)
T |z|Ws,r(1T ), (2.2.9)

with another constant C2 independent of h, T , and 1T . Moreover, 5h can be easily adjusted
to the zero mean-value for rh by setting

∀q ∈ H1(�), rh(q) = 5h(q)−
1

|�|

∫
�

(5h(q)− q) dx. (2.2.10)

Considering this global zero mean-value constraint, instead of the local estimate (2.2.9), rh

satisfies (2.1.27):

∀q ∈ Ws,r(�) ∩ L2
0(�), ‖rh(q)− q‖Lr(�) ≤ C3hs

|q|Ws,r(�),

for all numbers r ≥ 2 and all real numbers s ∈ [0, 2], with a constant C3 independent of h.
Hence all assumptions of Hypotheses 2.1.5 and 2.1.10 are satisfied by the spaces Xh,

Mh, and Zh. As (2.2.4) only yields an error of order h for the velocity, the error estimate of
Theorem 2.1.22 gives the same order. More precisely, we have the following theorem:

Theorem 2.2.2. Let the family of triangulations Th satisfy (2.1.25), let (u, p, z) be a solu-
tion of Problem (1.4.9), with z ∈ H2(�), u ∈ H2(�)2 and p ∈ H1(�), satisfying (2.1.56),
and let (uh, ph, zh) be a solution of (2.1.6)–(2.1.8) with the finite-element spaces (2.2.1)–
(2.2.3). Then, there exists a constant C, independent of h, such that

‖z− zh‖L2(�) + |u− uh|H1(�) + ‖p− ph‖L2(�) ≤ C h.

2.2.2. The Bernardi–Raugel element

Now we turn to the Bernardi–Raugel finite-element cf. Bernardi and Raugel [1985]. Let
fi denote the side of T opposite ai and let ni be the unit normal vector to fi pointing outside
T . We define the three edge “bubble functions”

p1,T = n1λ2λ3, p2,T = n2λ1λ3, p3,T = n3λ1λ2,

and we set

P1(T) = IP2
1 ⊕ Vect{ p1,T , p2,T , p3,T }.

The finite-element spaces for the Bernardi–Raugel element are

Xh = {vh ∈ H1
0(�)

2
; ∀T ∈ Th, vh|T ∈ P1(T)}, (2.2.11)

Mh = {qh ∈ L2
0(�); ∀T ∈ Th, qh|T ∈ IP0}. (2.2.12)

The local mass conservativity of this pair of spaces (i.e., in each element T) follows from the
fact that we can now choose a test pressure that takes the value one in T and zero elsewhere.
As the approximation error of these two spaces are of order one, we take for Zh the space
defined by (2.2.3), i.e., the same as for the mini-element. Because the discrete pressures
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have no continuity requirements across elements, we can take for rh the L2 projection on
the constant functions in each T , corrected so that it globally has a mean-value of zero. The
following lemma constructs a suitable operator Ph.

Lemma 2.2.3. If the family of triangulations Th verifies (2.1.25), there exists an operator
Ph ∈ L(H1

0(�)
2
;Xh) satisfying (2.1.19) and (2.2.4) with the same values of s, m, r, and q as

in Lemma 2.2.1.

Proof. We only sketch the proof; it is similar to that of Lemma 2.2.1. For v in H1
0(�)

2, we
choose

Ph(v) = 5h(v)−
∑
T∈Th

3∑
i=1

αi,T pi,T . (2.2.13)

It can be easily checked that, for satisfying (2.1.19), it suffices to take

αi,T =
1∫

fi
λjλkds

∫
fi

(5h(v)− v) · nids, j 6= k 6= i.

On one hand, passing to T̂ , applying a trace theorem on ∂T̂ and reverting to T , we find

|αi,T | ≤ ĉ|T|−1/q (
‖5h(v)− v‖Lq(T) + |BT ||5h(v)− v|W1,q(T)

)
.

On the other hand,

|pi,T |W1,q(T) ≤ ĉ|T|1/q|B−1
T |.

Therefore,

|αi,T |‖pi,T‖L2(T) ≤ ĉ
(
‖5h(v)− v‖L2(T) + |BT ||5h(v)− v|H1(T)

)
,

|αi,T ||pi,T |W1,q(T) ≤ ĉ
(
|5h(v)− v|W1,q(T) + |B

−1
T |‖5h(v)− v‖Lq(T)

)
.

The proof finishes as in Lemma 2.2.1.

The conclusion is the same: all assumptions of Hypotheses 2.1.5 and 2.1.10 are satisfied
by the spaces Xh, Mh, and Zh, and the resulting scheme has order one.

Theorem 2.2.4. Let the family of triangulations Th satisfy (2.1.25), let (u, p, z) be a solu-
tion of Problem (1.4.9), with z ∈ H2(�), u ∈ H2(�)2 and p ∈ H1(�), satisfying (2.1.56),
and let (uh, ph, zh) be a solution of (2.1.6)–(2.1.8) with the finite-element spaces (2.2.11),
(2.2.12), and (2.2.3). Then, there exists a constant C, independent of h, such that

‖z− zh‖L2(�) + |u− uh|H1(�) + ‖p− ph‖L2(�) ≤ C h.
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2.2.3. The Taylor–Hood element

Finally, consider the classical conforming Taylor–Hood element of degree two with contin-
uous pressures (cf. Hood and Taylor [1973]):

Xh = {vh ∈ H1
0(�)

2
; ∀T ∈ Th, vh|T ∈ IP2

2}, (2.2.14)

Mh = {qh ∈ H1(�) ∩ L2
0(�); ∀T ∈ Th, qh|T ∈ IP1}. (2.2.15)

Note that Mh is the pressure space of the mini-element. Because the approximation error of
these spaces is of the order of h2, we choose

Zh = {θh ∈ H1(�); ∀T ∈ Th, θh|T ∈ IP2}. (2.2.16)

The inf-sup condition for this element was established by Bercovier and Pironneau
[1979], then by Verfürth [1984], and by Girault and Raviart [1986]; this last reference
gives a proof with a semilocal argument based on the approach of Boland and Nicolaides
[1983] and Stenberg [1984], under the assumption that the family Th is nondegenerate
and each triangle T has at most one edge on ∂�. But none of these references propose
an approximation operator satisfying (2.1.19) and (2.2.4). For a long time, it was an open
problem, the only remedy being the introduction of additional degrees of freedom as in the
work of Durán, Nochetto and Wang [1988]. The construction presented here fills this
gap. It is due to Girault and Scott [2003], and it proceeds along the following lines:

1. Define a preliminary operator 5h that preserves the mean-value of the divergence in
each T;

2. Decompose the domain into a union of suitable macroelements;

3. Correct 5h in each macroelement, so that a local inf-sup condition is satisfied there.

If this is adequately done, the corrected operator satisfies a global inf-sup condition, and its
support is a neighborhood of the support of the function to which it is applied.

First, let us construct a preliminary operator 5h ∈ L(H1
0(�)

2
;Xh) that satisfies

∀v ∈ H1
0(�)

2, ∀T ∈ Th,

∫
T

div(5h(v)− v) dx = 0, (2.2.17)

and the approximation property analogous to (2.2.4):

∀v ∈ Ws,r(�)2, ∀T ∈ Th,

|5h(v)− v|Wm,q(T) ≤ C3 h
s−m+2

(
1
q−

1
r

)
T |v|Ws,r(1T ),

(2.2.18)

for integers m = 0 or 1, for all real numbers 1 ≤ s ≤ 3, and all numbers 1 ≤ r, q ≤ ∞, such
that

Ws,r(�) ⊂ Wm,q(�),
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with a constant C3 independent of h and T . This operator can be derived from the reference
Scott and Zhang [1990] as follows. Let T be a triangle with vertices ai, and opposite
sides fi, 1 ≤ i ≤ 3. A polynomial p of degree two is uniquely determined in T by the six
values:

p(ai),

∫
fi

p(s) ds, 1 ≤ i ≤ 3.

For 1 ≤ i ≤ 3, let ϕai ∈ IP2 and ϕfi ∈ IP2 be the Lagrange basis functions associated with
these values, i.e.,

ϕai(aj) = δi,j,

∫
fk

ϕai(s) ds = 0, 1 ≤ j, k ≤ 3,

ϕfi(ak) = 0,
∫
fj

ϕfi(s) ds = δi,j, 1 ≤ j, k ≤ 3.

For defining5h on H1(�), we regularize the above point values as follows. With each vertex
ai, we choose once and for all a segment κi of Th with end point ai. This choice is arbitrary,
with one exception: for preserving vanishing boundary values, we impose in addition that κi

be contained in ∂�, whenever ai lies on ∂�. Let ψai ∈ IP2(κi) be the dual basis function on
κi, i.e.,∫

κi

ψai(s)ϕb(s) ds = δai,b, (2.2.19)

where b denotes the segment κi itself or its two end points. Then, we replace the point-value
p(ai) by the degree of freedom∫

κi

p(s)ψai(s) ds.

Thus, we define 5h by

5h(v)(x) =
∑

ai∈Sh

∫
κi

v(s)ψai(s) ds

ϕai(x)+
∑
f∈0h

∫
f

v(s) ds

ϕf (x), (2.2.20)

where Sh denotes the set of all vertices ai of Th and 0h denotes the set of all segments
f of Th. It stems from the above choice of degrees of freedom on the segments f and the
corresponding choice of basis functions that

∀f ∈ 0h,

∫
f

(5h(v)− v) ds = 0. (2.2.21)
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Of course, this implies (2.2.17). Furthermore, it is easy to check that 5h is a projection, by
virtue of (2.2.19); i.e., if vh is globally continuous in � and a polynomial of IP2 in each
triangle T , then

5h(vh) = vh.

This property allows one to apply the argument of Scott and Zhang [1990] and show that
5h satisfies the optimal approximation property (2.2.18) for s ∈ [1, 3].

Next, let us define the following spaces: for each function qh in Mh we define in each T ,

q̃h = qh −
1

|T|

∫
T

qh dx,

M̃h = {q̃h; qh ∈ Mh},

X̃h = {vh ∈ Xh; ∀T ∈ Th,

∫
T

div vh dx = 0}.

Note that, in contrast to the functions of Mh, the functions of M̃h are not continuous. On
the other hand, they have zero mean-value in each T . This will enable us to eliminate the
piecewise constant pressures. And to begin with, let us state a variant of the inf-sup condition
on a triangle T . On each side fi of T , we choose once and for all a tangent vector ti with length
|fi|, we denote by ni the unit normal to fi exterior to T , and we denote by bi the midpoint
of this side. Let qh ∈ IP1 ∩ L2

0(T); following Bercovier and Pironneau [1979], we define
vh ∈ IP2

2 as follows:

vh(ai) = 0, 1 ≤ i ≤ 3,

and on any side fi of T that is not on ∂�:

(vh · ti) (bi) = −(∇ qh · ti)(bi), (vh · ni) (bi) = 0; (2.2.22)

if fi lies on ∂�, we set vh(bi) = 0.

Lemma 2.2.5. Assume that the family Th satisfies (2.1.25) and each triangle T has at most
one edge on ∂�. Then for any triangle T and for all qh ∈ IP1 ∩ L2

0(T), the function vh defined
above satisfies:

∀r ≥ 2,
∫
T

qhdiv vh dx ≥ ĉ‖qh‖Lr(T)‖qh‖Lr′ (T),
1

r
+

1

r′
= 1, (2.2.23)

∀r ≥ 2, ‖vh‖Lr(T) ≤ ĉh2/r
T ‖qh‖L2(T), (2.2.24)

∀r ≥ 2, |vh|W1,r(T) ≤ ĉ‖qh‖Lr(T), (2.2.25)

where ĉ denote several constants, depending possibly on r, but independent of h, T, qh, and
vh. In these three inequalities, the exponents r are independent of each other and can be
infinite.
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We skip the proof because it is based on a straightforward extension of the arguments of
Theorem II.4.2, pp. 178,179 in Girault and Raviart [1986].

Let qh be an arbitrary element of Mh and let q̃h be its associated function in M̃h. The
function vh defined earlier, associated with the restriction of q̃h in each T belongs globally
to X̃h because, on one hand, ∇ q̃h · t = ∇ qh · t is continuous at the interfaces f between
adjacent elements, and on the other hand, by construction, vh = 0 on f if f ⊂ ∂�. A global
inf-sup condition can be derived by summing (2.2.23) over all triangles of Th, but this does
not serve our purpose because this process yields a global approximation operator. However,
if this is performed on a suitable macroelement, then the inf-sup condition is local and its
corresponding approximation operator is quasi-local. Whence the idea of proceeding by
macroelements.

To this end, � is decomposed into a finite union of macroelements {Oi}
R
i=1, mutually

distinct, but with possible overlaps:

� = ∪R
i=1Oi. (2.2.26)

They are obtained by choosing an adequate set of internal vertices {ai}
R
i=1 of Th and by

taking for Oi the union of all triangles of Th that share the vertex ai. For instance, (2.2.26)
is satisfied by choosing the set of all internal vertices of Th. Of course, this choice is not
unique and (2.2.26) still holds while many vertices are deleted. The important features of
this decomposition are as follows:

1. The choice of internal vertices implies that each triangle T of Oi has at most one side
on ∂Oi;

2. Each Oi is connected because � is a connected polygon;

3. The regularity of the family Th implies that the maximum number of triangles T in
Oi is bounded by a constant L1, independent of h;

4. Each triangle T belongs to at most three macroelements; therefore, the maximum
number of macroelements intersecting a given macroelement is bounded by another
constant L2, independent of h.

In order to derive an inf-sup condition on each macroelement, we define spaces analogous
to M̃h and X̃h as follows:

M̃h(Oi) = {q̃h|Oi; q̃h ∈ M̃h},

X̃h(Oi) = {vh ∈ X̃h; supp(vh) ⊂ Oi},

and spaces analogous to Vh and Vh
⊥:

Ṽh(Oi) = {vh ∈ X̃h(Oi); ∀qh ∈ M̃h(Oi),

∫
Oi

qhdiv vhdx = 0},

Ṽh(Oi)
⊥
= {vh ∈ X̃h(Oi); ∀wh ∈ Ṽh(Oi),

∫
Oi

∇vh · ∇wh dx = 0}.

Then the statement of Lemma 2.2.5 is easily extended to a macroelement.
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Lemma 2.2.6. Assume that the family Th satisfies (2.1.25) and each triangle T has at most
one edge on ∂�. Let ai be an interior vertex of Th, L the number of triangles in Oi, and let
2 ≤ r ≤ ∞ be a number. For each qh ∈ M̃h(Oi), there exists vh ∈ X̃h(Oi) such that∫

Oi

qhdivvhdx ≥ ĉ(r,L)‖qh‖Lr(Oi)‖qh‖Lr′ (Oi)
,

1

r
+

1

r′
= 1, (2.2.27)

|vh|W1,r(Oi)
≤ ‖qh‖Lr(Oi), (2.2.28)

where the constant ĉ(r,L) depends on r and L, but is independent of h, i, qh, or vh.

The choice r = 2 in (2.2.27) and (2.2.28), and the fact that L ≤ L1 imply the following local
inf-sup condition, with a constant λ∗ independent of h and i:

∀qh ∈ M̃h(Oi), sup
vh∈X̃h(Oi)

∫
Oi

qh div vh dx

|vh|H1(Oi)

≥ λ∗‖qh‖L2(Oi)
. (2.2.29)

Owing to (2.2.29), we can construct an approximation operator Ph by correcting 5h in each
Oi. Roughly speaking, Ph is defined through

Ph(v) = 5h(v)+ ch(v), (2.2.30)

where ch(v) ∈ X̃h is constructed so that

∀qh ∈ M̃h,

∫
�

qh div ch(v) dx =
∫
�

qh div(v−5h(v)) dx. (2.2.31)

We shall see below that because (2.2.17) holds, then (2.2.31) and the constraint on X̃h imply
that Ph satisfies (2.1.19). More precisely, we can prove the main result of this paragraph.

Theorem 2.2.7. Assume that the family Th satisfies (2.1.25) and each triangle T has at most
one edge on ∂�. Then there exists an operator Ph ∈ L(H1

0(�)
2
;Xh) of the form (2.2.30)

satisfying (2.1.19) and

∀v ∈ Ws,r(�)2, ∀1 ≤ i ≤ R,

|Ph(v)− v|Wm,q(Oi) ≤ C1h
s−m+2

(
1
q−

1
r

)
i |v|Ws,r(1̃i)

,

(2.2.32)

for all real numbers 1 ≤ s ≤ 3, 1 ≤ r, q ≤ ∞, and integers m = 0 or 1, such that

Ws,r(�) ⊂ Wm,q(�),

where 1̃i is a suitable macroelement with

diam(1̃i) ≤ C2hi; (2.2.33)

the constants C1 and C2 are independent of h and R and hi = maxT⊂Oi hT .
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Proof. (1) In order to deal with possible macroelements overlaps, we associate a partition
of � to the set {Oi}. To this end, we define 11 = O1, then we take for 12 the union of
all elements T that belong to O2, but not to 11 and by induction, we choose for 1i the set
(possibly empty) of all T that belong to Oi but not to ∪i−1

j=11j. By construction, the 1i are
mutually disjoint,

� = ∪R
i=11i, 1i ⊂ Oi, 1 ≤ i ≤ R.

The uniform local inf-sup condition (2.2.29) implies that, for each i, there exists a unique
function ch,i ∈ Ṽh(Oi)

⊥ solution of

∀qh ∈ M̃h(Oi),

∫
Oi

qh div ch,i dx =
∫
1i

qh div(v−5h(v)) dx. (2.2.34)

(Note that ch,i = 0 when 1i is empty). Then we extend each ch,i by zero outside Oi, and
we set

ch(v) =
R∑

i=1

ch,i.

By construction, ch(v) ∈ X̃h; moreover, the support of ch,i and the partitioning of � into
{1i}

R
i=1 imply that ch(v) satisfies (2.2.31). Indeed, we have∫
�

qh div ch(v) dx =
∫
�

qh div

(
R∑

i=1

ch,i

)
dx =

R∑
i=1

∫
�

qh div ch,i dx

=

R∑
i=1

∫
Oi

qh div ch,i dx =
R∑

i=1

∫
1i

qh div(v−5h(v)) dx

=

∫
�

qh div(v−5h(v)) dx.

(2) The local inf-sup condition (2.2.29) implies that

|ch,i|H1(Oi)
≤

1

λ∗
‖div(v−5h(v))‖L2(1i)

. (2.2.35)

Let T̂ denote the unit reference element and ĉi the composition of ch,i|T with the affine
transformation that maps T̂ onto T . Because each ĉi belongs to a finite-dimensional space,
of dimension bounded by a fixed constant, on which all norms are equivalent, we can write
for any q ≥ 2:

‖ch,i‖Lq(Oi) ≤ Ĉ

∑
T⊂Oi

|T|‖ĉi‖
q

L2(T̂)

1/q

≤ Ĉ h2/q
i

∑
T⊂Oi

‖ĉi‖
q

L2(T̂)

1/q

≤ Ĉ h2/q
i

∑
T⊂Oi

‖ĉi‖
2
L2(T̂)

1/2

≤ Ĉ
h2/q

i

ρi
‖ch,i‖L2(Oi)

, (2.2.36)
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where ρi = minT⊂OiρT and Ĉ denotes contants that are independent of h and i. The third
inequality follows from Jensen’s inequality. If 1 ≤ q < 2, Hölder’s inequality and the fact
that Oi contains at most L1 elements give directly

‖ch,i‖Lq(Oi) ≤ Ĉ h2(1/q−1/2)
i ‖ch,i‖L2(Oi)

. (2.2.37)

Because ch,i ∈ H1
0(Oi)

2, Poincaré’s inequality (1.1.3) gives

‖ch,i‖L2(Oi)
≤ Ĉdiam(Oi)|ch,i|H1(Oi)

≤ Ĉ hi|ch,i|H1(Oi)
. (2.2.38)

When substituting (2.2.38) and (2.2.35) into (2.2.36), we derive for any q ≥ 2:

‖ch,i‖Lq(Oi) ≤ Ĉ
h1+2/q

i

ρi
|ch,i|H1(Oi)

≤
Ĉ

λ∗

h1+2/q
i

ρi
‖div(v−5h(v))‖L2(1i)

, (2.2.39)

and if 1 ≤ q < 2,

‖ch,i‖Lq(Oi) ≤
Ĉ

λ∗
h2/q

i ‖div(v−5h(v))‖L2(1i)
.

A similar argument, somewhat simpler because there is no need for Poincaré’s inequality,
yields for q ≥ 2:

|ch,i|W1,q(Oi)
≤

Ĉ

λ∗

h2/q
i

ρi
‖div(v−5h(v))‖L2(1i)

, (2.2.40)

and for 1 ≤ q < 2,

|ch,i|W1,q(Oi)
≤

Ĉ

λ∗
h2/q−1

i ‖div(v−5h(v))‖L2(1i)
. (2.2.41)

(3) The expression of ch gives

‖ch‖Lq(Oi) =

∫
Oi

|

R∑
j=1

ch,j|
q dx


1/q

.

But because ch,j vanishes outside Oj, the above sum runs over all indices j, such that Oj

intersects Oi. Let us number these indices from 1 to Ri ≤ L3. Thus, the sum on j has at most
L3 terms. Hence,

‖ch‖Lq(Oi) ≤ Lα3

∫
Oi

Ri∑
j=1

|ch,j|
q dx


1/q

≤ Lα3

 Ri∑
j=1

‖ch,j‖
q
Lq(Oi∩Oj)

1/q

,

where α = 1/2 if 1 ≤ q < 2 and α = 1− 1/q, if q ≥ 2. Hence (2.2.39) implies, if q ≥ 2

‖ch‖Lq(Oi) ≤
Ĉ

λ∗

 Ri∑
j=1

hq+2
j

ρ
q
j

‖div(v−5h(v))‖
q
L2(1j)

1/q

,



58 V. Girault and F. Hecht Chapter 2

where the index j is such that Oj intersects Oi. If 1 ≤ q < 2, we have instead

‖ch‖Lq(Oi) ≤
Ĉ

λ∗

 Ri∑
j=1

h2
j ‖div(v−5h(v))‖

q
L2(1j)

1/q

.

Therefore, the local quasi-uniformity of Th (cf. for instance Bernardi [1989]) and Jensen’s
inequality if q ≥ 2 or Hölder’s inequality if q < 2 yield the following bound:

‖ch‖Lq(Oi) ≤ Ĉh2/q
i ‖div(v−5h(v))‖L2(Di)

, (2.2.42)

where Di is the union of 1j for all j such that Oj intersect Oi. Similarly, we derive from
(2.2.40):

|ch|W1,q(Oi)
≤ Ĉh2/q−1

i ‖div(v−5h(v))‖L2(Di)
. (2.2.43)

Then (2.2.32) follows from (2.2.42) or (2.2.43) and (2.2.18) with m = 1 and q = 2.
Of course, if we integrate over � instead of Oi, we obtain for m = 0 or m = 1:

|ch|Wm,q(�) ≤ Ĉh1−m+min(0,2/q−1)
‖div(v−5h(v))‖L2(�).

Remark 2.2.8. Observe that (2.2.18) implies that

dist (supp(5h(v)), supp(v)) ≤ C3h, (2.2.44)

with a constant C3 that is independent of h.

Remark 2.2.9. Furthermore,

dist (supp(Ph(v)), supp(v)) ≤ C4h, (2.2.45)

where the constant C4 is independent of h. Indeed, if 1i1 ∪ · · · ∪1ik is the union of all
sets where div(v−5h(v)) is not identically zero, then the support of ch is contained in
1i1 ∪ · · · ∪1ik . Because each macroelement in this union contains at least one element
where div(v−5h(v)) does not vanish, the distance between the supports of ch and div(v−
5h(v)) is smaller than the largest diameter of the macroelements. Then (2.2.44) and the
assumptions on the macroelements imply (2.2.45).

The conclusion of this section is analogous to that of the preceding ones: all assumptions
of Hypotheses 2.1.5 and 2.1.10 are satisfied by the spaces Xh, Mh, and Zh, and the resulting
scheme has order two.

Theorem 2.2.10. Let the family of triangulations Th satisfy (2.1.25) and be such that each
triangle T has at most one edge on ∂�. Let (u, p, z) be a solution of Problem (1.4.9), with z ∈
H3(�), u ∈ H3(�)2 and p ∈ H2(�), satisfying (2.1.56), and let (uh, ph, zh) be a solution of
(2.1.6)–(2.1.8) with the finite-element spaces (2.2.14)–(2.2.16). Then, there exists a constant
C, independent of h, such that

‖z− zh‖L2(�) + |u− uh|H1(�) + ‖p− ph‖L2(�) ≤ C h2.
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2.3. Centered schemes: Successive approximations

Let us revert to the general situation of Section 2.1, with the same assumptions. The nonlin-
ear discrete scheme (2.1.6)–(2.1.8) cannot be implemented as such, but is easily linearized
by successive approximations. In this section, we present one of these algorithms studied
in Girault and Scott [2002a]. Starting from an arbitrary z0

h in Zh, we define the sequence
(un

h, pn
h, zn

h) ∈ Xh ×Mh × Zh for n ≥ 1, knowing zn−1
h , by

∀vh ∈ Xh, ν(∇ un
h,∇ vh)+ (z

n−1
h × un

h, vh)− ( pn
h, div vh) = ( f , vh), (2.3.1)

∀qh ∈ Mh , (qh, div un
h) = 0, (2.3.2)

∀θh ∈ Zh, ν(z
n
h, θh)+ α c̃(un

h; z
n
h, θh) = ν(curl un

h, θh)+ α (curl f , θh). (2.3.3)

Clearly, given zn−1
h , (2.3.1)–(2.3.2) has a unique solution (un

h, pn
h); in fact, with the notation

of Proposition 2.1.3, un
h = vh(z

n−1
h ) and pn

h = qh(z
n−1
h ). Similarly, knowing un

h, (2.3.3) has a
unique solution zn

h. In both cases, this is valid without restriction on the data. The next lemma
shows that this sequence satisfies the same bounds as each solution of (2.1.6)–(2.1.8). The
proof is the same as that of Proposition 2.1.3 and the beginning of Theorem 2.1.4.

Lemma 2.3.1. Assume that (2.1.1) holds. Then for all ν > 0 and α > 0, for all f ∈
H(curl, �) and all starting functions z0

h ∈ Zh, the solution (un
h, pn

h, zn
h) of (2.3.1)–(2.3.3) is

bounded as follows:

|un
h|H1(�) ≤

S2

ν
‖ f‖L2(�), (2.3.4)

‖zn
h‖L2(�) ≤

S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�), (2.3.5)

‖pn
h‖L2(�) ≤

1

β∗

(
S2‖ f‖L2(�) + S2

4|u
n
h|H1(�)‖z

n
h‖L2(�)

)
. (2.3.6)

Without restriction on the data, these bounds imply convergence, but only up to subse-
quences, and hence not necessarily to a solution of (2.1.6)–(2.1.8). Convergence to a solution
can be obtained by restricting the data and the solution, so that problem (1.4.9) has a unique
solution, but it is more easily derived by introducing the “fixed point algorithm” of the next
subsection.

2.3.1. A “fixed point algorithm”

Let us adapt (2.3.1)–(2.3.3) to Problem (1.4.9): Starting from an arbitrary smooth enough z0

and knowing zn−1, find (un, pn, zn) in V × L2
0(�)× L2(�) for n ≥ 1, solution of

−ν 1un
+ zn−1

× un
+∇ pn

= f in �,

div un
= 0 in �,

un
= 0 on ∂�,

ν zn
+ α un

· ∇ zn
= ν curl un

+ α curl f in �.

(2.3.7)
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Clearly, (un, pn, zn) satisfies the same uniform bounds as any solution (u, p, z) of Problem
(1.4.9):

|un
|H1(�) ≤

S2

ν
‖ f‖L2(�),

‖zn
‖L2(�) ≤

S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�),

‖pn
‖L2(�) ≤

1

β

(
S2‖ f‖L2(�) + S2

4|u
n
|H1(�)‖z

n
‖L2(�)

)
.

(2.3.8)

Moreover, by assuming that the solution of (1.4.9) is sufficiently smooth and the data suffi-
ciently small, so that condition (2.1.48) that guarantees uniqueness holds, we can prove that
the fixed point algorithm (2.3.7) is contracting.

Theorem 2.3.2. We retain the assumptions and notation of Theorem 1.4.14, and we sup-
pose in addition that the data are sufficiently small so that the following variant of (2.1.48)
holds:

θ : =
1

ν
‖u‖L4(�)

×

(
S4 + αC∞C1|z|H1(�)

(
1+

S2
4

ν2

(
S2‖ f‖L2(�) + α‖curl f‖L2(�)

)))
< 1,

(2.3.9)

where C1 is the continuity constant of Theorem 1.1.6 and C∞ the constant of (1.4.25). Then,
for any n ≥ 1,

‖zn
− z‖L2(�) ≤ θ‖z

n−1
− z‖L2(�). (2.3.10)

Proof. By observing that (un
− u, pn

− p) = (v(zn−1), q(zn−1)) with f = −(zn−1
− z)×

u, i.e.,

−ν 1 v(zn−1)+ zn−1
× v(zn−1)+∇ q(zn−1) = −(zn−1

− z)× u, (2.3.11)

we obtain first

|un
− u|H1(�) ≤

S4

ν
‖u‖L4(�)‖z

n−1
− z‖L2(�), (2.3.12)

and next, by applying (2.1.30):

‖un
− u‖L∞(�) ≤ C∞C1K1(z

n−1)‖u‖L4(�)‖z
n−1
− z‖L2(�). (2.3.13)

Let ζ n
= zn
− z; then ζ n solves the transport equation:

ν ζ n
+ α un

· ∇ ζ n
= ν curl v(zn−1)− α v(zn−1) · ∇ z, (2.3.14)
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and the above assumptions are such that v(zn−1) · ∇ z belongs to L2(�). Therefore,

‖ζ n
‖L2(�) ≤ |v(z

n−1)|H1(�) +
α

ν
‖v(zn−1)‖L∞(�)|z|H1(�),

and (2.3.10) follows by substituting (2.3.12), (2.3.13), (1.4.23), and (2.3.8) into this
inequality.

As far as the pressure is concerned, pn
− p satisfies

‖pn
− p‖L2(�) ≤

S4

β

(
‖zn−1

‖L2(�)‖u
n
− u‖L4(�) + ‖z

n−1
− z‖L2(�)‖u‖L4(�)

)
.

(2.3.15)

Therefore, Theorem 2.3.2 yields the following strong convergences for the whole sequences
to the unique solution (u, p, z) of (1.4.9):

lim
n→∞

un
= u strongly in H1

0(�)
2,

lim
n→∞

pn
= p strongly in L2(�),

lim
n→∞

zn
= z strongly in L2(�).

(2.3.16)

It also leads to the next two corollaries.

Corollary 2.3.3. Under the assumptions of Theorem 2.3.2, the whole sequences (un, pn)

converge strongly to (u, p) in H2(�)2 × H1(�).

We skip the proof because it is a straightforward application of (2.3.11), (2.1.30), and
(2.1.31).

Corollary 2.3.4. In addition to the hypotheses of Theorem 2.3.2, we suppose that z0

is chosen in H1(�) and z0
h = Rh(z0). Then for each n ≥ 1, the whole sequences in h,

(un
h, pn

h, zn
h) converge strongly to (un, pn, zn):

lim
h→0

un
h = un strongly in H1

0(�)
2,

lim
h→0

pn
h = pn strongly in L2(�),

lim
h→0

zn
h = zn strongly in L2(�).

Proof. We argue by induction. Assume that for some n ≥ 1, the whole sequence in h, zn−1
h

satisfies

lim
h→0

zn−1
h = zn−1 strongly in L2(�).

By assumption, this is true for n = 1. Proceeding as in Section 2.1.1, the uniform esti-
mates (2.3.8) imply that there exist functions un

∈ V , pn
∈ L2

0(�), and zn
∈ L2(�) such
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that, up to subsequences, as h tends to zero, (un
h, pn

h, zn
h) tend to (un, pn, zn) weakly in

H1(�)2 × L2(�)× L2(�). Passing to the limit in (2.3.1)–(2.3.2), and using the induction
hypothesis, we see that the limit functions (un, pn, zn−1) solve the first two equations in
(2.3.7). Moreover, the convergence of un

h is strong in H1(�)2, and that of pn
h is strong in

L2(�). The strong convergence of un
h permits to pass to the limit in (2.3.3) and show that

(un, zn) solve the last row of (2.3.7). In addition, the convergence of zn
h is strong in L2(�).

As (2.3.7) has a unique solution (given zn−1), the whole sequences (un
h, pn

h, zn
h) converge.

Hence, zn
h satisfies the induction hypothesis.

Corollary 2.3.4 neither addresses uniformity of the convergence with respect to n, nor
gives a rate of convergence. Therefore, when combined with Theorem 2.3.2, it implies con-
vergence for h depending on n. For instance, it guarantees that for each ε > 0, there exists
an integer n0 ≥ 1 and a positive number h0 depending on n0, such that for all h ≤ h0

|un0
h − u|H1(�) + ‖p

n0
h − p‖L2(�) + ‖z

n0
h − z‖L2(�) ≤ ε.

A rate of convergence can be derived, but requires additional uniform bounds. They are
obtained when the solution of (1.4.9) is sufficiently smooth, by applying to v(zn−1) and ζ n,
(2.1.30)–(2.1.31), and the results of Proposition 1.4.13, and Theorem 1.4.14. However, the
assumptions below on z cannot be checked on the data in a domain with corners.

Corollary 2.3.5. Let� be a convex polygon, let r0 be the constant of Proposition 1.4.11,
let r belong to ]2, r0], and let z0

∈ W2,r(�), z ∈ W2,r(�), and suppose that u satisfies
(1.4.30). Then, under the assumptions of Theorem 2.3.2, there exists an integer n0 ≥ 2 such
that for all n ≥ n0, the function ζ n := zn

− z belongs to W1,r(�) and there exists a constant
C, independent of n, such that

∀n ≥ n0, |ζ
n
|W1,r(�) ≤ C

(
‖ζ n−2

‖L2(�) + ‖ζ
n−1
‖L2(�)

)
. (2.3.17)

Proof. Recall that un
− u = v(zn−1) defined by (2.3.11). First, let us derive a bound for

v(zn−1) in W2,r(�)2 for some r > 2. This requires an Lr bound for both zn−1
× v(zn−1)

and ζ n−1
× u. As we are only interested in r slightly larger than two, we can assume that

2 < r0 ≤ 4. For 2 < r ≤ r0, (2.1.30) and (2.3.8) imply the following bound for v(zn−1):

|v(zn−1)|W1,r(�) ≤ c1 K1(z
n−1)‖u‖L4(�)‖ζ

n−1
‖L2(�) ≤ c2‖ζ

n−1
‖L2(�), (2.3.18)

where all constants ci are independent of n. Then owing to (2.3.18) and (2.3.13), the right-
hand side of (2.3.14) is bounded in Lr:

‖ν curl v(zn−1)− α v(zn−1) · ∇ z‖Lr(�) ≤ ν c2‖ζ
n−1
‖L2(�)

+ αc3|z|W1,r(�)‖ζ
n−1
‖L2(�) ≤ c4‖ζ

n−1
‖L2(�).

As a consequence, (1.3.25) yields that ζ n belongs to Lr(�) and

‖ζ n
‖Lr(�) ≤

c4

ν
‖ζ n−1

‖L2(�). (2.3.19)
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We also have

‖zn
‖Lr(�) ≤ c5.

This implies that ζ n−1
× u and zn−1

× v(zn−1) are bounded in Lr:

‖ζ n−1
× u‖Lr(�) ≤

c4

ν
‖u‖L∞(�)‖ζ n−2

‖L2(�) ≤ c6‖ζ
n−2
‖L2(�),

‖zn−1
× v(zn−1)‖Lr(�) ≤ c5‖v(zn−1)‖L∞(�) ≤ c7‖ζ

n−1
‖L2(�).

Therefore, the convexity of � and Theorem 1.1.9 imply that v(zn−1) belongs to W2,r(�)2,
q(zn−1) = pn

− p belongs to W1,r(�), and

|v(zn−1)|W2,r(�) + |q(z
n−1)|W1,r(�) ≤ c8

(
‖ζ n−2

‖L2(�) + ‖ζ
n−1
‖L2(�)

)
. (2.3.20)

Next, (2.3.18) and (2.3.20) imply

|ν curl v(zn−1)− α v(zn−1) · ∇ z|W1,r(�) ≤

(
‖ζ n−2

‖L2(�) + ‖ζ
n−1
‖L2(�)

)
×
(
νc8 + c9‖∇ z‖W1,r(�)

)
. (2.3.21)

Finally, since the assumptions of Theorem 2.3.2 are satisfied, the right-hand side of (2.3.20)
tends to zero and hence, for each ε > 0, there exists an integer n0 ≥ 2 such that for all
n ≥ n0,

α

ν
‖∇ v(zn−1)‖W1,r(�) ≤ ε.

The desired result follows by choosing ε = 1−δ
2 , where δ is the constant of (1.4.30), and by

applying Theorem 1.4.14 to (2.3.14).

2.3.2. Successive approximations: Rate of convergence

For fixed n, (2.3.1)–(2.3.3) is a straightforward discretization of (2.3.7), and by virtue of
Theorem 2.3.2, it suffices to estimate un

h − un, pn
h − pn and zn

h − zn. This is derived through
the approach of Section 2.1.4. First, we have the analogs of (2.1.51) and (2.1.52):

|un
−un

h|H1(�) ≤ 2|un
− Ph(un)|H1(�) +

S4

ν
‖un
‖L4(�)‖z

n−1
− zn−1

h ‖L2(�)

+
S4

ν
‖zn−1

h ‖L2(�)‖u
n
− Ph(un)‖L4(�) +

1

ν
‖pn
− rh( pn)‖L2(�), (2.3.22)

‖pn
− pn

h‖L2(�) ≤

(
1+

1

β∗

)
‖pn
− rh( pn)‖L2(�) +

1

β∗

(
ν |un
− Ph(un)|H1(�)

+ S4

(
‖un

h‖L4(�)‖z
n−1
− zn−1

h ‖L2(�) + ‖z
n−1
‖L2(�)‖u

n
− un

h‖L4(�)

))
. (2.3.23)
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Next, we have the analog of (2.1.54)

‖zn
− zn

h‖L2(�) ≤ 2 ‖zn
− Rh(z

n)‖L2(�) + |u
n
− un

h|H1(�)

+
α

ν

(
‖un
− un

h‖Lr∗ (�)|Rh(z
n)|W1,r(�) + ‖u

n
‖L∞(�)|z

n
− Rh(z

n)|H1(�)

+
1

2
|un
− un

h|H1(�)‖Rh(z
n)‖L∞(�)

)
,

(2.3.24)

where 1
r∗ =

1
2 −

1
r . Then, we have the following error theorem.

Theorem 2.3.6. We retain the assumptions and notation of Corollary 2.3.5 and we suppose
that n ≥ n0, with n0 defined in Corollary 2.3.5. If the data are restricted so that

S4

ν
‖un
‖L4(�)

(
1+

α

ν

(
Sr∗ |Rh(z

n)|W1,r(�) +
1

2
‖Rh(z

n)‖L∞(�)

))
≤ δ, (2.3.25)

where 0 < δ < 1 is independent of h and n, then for all integer k ≥ 0,

‖zn0+k
− zn0+k

h ‖L2(�)

≤ C1
(
‖z− Rh(z)‖H1(�) + |u− Ph(u)|H1(�) + ‖p− rh( p)‖L2(�)

)
+ δk+1

‖zn0−1
− zn0−1

h ‖L2(�) + C2θ
n0−2max(θk, δk)‖z0

− z‖L2(�),

(2.3.26)

with constants C1 and C2 independent of h and k, and where θ is defined by (2.3.9).

Proof. By substituting (2.3.22) into (2.3.24) and using (2.3.25), we easily derive

‖zn
− zn

h‖L2(�) ≤ δ‖z
n−1
− zn−1

h ‖L2(�) + 2‖zn
− Rh(z

n)‖L2(�)

+
α

ν
‖un
‖L∞(�)|z

n
− Rh(z

n)|H1(�)

+

(
1+

α

ν

(
Sr∗ |Rh(z

n)|W1,r(�) +
1

2
‖Rh(z

n)‖L∞(�)

))
×

(
2 |un
− Ph(un)|H1(�) +

S4

ν
‖zn−1

‖L2(�)‖u
n
− Ph(un)‖L4(�)

+
1

ν
‖pn
− rh( pn)‖L2(�)

)
.

First, we have

|Rh(z
n)|W1,r(�) ≤ c1|z

n
|W1,r(�), ‖Rh(z

n)‖L∞(�) ≤ c2‖z
n
‖W1,r(�),

where all constants ci are independent of n. Next,

‖un
‖L∞(�) ≤ c3, ‖z

n−1
‖L2(�) ≤ c4.
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Therefore,

‖zn
−zn

h‖L2(�) ≤ δ‖z
n−1
− zn−1

h ‖L2(�)

+ c5
(
‖zn
− Rh(z

n)‖H1(�) + |u
n
− Ph(un)|H1(�) + ‖p

n
− rh( pn)‖L2(�)

)
≤ δ‖zn−1

− zn−1
h ‖L2(�)

+ c5
(
‖z− Rh(z)‖H1(�) + |u− Ph(u)|H1(�) + ‖p− rh( p)‖L2(�)

)
+ c6|z− zn

|H1(�) + c7h
(
|u− un

|H2(�) + |p− pn
|H1(�)

)
.

With (2.3.10), (2.3.17), and (2.3.20), this becomes for all n ≥ n0:

‖zn
−zn

h‖L2(�) ≤ δ‖z
n−1
− zn−1

h ‖L2(�)

+ c5
(
‖z− Rh(z)‖H1(�) + |u− Ph(u)|H1(�) + ‖p− rh( p)‖L2(�)

)
+ c8θ

n−2
‖z− z0

‖L2(�).

(2.3.27)

An easy induction yields for all integers k ≥ 0:

‖zn0+k
− zn0+k

h ‖L2(�)

≤ c5

(
k∑

i=0

δi

) (
‖z− Rh(z)‖H1(�) + |u− Ph(u)|H1(�) + ‖p− rh( p)‖L2(�)

)

+ δk+1
‖zn0−1

− zn0−1
h ‖L2(�) + c8θ

n0−2

(
k∑

i=0

δiθk−i

)
‖z0
− z‖L2(�).

Considering that both θ and δ belong to ]0, 1[, this implies (2.3.26).

Remark 2.3.7. Owing to the stability of Rh and Corollary 2.3.5, the left-hand side of
(2.3.25) is bounded uniformly with respect to h and n:

S4

ν
‖un
‖L4(�)

(
1+

α

ν

(
Sr∗ |Rh(z

n)|W1,r(�) +
1

2
‖Rh(z

n)‖L∞(�)

))
≤

S2
4S2

ν2
‖ f‖L2(�)

(
1+

α

ν

(
Sr∗c1|z

n
|W1,r(�) +

1

2
c2‖z

n
‖W1,r(�)

))
≤

S2
4S2

ν2
‖ f‖L2(�)

(
1+

α

ν

(
Sr∗c1|z|W1,r(�) +

1

2
c2‖z‖W1,r(�) + c3θ

n−2
‖z0
− z‖L2(�)

))
,

with constants independent of h and n. All quantities appearing in the right-hand side of this
last relation are bounded in terms of the data.

Remark 2.3.8. Because n0 is fixed and zn
h is bounded in L2, the terms in the right-hand side

of (2.3.26), second row, tend uniformly and geometrically to zero as k tends to infinity. The
terms in the first row represent the standard approximation error of the discrete spaces of
(2.1.6)–(2.1.8).
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2.4. Upwind schemes

Knowing zh, computing the solution of (2.1.6)–(2.1.7) is time consuming, because it is a
system coupled by a constraint, and its matrix is not definite. Many techniques have been
devised to deal with this difficulty, which is inherent to the Stokes problem, and is now well-
documented. There is no space here to list all the references on the subject; for instance,
the reader can refer to Brezzi and Fortin [1991], Ern and Guermond [2004], Girault
and Raviart [1986], or the very complete work of Glowinski [2003]. As it involves no
constraint, computing the solution of (2.1.8) is comparatively faster, but experiments show
that the accuracy of this solution may be disappointing. This is because of the hyperbolic
character of the transport equation (1.4.8); we have already pointed out the great imbal-
ance between the regularity assumption for z and that for u, when deriving error estimates.
Upwinding techniques have been introduced many years ago in order to reduce this imbal-
ance and enhance convergence in approximating transport equations. There are several
upwinding methods; we cannot describe them all and we present two methods: upwinding
by streamline diffusion and upwinding by Lesaint–Raviart’s discontinuous Galerkin method.

2.4.1. Upwinding by streamline diffusion

The technique of streamline diffusion was first introduced by Hugues [1978] and studied
by Johnson, Navert, and Pitkaranta [1985] (cf. also Johnson [1987], and Pironneau
[1989]). It consists in adding a suitable transport term to the test function. On one hand,
it allows to derive an estimate for

√
huh · ∇ zh, which cannot be obtained with a centered

scheme, and on the other hand, it enhances convergence. As (2.1.6)–(2.1.7) are unchanged,
the analysis of this upwind scheme uses several results established in the preceding sections,
and therefore, we shall only sketch most of the proofs. Details can be found in Girault and
Scott [2002a].

As previously, � is a connected polygon. We retain the notation and assumptions of
Section 2.1, and we discretize Problem (1.4.9) by: Find (uh, ph, zh) in Xh ×Mh × Zh, solu-
tion of

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh),

∀qh ∈ Mh, (qh, div uh) = 0,

∀θh ∈ Zh, ν(zh, θh + h uh · ∇ θh)+ α (uh · ∇ zh, θh + h uh · ∇ θh)

+
1

2
(α + h ν) ((div uh)zh, θh) (2.4.1)

= ν(curl uh, θh + h uh · ∇ θh)+ α (curl f , θh + h uh · ∇ θh),

where zh = (0, 0, zh). The first two equations coincide with (2.1.6)–(2.1.7) and the last equa-
tion is obtained by testing a discrete version of (1.4.8) with θh + h uh · ∇ θh and stabilizing
it with the consistent term in the second row. The factor h multiplying uh · ∇ θh can first be
chosen arbitrarily (positive), but the value h is required to establish satisfactory error bounds.

Streamline diffusion: Convergence
The discrete problem (2.1.6), (2.1.7), (2.4.1) satisfies Proposition 2.1.3 and the analog of
Theorem 2.1.4. More precisely, we have the following result.
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Theorem 2.4.1. Assume that (2.1.1) holds. Then for all ν > 0, α > 0, and for all f in
H(curl, �), the discrete problem (2.1.6), (2.1.7), (2.4.1) has at least one solution (uh, ph) ∈

Vh ×Mh, zh ∈ Zh, and each solution satisfies the a priori estimates (2.1.14), (2.1.15):

|uh|H1(�) ≤
S2

ν
‖ f‖L2(�),

‖ph‖L2(�) ≤
1

β∗

(
S2‖ f‖L2(�) + S2

4|uh|H1(�)‖zh‖L2(�)

)
,

and

ν ‖zh‖
2
L2(�)

+ α h ‖uh · ∇ zh‖
2
L2(�)

≤ 2 Sh

(
S2

2

α ν
‖ f‖2L2(�)

+
α

ν
‖curl f‖2L2(�)

)
, (2.4.2)

where Sh = α + ν h.

Proof. The a priori estimates (2.1.14)–(2.1.15) are the same as in Proposition 2.1.3. The
estimate (2.4.2) is an easy consequence of (2.1.4)–(2.1.5), and repeated applications of
Young’s inequality. Existence of a solution then follows from Brouwer’s Fixed Point Theo-
rem as in the proof of Theorem 2.1.4.

Remark 2.4.2. Note that, in contrast to (2.1.16), (2.4.2) does not allow α to tend to zero.

Then, we have the following analog of Theorem 2.1.9.

Theorem 2.4.3. Under the assumptions of Theorem 2.1.9, there exists a subsequence of h
(still denoted by h) and a solution (u, p, z) ∈ V × L2

0(�)× L2(�) of Problem (1.4.9) such
that

lim
h→0
|uh − u|H1(�) = 0,

lim
h→0
‖zh − z‖L2(�) = 0,

lim
h→0
‖ph − p‖L2(�) = 0,

lim
h→0

√
h‖uh · ∇ zh‖L2(�) = 0.

(2.4.3)

Proof. The uniform bounds of Theorem 2.4.1 allow us to prove that (a subsequence of) the
sequences uh, ph, zh, and

√
huh · ∇ zh converge weakly to u in V , to p in L2

0(�), to z in L2(�),
and to some function w in L2(�), respectively, as h tends to zero. As in Proposition 2.1.6,
the triple (u, p, z) satisfies (1.4.6). Similarly, as in Proposition 2.1.7, the convergence of uh

holds strongly:

lim
h→0
‖uh − u‖H1(�) = 0.

Furthermore, (2.4.2) shows that

lim
h→0

h ‖uh · ∇ zh‖L2(�) = 0.
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With these two strong convergences, the argument of Proposition 2.1.8 allows us to pass to
the limit in (2.4.1) and prove that (u, p, z) is indeed a solution of Problem (1.4.9).

To establish the strong convergence of zh and
√

h(uh · ∇ zh), we take the difference
between (2.4.1) with test function zh and (1.4.8) tested against zh + h uh · ∇ zh:

ν‖zh‖
2
L2(�)

+ α h ‖uh · ∇ zh‖
2
L2(�)

= ν(z, zh + h uh · ∇ zh)

+ α(u · ∇ z, zh + h uh · ∇ zh)+ ν(curl(uh − u), zh + h uh · ∇ zh).

By passing to the limit, this gives

lim
h→0

(
ν‖zh‖

2
L2(�)

+ α h ‖uh · ∇ zh‖
2
L2(�)

)
= ν‖z‖2L2(�)

.

Hence limh→0 ν‖zh‖
2
L2(�)

≤ ν‖z‖2
L2(�)

, thus implying first that

lim
h→0
‖zh‖L2(�) = ‖z‖L2(�),

owing to the lower semicontinuity of the norm for the weak topology, and next

lim
h→0

√
α h‖uh · ∇ zh‖L2(�) = 0.

Finally, the strong convergence of ph is established as in Theorem 2.1.9.

Streamline diffusion: Error estimates
As far as uh and ph are concerned, all results of Sections 2.1.1 and 2.1.2, carry over here, as
well as the statement of Lemma 2.1.19, namely (2.1.51) and (2.1.52)

|u− uh|H1(�) ≤ 2|u− Ph(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− Ph(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�),

‖p− ph‖L2(�) ≤

(
1+

1

β∗

)
‖p− rh( p)‖L2(�) +

1

β∗

(
ν |u− Ph(u)|H1(�)

+S4
(
‖u‖L4(�)‖z− zh‖L2(�) + ‖zh‖L2(�)‖u− uh‖L4(�)

))
,

where β∗ is the constant of (2.1.1).
Of course, the treatment of z− zh differs, but an error inequality is more easily derived

from the upwinded transport equation (2.4.1) than from (2.1.8), because its structure yields
directly an upper bound for

√
α huh · ∇(zh − λh), with any choice of λh. Furthermore, the

factor h is chosen so as to enhance convergence. The next result is established under the
hypotheses of Corollary 2.1.21.

Theorem 2.4.4. Let � be convex, (u, p, z) a solution of Problem (1.4.9), r0 the number of
Proposition 1.4.11, and let the assumptions of Theorem 1.4.14 hold, so that z ∈ W1,r(�),
for some real number r in ]2, r0[. Let (uh, ph, zh) be any solution of (2.1.6), (2.1.7), (2.4.1).
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Then, we have the following estimate for zh − λh, for any λh in Zh:

ν

2
‖zh − λh‖

2
L2(�)

+
α h

2
‖uh · ∇(zh − λh)‖

2
L2(�)

≤ 2α h ‖uh‖
2
L∞(�)|z− λh|

2
H1(�)

+ 2

(
3 ν + 2 h

ν2

α
+
α

h

)
‖z− λh‖

2
L2(�)

+ α
(

3
α

ν
+ 2 h

)
‖(u− uh) · ∇ z‖2L2(�)

+
3

4

(
α2

ν
+ ν h2

)
‖div(u− uh)λh‖

2
L2(�)

+ 6
α2

ν
‖div(u− uh)(λh − z)‖2L2(�)

+
ν

2

(
3+ 8 h

ν

α

)
|u− uh|

2
H1(�)

. (2.4.4)

Proof. By taking the difference between (2.4.1) and (1.4.8) tested against θh + h uh · ∇ θh,
inserting λh and choosing θh = zh − λh, we obtain

ν‖zh − λh‖
2
L2(�)

+ α h ‖uh · ∇(zh − λh)‖
2
L2(�)

= −ν(λh − z, zh − λh + h uh · ∇(zh − λh))

− α(uh · ∇(λh − z), zh − λh + h uh · ∇(zh − λh))

− α((uh − u) · ∇ z, zh − λh + h uh · ∇(zh − λh))

−
1

2
(α + ν h)(div(uh − u)λh, zh − λh)

+ ν(curl(uh − u), zh − λh + h uh · ∇(zh − λh)).

(2.4.5)

The estimates for all terms in the right-hand side of (2.4.5) are standard except for the second
term because it involves the gradient of λh − z, whose upper bound requires more regularity.
Applying Green’s formula, we have

−α(uh · ∇(λh − z), zh − λh) = α(uh · ∇(zh − λh), λh − z)

+ α(div(uh − u)(zh − λh), λh − z).

Thus, for any γ > 0 and ε > 0,

|α(uh · ∇(λh − z), zh − λh)| ≤
α

2

[
h γ ‖uh · ∇(zh − λh)‖

2
L2(�)

+
1

h γ
‖λh − z‖2L2(�)

]
+

1

2

[
ν ε‖zh − λh‖

2
L2(�)

+
α2

ν ε
‖div(uh − u)(λh − z)‖2L2(�)

]
.

Therefore, for any ζ > 0, γ > 0, and ε > 0,

|α(uh·∇(λh − z), zh − λh + h uh · ∇(zh − λh))|

≤
α

2

[
h γ ‖uh · ∇(zh − λh)‖

2
L2(�)

+
1

h γ
‖λh − z‖2L2(�)

]
+

1

2

[
ν ε‖zh − λh‖

2
L2(�)

+
α2

ν ε
‖div(uh − u)(λh − z)‖2L2(�)

]
+

hα

2

[
ζ‖uh · ∇(zh − λh)‖

2
L2(�)

+
1

ζ
‖uh‖

2
L∞(�)|λh − z|2H1(�)

]
.

(2.4.6)
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Then (2.4.4) follows readily by substituting (2.4.6) into (2.4.5), and by repeated applications
of Young’s inequality.

The choice λh = Rh(z) in (2.4.4), Hölder’s inequality in the nonlinear products, and the
stability properties of Rh give the next result.

Corollary 2.4.5. With the assumptions and notation of Theorem 2.4.4, and if Hypothe-
ses 2.1.5 hold, zh satisfies the following error estimate

ν

2
‖zh − z‖2L2(�)

+
α h

2
‖uh · ∇(zh − Rh(z))‖

2
L2(�)

≤ 2α h ‖uh‖
2
L∞(�)|z− Rh(z)|

2
H1(�)

+ 2(
13

4
ν + 2 h

ν2

α
+
α

h
)‖z− Rh(z)‖

2
L2(�)

+ |u− uh|
2
H1(�)

(
|z|2W1,r(�)

(
α S2

r∗

(
3α

ν
+ 2 h

)
+ (1+ Cr)

2 3

4

(
9
α2

ν
+ ν h2

))
+
ν

2

(
3+ 8 h

ν

α

))
, (2.4.7)

where Cr is the stability constant of Rh in W1,r(�).

Because� is convex, by slightly restricting the mesh as in Remark 2.1.17, (see (2.1.45)),
we have uh uniformly bounded in L∞. Then by substituting (2.1.51):

|u− uh|H1(�) ≤ 2|u− Ph(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− Ph(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�),

into (2.4.7), we derive the following error bound for small enough data and smooth enough
solutions, if the hypotheses of Theorem 2.4.4 and (2.1.45) hold (for simplicity, we do not
detail the constants):

ν‖zh−z‖2L2(�)
+ α h ‖uh · ∇(zh − z)‖2L2(�)

≤ C

(
1

h
‖z− Rh(z)‖

2
L2(�)

+ h |z− Rh(z)|
2
H1(�)

+ |u− Ph(u)|2H1(�)
+ ‖p− rh( p)‖2L2(�)

)
.

(2.4.8)

This upwind scheme can be used with the three examples of Section 2.2. It has the same
order as the centered scheme of Section 2.1, but its error estimates are of particular inter-
est when the regularity of z is small. For example, if z ∈ W1,r(�), then the mini-element
produces an error of the order of

√
h, whereas we cannot establish any order of conver-

gence for the centered scheme. Finally, the discrete solution can also be computed with the
successive approximation algorithm discussed in Section 2.3.

2.4.2. Upwinding by Lesaint–Raviart’s Discontinuous Galerkin

The upwind Discontinuous Galerkin scheme analyzed in this section works in each element
with polynomial functions for zh that are totally discontinuous across element interfaces.
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The upwinding in the term uh · ∇ zh is achieved by using in each element only the values of
uh entering the element. This scheme was first introduced in a 1973 Los Alamos Report on
neutron transport by Reed and Hill (cf. [1973]) and it was first analyzed in this context by
Lesaint and Raviart [1974]. Since then, it has been widely used, adapted to a variety of
situations, and generalized. The relevant list of references is far too long to be included here.
As a few examples, the reader can refer to Girault and Raviart [1982, 1986], Pironneau
[1989], or Girault, Rivière and Wheeler [2004] for an application of this scheme to
steady, incompressible Navier–Stokes equations, to Dawson, Sun and Wheeler [2004]
for applying it to coupled flow and transport, or to Brezzi, Marini and Süli [2004] for
an interesting generalization of this scheme. The material presented here is taken from the
work of Girault and Scott [2002c]; see also the reference by Amara, Bernardi, Girault
and Hecht [2005], where a variant of this Discontinuous Galerkin method is applied to a
regularized version of (2.1.6)–(2.4.13) below.

The consequence of the above-mentioned discontinuity is that the discrete space Zh must
consist of globally L2 functions, whereas the discrete spaces for the velocity and pressure,
Xh and Mh, can be chosen as in the previous sections. Thus, we discretize z in a finite-
dimensional space Zh ⊂ L2(�), such as

Zh = {θh ∈ L2(�); ∀T ∈ Th, θh|T ∈ IPk}, (2.4.9)

where k ≥ 1 is an integer. Although the functions of Zh are discontinuous, we shall use
(except in one instance) a continuous approximation operator of z. Then, the third assump-
tion of Hypothesis 2.1.5 is satisfied if we choose for Rh the Girault and Lions [2001b]
variant of the Scott and Zhang [1990] regularization operator, the Clément [1975] oper-
ator, or the Bernardi and Girault [1998] operator. This choice of Rh satisfies for any
number r ≥ 1, for m = 0, 1, and 0 ≤ s ≤ k,

∀θ ∈ Ws+1,r(�), |Rh(θ)− θ |Wm,r(�) ≤ C hs+1−m
|θ |Ws+1,r(�). (2.4.10)

First, let us recall how upwinding can be achieved by this Discontinuous Galerkin
approximation. Let uh be a discrete velocity in H1

0(�)
2, and for each triangle T , let

∂T− = {x ∈ ∂T; uh(x) · nT(x) < 0}, (2.4.11)

where nT denotes the unit normal to ∂T , exterior to T . This is the portion of ∂T , where
the flux driven by uh enters T . Note that, when running over all triangles T of Th, ∂T−
only involves interior segments of Th because uh · nT = 0 on ∂�. Then, we approximate the
nonlinear term (u · ∇ z, θ) by

c̃DG(uh; zh, θh) =
∑
T∈Th

∫
T

(uh · ∇ zh)θh dx+
∫
∂T−

|uh · nT |(z
int
h − zext

h )θ int
h ds


+

1

2

∫
�

(div uh)zhθh dx, (2.4.12)
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where the superscript int (resp. ext) refers to the trace on the segments of ∂T of the function
taken inside (resp. outside) T . When uh is replaced by u ∈ V and zh by z ∈ H1(�), this form
is a consistent approximation of (u · ∇ z, θh). Note also that when summing over all trian-
gles, ∂T− is counted exactly once because uh · nT changes sign across adjacent elements.
Rather, in the above sum, the boundary integrations are taken once over complete interior
segments. With this form, the upwind scheme reads: Find uh in Xh, ph in Mh, and zh in Zh

satisfying (2.1.6)–(2.1.7):

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh),

∀qh ∈ Mh, (qh, div uh) = 0,

and

∀θh ∈ Zh, ν(zh, θh)+ α c̃DG(uh; zh, θh) = ν(curl uh, θh)+ α (curl f , θh). (2.4.13)

Remark 2.4.6. The possibility that zh be constant in each element of the triangulation is
not considered here, but the subsequent analysis can readily be adapted to this space coupled
with the mini-element or the Bernardi–Raugel element. The error of the resulting scheme is
of the order of h1/2.

Some properties of form c̃DG

The upwinding effect of c̃DG is made clearer by expressing it in the following form. Let 0i
h

denote the set of interior segments of Th. A unit normal vector ne can be assigned to each
segment e of 0i

h by numbering the triangles of Th, say from 1 to Nh, and by setting ne = nTk ,
the unit normal to e directed outside Tk if e is adjacent to Tk and T` with k < `. Then, we
define formally the jump of a function ϕ through e in the direction of ne by

[ϕ]e =
(
ϕ|Tk − ϕ|T`

)
|e. (2.4.14)

Next, let

e− = {x ∈ e; uh(x) · ne(x) < 0}, e+ = {x ∈ e; uh(x) · ne(x) > 0},

and note that by reversing the orientation of the normal, e+ is changed into e−. Then, with
the above notation,

∑
T∈Th

∫
∂T−

|uh · nT |(z
int
h − zext

h )θ int
h ds

= −

∑
e∈0i

h

 ∫
e−

(uh · ne)[zh]θh|Tk ds+
∫
e+

(uh · ne)[zh]θh|T`ds

.
Set

θh,d = θh|Tk if uh · ne < 0, θh,d = 0 if uh · ne = 0, θh,d = θh|T` if uh · ne > 0.



Section 2.4 Discretizing the Steady Split No-Slip Problem 73

Then ∑
T∈Th

∫
∂T−

|uh · nT |(z
int
h − zext

h )θ int
h ds = −

∑
e∈0i

h

∫
e

(uh · ne)[zh]eθh,dds. (2.4.15)

In spite of its representation, form c̃DG defined by (2.4.12) is not trilinear because its
dependence on the first argument uh is highly nonlinear. Nevertheless, it satisfies the follow-
ing valuable identity established by Lesaint and Raviart [1974]. We reproduce its proof
for the reader’s convenience.

Lemma 2.4.7. For all uh in Xh, for all zh and θh in Zh, we have

c̃DG(uh; zh, θh) =
∑
T∈Th

− ∫
T

(uh · ∇ θh)zh dx

+

∫
∂T−

|uh · nT |(θ
ext
h − θ

int
h )zext

h ds

− 1

2

∫
�

(div uh)θhzh dx.

(2.4.16)

Proof. An application of Green’s formula in each T gives the following equation:∑
T∈Th

∫
T

(uh · ∇ zh)θhdx = −
∑
T∈Th

∫
T

((uh · ∇ θh)+ (div uh)θh) zh dx

+

∑
T∈Th

∫
∂T

(uh · nT)(zhθh)|T ds.

When substituted into (2.4.12), we obtain

c̃DG(uh; zh, θh) = −
∑
T∈Th

∫
T

(
uh · ∇ θh +

1

2
(div uh)θh

)
zh dx

−

∑
T∈Th

∫
(∂T)−

(uh · nT)(z
int
h − zext

h )θ int
h ds

+

∑
T∈Th

∫
∂T

(uh · nT)(zhθh)|T ds.

(2.4.17)

Let e belong to 0i
h, let T1 and T2 denote the two elements of Th adjacent to e, and set

ne = nT1 . The last term in (2.4.17) reads∑
T∈Th

∫
∂T

(uh · nT)(zhθh)|T ds =
∑
e∈0i

h

∫
e

(uh · ne)[zhθh]eds,
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and by substituting into (2.4.17), we derive

c̃DG(uh; zh, θh) = −
∑
T∈Th

∫
T

(
uh · ∇ θh +

1

2
(div uh)θh

)
zh dx

−

∑
T∈Th

∫
(∂T)−

(uh · nT)(z
int
h − zext

h )θ int
h ds+

∑
e∈0i

h

∫
e

(uh · ne)[zhθh]eds.
(2.4.18)

Let us compare the two terms in the second row of (2.4.18). With the above notation, the
contribution of e to the first term of this row is

A = −
∫
e−

(uh · ne)[zh]eθh|T1 ds−
∫
e+

(uh · ne)[zh]eθh|T2 ds.

The contribution of e to the second term is

B =
∫
e−

(uh · ne)
(
(zhθh)|T1 − (zhθh)|T2

)
ds+

∫
e+

(uh · ne)
(
(zhθh)|T1 − (zhθh)|T2

)
ds.

Thus A+ B has the expression

A+ B =
∫
e−

(uh · ne)[θh]ezh|T2 ds+
∫
e+

(uh · ne)[θh]ezh|T1 ds.

But ne = nT1 = −nT2 and by reversing the orientation of the normal, e+ is changed into e−.
Hence,

−

∑
T∈Th

∫
(∂T)−

(uh · nT)(z
int
h − zext

h )θ int
h ds+

∑
e∈0i

h

∫
e

(uh · ne)[zhθh]eds

=

∑
T∈Th

∫
(∂T)−

(uh · nT)(θ
int
h − θ

ext
h )zext

h ds.
(2.4.19)

Then, (2.4.16) follows by substituting (2.4.19) into (2.4.18).

Note that when θh is in H1(�), (2.4.16) reduces to

c̃DG(uh; zh, θh) = −

∫
�

(uh · ∇ θh)zh dx−
1

2

∫
�

(div uh)θhzh dx. (2.4.20)

By summing (2.4.12) and (2.4.16) with θh = zh ∈ Zh, we derive the positivity of c̃DG for
all uh ∈ Xh, and all zh ∈ Zh:

c̃DG(uh; zh, zh) =
1

2

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds. (2.4.21)
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Existence of solutions and convergence
Again, as (2.1.6) and (2.1.7) are unchanged, problems (2.1.6), (2.1.7), (2.4.13) satisfy Propo-
sition 2.1.3 and the analog of Theorem 2.1.4. The proof is skipped because it is a straight-
forward consequence of (2.4.21) and Brouwer’s Fixed Point Theorem.

Proposition 2.4.8. Assume that (2.1.1) holds. Then for all ν > 0, α > 0, and for all f in
H(curl, �), the discrete problem (2.1.6), (2.1.7), (2.4.13) has at least one solution (uh, ph) ∈

Vh ×Mh, zh ∈ Zh, and each solution satisfies the a priori estimates (2.1.14)–(2.1.15):

|uh|H1(�) ≤
S2

ν
‖ f‖L2(�),

‖ph‖L2(�) ≤
1

β∗

(
S2‖ f‖L2(�) + S2

4|uh|H1(�)‖zh‖L2(�)

)
,

and

ν ‖zh‖
2
L2(�)

+ α
∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds

≤
2

ν

(
S2

2‖ f‖2L2(�)
+ α2
‖curl f‖2L2(�)

)
.

(2.4.22)

Remark 2.4.9. By comparing with Remark 2.4.2, we see that the upwinding in (2.4.13)
does not have the drawback of (2.4.1), in the sense that (2.4.22) allows α to tend to zero. On
the other hand, discontinuous functions involve more degrees of freedom.

Extracting subsequences (that we still denote by the index h), the uniform a priori
estimates of Proposition 2.4.8 show that, on one hand, (uh, ph, zh) converge weakly to
functions (u, p, z) in V × L2

0(�)× L2(�), and on the other hand, the quantity defined by∑
T∈Th

∫
∂T−
|uh · nT |(zext

h − zint
h )

2ds converges to a non-negative number, say S. The next
theorem proves that this convergence is strong and the limit functions solve Problem (1.4.9).

Theorem 2.4.10. Under the assumptions of Theorem 2.1.9, there exists a subsequence of
h (still denoted by h) and a solution (u, p, z) ∈ V × L2

0(�)× L2(�) of Problem (1.4.9) such
that

lim
h→0
|uh − u|H1(�) = 0,

lim
h→0
‖zh − z‖L2(�) = 0,

lim
h→0
‖ph − p‖L2(�) = 0,

lim
h→0

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds = 0 in IR.

(2.4.23)

Proof. As the discontinuity of zh plays no part in (2.1.6), the argument used for the cen-
tered schemes shows that (u, p, z) solves (1.4.6) and the convergence of uh to u in H1(�)2
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is strong

lim
h→0
‖uh − u‖H1(�) = 0.

In order to pass to the limit in (2.4.13), we take an arbitrary function θ ∈ H2(�) and we
choose θh = Rh(θ) ∈ H1(�). Then, in view of (2.4.20),

c̃DG(uh; zh,Rh(θ)) = −

∫
�

(uh · ∇ Rh(θ))zh dx−
1

2

∫
�

(div uh)Rh(θ)zh dx.

Hence, we are back to the situation of Proposition 2.1.8, and with the above strong conver-
gence, its argument allows us to pass to the limit in (2.4.13) and prove that (u, p, z) is indeed
a solution of Problem (1.4.9).

To establish the strong convergence of zh, we take θh = zh in (2.4.13), apply (2.4.21), and
compare with (1.4.8) tested against zh:

ν‖zh‖
2
L2(�)

+
α

2

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds = ν(z, zh)

+ α(u · ∇ z, zh)+ ν(curl(uh − u), zh).

By passing to the limit, the strong convergence of uh gives

lim
h→0

(
ν‖zh‖

2
L2(�)

)
+
α

2
S = ν‖z‖2L2(�)

.

Hence limh→0 ‖zh‖
2
L2(�)

≤ ‖z‖2
L2(�)

. This yields, on one hand, the strong convergence of zh

and, on the other hand, the fact that S = 0. Finally, the strong convergence of ph is estab-
lished as in Theorem 2.1.9.

Discontinuous Galerkin: Error estimates
Here also, all the results of Sections 2.1.1 and 2.1.2 concerning uh and ph carry over here,
as well as the statement of Lemma 2.1.19, namely (2.1.51) and (2.1.52):

|u− uh|H1(�) ≤ 2|u− Ph(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− Ph(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�),

‖p− ph‖L2(�) ≤

(
1+

1

β∗

)
‖p− rh( p)‖L2(�) +

1

β∗

(
ν |u− Ph(u)|H1(�)

+ S4
(
‖u‖L4(�)‖z− zh‖L2(�) + ‖zh‖L2(�)‖u− uh‖L4(�)

))
,

where β∗ is the constant of (2.1.1).
Clearly, the treatment of z− zh differs, both from that of the centered scheme and that

of the upwind scheme by streamline diffusion. First, assuming that z belongs to H1(�), by
taking the difference between (2.4.13) and (1.4.8) tested against θh, inserting any function
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λh ∈ Zh, choosing θh = zh − λh, and applying (2.4.16) and (2.4.21), we obtain the error
equality:

ν‖zh − λh‖
2
L2(�)

+ α
∑
T∈Th

1

2

∫
∂T−

|uh · nT |((zh − λh)
ext
− (zh − λh)

int)2ds

+ α
∑
T∈Th

− ∫
T

uh · ∇(zh − λh)(λh − z) dx

+ α

∫
∂T−

|uh · nT |((zh − λh)
ext
− (zh − λh)

int)(λh − z)extds


−
α

2

∫
�

div(uh − u)(λh − z)(zh − λh) dx

+
α

2

∫
�

div(uh − u)z(zh − λh)dx+ α
∫
�

(uh − u) · ∇ z(zh − λh) dx

= ν(z− λh, zh − λh)+ ν(curl(uh − u), zh − λh).

(2.4.24)

Let us look more closely at the third and fourth terms in the left-hand side of (2.4.24). They
require a special treatment because they mean that the unknown zh − λh should be measured
in a norm that is finer than the L2 norm. In each element T , the third term can be split into:∫

T

uh · ∇(zh − λh)(λh − z) dx =
∫
T

(uh − u) · ∇(zh − λh)(λh − z) dx

+

∫
T

u · ∇(zh − λh)(λh − z) dx. (2.4.25)

If we choose λh = Rh(z), all benefit from using (2.4.16) is lost because the error of λh − z
in the L2 norm must balance the gradient of zh − λh. Instead, let us take advantage of the
discontinuity of the space Zh and choose λh = %h(z), the L2 projection of z on IPk in each
triangle T: %h(z) ∈ IPk is defined by

∀q ∈ IPk,

∫
T

(%h(z)− z)q dx = 0.

This operator has locally the same accuracy as Rh. Moreover, we have for any constant
vector c:∫

T

u · ∇(zh − %h(z))(%h(z)− z) dx =
∫
T

(u− c) · ∇(zh − %h(z))(%h(z)− z) dx,

(2.4.26)

because the components of ∇(zh − %h(z)) belong to IPk−1. With this choice, we have the
following error inequality.
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Theorem 2.4.11. Let � be convex, (u, p, z) a solution of Problem (1.4.9), r0 the number
of Proposition 1.4.11, and let the assumptions of Theorem 1.4.14 hold, so that z ∈ W1,r(�),
for some real number r in ]2, r0[. Let the family of triangulations satisfy (2.1.25) and let
(uh, ph, zh) be any solution of (2.1.6), (2.1.7), (2.4.13). Then, we have the following inequal-
ity for zh − %h(z):

ν ‖zh − %h(z)‖
2
L2(�)

≤
7

ν

(
ν2
(
‖z− %h(z)‖

2
L2(�)

+ |uh − u|2H1(�)

)
+ α2σ 2

0 C1

(
|u|2W1,∞(�)

‖z− %h(z)‖
2
L2(�)

+ S2
r∗ |z|

2
W1,r(�)

|uh − u|2H1(�)

)
+
α2

4

(
‖div(uh − u)(z− %h(z))‖

2
L2(�)

+ ‖div(uh − u)z‖2L2(�)

+ 4 ‖(uh − u) · ∇ z‖2L2(�)

))
+ α C2σ

2
0 ‖uh‖L∞(�)

∑
T∈Th

hT |z− %h(z)|
2
H1(T),

(2.4.27)

where σ0 is the constant of (2.1.25), C1 and C2 are constants independent of h, and

1

r∗
=

1

2
−

1

r
.

Proof. We bound the terms in the left-hand side of (2.4.24), starting with the third term.
In view of (2.4.25), we begin with (2.4.26). In each T , a local inverse inequality, a suitable
choice for c, such as the mean value of u in T , and (2.1.25) yield:∣∣∣∣ ∫

T

(u− c) · ∇(zh − %h(z))(%h(z)− z) dx

∣∣∣∣
≤

c1

ρT
‖u− c‖L∞(T)‖%h(z)− z‖L2(T)‖zh − %h(z)‖L2(T)

≤ c2σ0|u|W1,∞(T)‖%h(z)− z‖L2(T)‖zh − %h(z)‖L2(T),

(2.4.28)

where ci denote various constants independent of h and T . Similarly, by applying the same
local inverse inequality and the approximation property of %h, we obtain in each T∣∣∣∣ ∫

T

(uh − u) · ∇(zh − %h(z))(%h(z)− z) dx

∣∣∣∣
≤ c3σ0|z|W1,r(T)‖uh − u‖Lr∗ (T)‖zh − %h(z)‖L2(T).

(2.4.29)

The fourth term in (2.4.24) can be split into∣∣∣∣ ∑
T∈Th

∫
∂T−

|uh · nT |((zh − %h(z))
ext
− (zh − %h(z))

int)(%h(z)− z)extds

∣∣∣∣
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≤
1

2

∑
T∈Th

∫
∂T−

|uh · nT |((zh − %h(z))
ext
− (zh − %h(z))

int)2ds

+
1

2

∑
T∈Th

∫
∂T−

|uh · nT |
(
(%h(z)− z)ext)2 ds.

The first term cancels with the first boundary term in the left-hand side of (2.4.24), but the
second term requires more work. Let e ∈ 0i

h denote a side of T (recall that the above sum
only involves interior segments of Th), and let T̃ be the other element sharing e. Then by
passing to the reference segment ê, and by denoting with a hat the composition with the
affine transformation that maps ê onto e, we can write∫

e

|uh · nT |
(
(%h(z)− z)ext)2 ds ≤ ‖uh‖L∞(e)‖(%h(z)− z)ext

‖
2
L2(e)

≤ |e|‖ûh‖L∞(ê)‖(%̂h(ẑ)− ẑ)ext
‖

2
L2(ê).

For the second factor, we use a trace theorem on T̂ , the reference element corresponding to
T̃ , and for ûh, we use an equivalence of norms on T̂ . This gives∫

e

|uh · nT |
(
(%h(z)− z)ext)2 ds ≤ c4|e|‖ûh‖L∞(T̂)‖%̂h(ẑ)− ẑ‖2

H1(T̂)
.

But by definition of the L2 projection (that is invariant under affine transformations),∫
T̂

(%̂h(ẑ)− ẑ)d x̂ = 0,

and therefore there exists a constant c5 independent of h, such that

‖%̂h(ẑ)− ẑ‖2
H1(T̂)

≤ c5|%̂h(ẑ)− ẑ|2
H1(T̂)

.

Collecting these two inequalities, reverting to T̃ , and using the regularity of Th, we derive∫
e

|uh · nT |
(
(%h(z)− z)ext)2 ds ≤ c6

|e|

|T̃|
h2

T̃
‖uh‖L∞(T̃)|%h(z)− z|2

H1(T̃)

≤ c7σ
2
0 hT̃‖uh‖L∞(T̃)|%h(z)− z|2

H1(T̃)
.

(2.4.30)

All the other terms are easily bounded and (2.4.27) follows by summing the above inequali-
ties over all T in Th and applying Young’s inequality.

As in Section 2.4.1, because � is convex, by slightly restricting the mesh as in
Remark 2.1.17, we have uh uniformly bounded in L∞. Then by substituting (2.1.51) into
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(2.4.27), we derive the following error bound for small enough data and smooth enough
solutions, if the hypotheses of Theorem 2.4.4 and (2.1.45) hold (again, for simplicity we do
not detail the constants):

ν‖zh − z‖2L2(�)
≤ C

(
‖%h(z)− z‖2L2(�)

+ |u− Ph(u)|2H1(�)
+ ‖p− rh( p)‖2L2(�)

+

∑
T∈Th

hT |z− %h(z)|
2
H1(T)

)
. (2.4.31)

Of course, by suitably changing the constants, the boundary term

α
∑
T∈Th

1

2

∫
∂T−

|uh · nT |((zh − z)ext
− (zh − z)int)2ds

is also bounded by the right-hand side of (2.4.31). When the mini-element or the Bernardi–
Raugel element are used in this scheme, the choice k = 1 in the definition of Zh yields an
error of order h if z is in H3/2(�), in which case it belongs automatically to W1,r(�) because
r is supposed to be close to 2. Of course, the convexity assumption on the domain implies
that u is in H2(�)2 and p in H1(�). Finally, we infer from (2.4.31) that approximating z by
piecewise constant functions (i.e., k = 0) yields an error of the order of h1/2 when z belongs
to W1,r(�).



Chapter 3

Discretizing the Time-Dependent
No-Slip Problem

3.1. Introduction

In this chapter, we first split the time-dependent problem (1.1.1)–(1.1.2) in a bounded, con-
nected Lipschitz domain� of IR2, with a homogeneous Dirichlet boundary condition on ∂�.
Considering the a priori estimates of Section 1.3.1, we formulate the problem as follows. For
given real numbers T > 0, ν > 0, and α > 0, f given in L2(0,T;H(curl, �)), and u0 given
in Vα , find u ∈ L∞(0,T;Vα) ∩ H1(0,T;V) and p ∈ L2(0,T,L2

0(�)), solution of

∂

∂t
(u− α1u)− ν 1u+ curl(u− α1u)× u+∇ p = f in �×]0, T[,

u(0) = u0 in �,
(3.1.1)

the divergence-free condition and the homogeneous Dirichlet boundary condition on ∂�
being prescribed on the functions of Vα . Recall that H(curl, �) is defined in (1.1.15):

H(curl, �) = {v ∈ L2(�)2; curl v ∈ L2(�)},

and Vα is defined in (1.4.1):

Vα = {v ∈ V; α curl1 v ∈ L2(�)},

where, in this case,

V = {v ∈ H1
0(�)

2
; div v = 0 in �}.

This problem is split into a linearized time-dependent system and a time-dependent trans-
port equation, equivalent to (3.1.1). Next, we semi-discretize these two problems in time
with a backward Euler scheme. This scheme is used in Saadouni [2007] and in Girault
and Saadouni [2007] to establish global existence in time of a solution of the split prob-
lem, for all data, in a Lipschitz domain. Finally, we discretize in space this semi-discrete
scheme with the finite elements methods studied in Chapter II and establish convergence
and error estimates under no CFL condition. We discretize the transport equation with cen-
tered schemes, but to save space we only discuss Discontinuous Galerkin upwind schemes.

81
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Part of the material presented in this chapter is taken from Saadouni [2007] and Abboud
and Sayah [2009].

The theoretical and numerical analysis of time-dependent problems usually rely on the
following Gronwall’s Lemma and its discrete counterparts.

Lemma 3.1.1. Let T > 0 and let κ be a non-negative function in L1(0,T). Let C ≥ 0 be a
constant and ϕ ∈ C0([0,T]) a function satisfying

∀t ∈ [0,T], 0 ≤ ϕ(t) ≤ C +

t∫
0

κ(s)ϕ(s) ds. (3.1.2)

Then ϕ verifies the bound

∀t ∈ [0,T], ϕ(t) ≤ Cexp

 t∫
0

κ(s) ds

. (3.1.3)

Lemma 3.1.2. Let (an)n≥0, (bn)n≥0, and (cn)n≥0 be three sequences of non-negative real
numbers, such that (cn)n≥0 is monotonic increasing,

a0 + b0 ≤ c0,

and there exists a real number λ > 0 such that

∀n ≥ 1, an + bn ≤ cn + λ

n−1∑
m=0

am. (3.1.4)

Then these sequences are bounded by

∀n ≥ 0, an + bn ≤ cnenλ. (3.1.5)

Lemma 3.1.3. Let A > 0 and let (ζn)n≥0 and (bn)n≥1 be two sequences of non-negative real
numbers satisfying

∀n ≥ 1, ζn ≤ (1+ A)ζn−1 + bn. (3.1.6)

Then for all n ≥ 1, ζn satisfies the bound

ζn ≤ (1+ A)nζ0 +

n∑
i=1

bi(1+ A)n−i. (3.1.7)

Because we are dealing with a nonlinear time-dependent problem, we require compact-
ness in time in order to pass to the limit in the semi-discrete problem. For this, we shall use
the following theorem established by Simon [1990]. It generalizes the Aubin–Lions Lemma,
see Lions [1969] or Showalter [1997].
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Theorem 3.1.4. Let X, E, Y be three Banach spaces with continuous imbeddings: X ⊂ E ⊂
Y, the imbedding of X into E being compact. Then for any number q ∈ [1,∞], the space

{v ∈ Lq(0,T;X);
∂v

∂t
∈ L1(0,T;Y)} (3.1.8)

is compactly imbedded into Lq(0,T;E).

It will also be convenient to use the norm ‖ · ‖α defined by

‖v‖α =
(
‖v‖2L2(�)

+ α|v|2H1(�)

)1/2
, (3.1.9)

and the space

W = {(v, q) ∈ L∞(0,T;Vα)× L2(0,T;L2
0(�));

∂v
∂t
∈ L2(0,T;V)}. (3.1.10)

3.1.1. The transient tranport equation in arbitrary dimension

By analogy with the steady case, the subsequent analysis relies on sharp estimates for the
solution of a time-dependent transport equation: Find z ∈ L∞(0,T;L2(�)) satisfying

a.e. in �×]0, T[,
∂z

∂t
+ γ u · ∇ z = f , (3.1.11)

a.e. in �, z(0) = z0, (3.1.12)

where

u · ∇ z = u1
∂z

∂x1
+ u2

∂z

∂x2
,

with the data: γ 6= 0, f given in L2(�×]0, T[), z0 given in L2(�). Because any solution
z ∈ L∞(0,T;L2(�)) of (3.1.11)–(3.1.12) belongs to H1(0,T;W−1,q(�)), where

q =
d

d − 1
if d ≥ 3, q < 2 if d = 2,

the initial condition (3.1.12) makes sense. Establishing existence of a solution of (3.1.11)–
(3.1.12) is straightforward. For instance, semi-discretization in time (which regularizes the
effect of the time derivative) gives readily the following result.

Proposition 3.1.5. Let � ⊂ IRd be bounded and Lipschitz-continuous. For any real num-
bers T > 0, γ 6= 0 and any functions u in L2(0,T;W), f in L2(�×]0, T[), and z0 in L2(�),
problem (3.1.11)–(3.1.12) has at least one solution z in L∞(0,T;L2(�)), and this solution
satisfies the bound

‖z‖2L∞(0,T;L2(�))
≤

(
‖z0‖

2
L2(�)

+ ‖ f‖2L2(�×]0,T[)

)
exp(T). (3.1.13)
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But again, proving uniqueness is not straightforward, considering the low regularity of
the domain and of the driving velocity. By adapting the regularization technique of
Theorem 1.3.8, Girault and Scott [2010] establish the following uniqueness result.

Theorem 3.1.6. Let � ⊂ IRd be bounded and Lipschitz-continuous. For any real numbers
T > 0, γ 6= 0 and any functions u in L2(0,T;W), f in L2(�×]0, T[), and z0 in L2(�),
problem (3.1.11)–(3.1.12) has exactly one solution z in L∞(0,T;L2(�)).

When (3.1.11) has the additional term ν z in the left-hand side, as is the case subsequently:

a.e. in �×]0, T[,
∂z

∂t
+ ν z+ γ u · ∇ z = f , (3.1.14)

an easy variant of Theorem 3.1.6 gives:

Proposition 3.1.7. Let � ⊂ IRd be bounded and Lipschitz-continuous. For any real num-
bers T > 0, γ 6= 0, and ν > 0, and any functions u in L2(0,T;W), f in L2(�×]0, T[), and
z0 in L2(�), problem (3.1.14), (3.1.12) has exactly one solution z in L∞(0,T;L2(�)) and
this solution is bounded as follows

‖z‖2L∞(0,T;L2(�))
≤ ‖z0‖

2
L2(�)

+
1

2ν
‖ f‖2L2(�×]0,T[),

‖z‖2L2(0,T;L2(�))
≤

1

ν
‖z0‖

2
L2(�)

+
1

ν2
‖ f‖2L2(�×]0,T[).

(3.1.15)

For adequate data, the unique solution of (3.1.14), (3.1.12) belongs to Lp or W1,p in space.
This can be derived from a semi-discrete approximation of (3.1.14), (3.1.12) and is post-
poned to the end of Section 3.2.2.

3.2. Splitting the problem

In this section, we consider again a bounded, connected, Lipschitz domain in IR2, and we
retain the above assumptions on the data: T > 0, α > 0, and ν > 0 are given real numbers,
f is given in L2(0,T;H(curl, �)) and u0 is given in Vα .

Let us revert to Section 1.4.1. Recall (1.4.4) and (1.4.5) defining the auxiliary variable z
and its vector product with u:

z = curl(u− α1u), z = (0, 0, z),

div z = 0, z× u = (−zu2, zu1).

Then by substituting the expression for z into the first row of (3.1.1), we obtain the following
linearized system: Find u ∈ H1(0,T;V) and p ∈ L2(0,T,L2

0(�)) such that

∂

∂t
(u− α1u)− ν1u+ z× u+∇ p = f a.e. in �×]0, T[,

u(0) = u0 a.e. in �. (3.2.1)
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As for the steady problem, we note that the variational formulation of (3.2.1) only requires
that u take its values in V . Then, we take formally the curl of both sides of this equation, and
taking advantage of (1.3.13),

curl(z× u) = u · ∇ z,

we obtain a transport equation, after multiplying both sides by α: Find z ∈ L∞(0,T;L2(�)),
such that

α
∂z

∂t
+ ν z+ α u · ∇ z = ν curl u+ α curl f a.e. in �×]0, T[,

z(0) = z0 = curl(u0 − α1u0) a.e. in �.

(3.2.2)

It is established in Girault and Saadouni [2007] that the coupled problem (3.2.1)–(3.2.2)
is equivalent to the original system (3.1.1). More precisely, we have:

Proposition 3.2.1. For all real numbers T > 0, α > 0, and ν > 0, all functions f ∈
L2(0,T;H(curl, �)) and u0 ∈ Vα , problems (3.1.1) and (3.2.1)–(3.2.2) are equivalent.

Moreover, all solutions of (3.2.1)–(3.2.2) satisfy the following unconditional a priori esti-
mates. The estimates for u are straightforward and those for z follow from Proposition 3.1.7.

Proposition 3.2.2. For all real numbers T > 0, α > 0, and ν > 0, all functions f ∈
L2(0,T;H(curl, �)) and u0 ∈ Vα , any solution (u, p, z) in W × L2(�) of (3.2.1)–(3.2.2)
satisfies almost everywhere in ]0,T[:

‖u(t)‖2α ≤ ‖u0‖
2
α +

S2
2

2ν
‖ f‖2L2(�×]0,t[),

ν‖∇ u‖2L2(�×]0,t[) ≤ ‖u0‖
2
α +

S2
2

ν
‖ f‖2L2(�×]0,t[), (3.2.3)

‖z(t)‖2L2(�)
≤

1

α
‖u0‖

2
α + ‖z0‖

2
L2(�)

+
S2

2

αν
‖ f‖2L2(�×]0,t[) +

α

ν
‖curl f‖2L2(�×]0,t[), (3.2.4)

‖z‖2L2(�×]0,t[) ≤
2

ν
‖u0‖

2
α +

α

ν
‖z0‖

2
L2(�)

+
2

ν2

(
S2

2‖ f‖2L2(�×]0,t[) + α
2
‖curl f‖2L2(�×]0,t[)

)
, (3.2.5)

t∫
0

∥∥∥∥∂u
∂t

∥∥∥∥2

α

dt ≤ ν|u0|
2
H1(�)

+ ‖ f‖2L2(�×]0,t[)

+
S4

4

αν
‖z‖2L∞(]0,t[;L2(�))

(
‖u0‖

2
α +

S2
2

ν
‖ f‖2L2(�×]0,t[)

)
, (3.2.6)
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‖p‖2L2(�×]0,t[) ≤
3

β2

(
S2

2

(
ν|u0|

2
H1(�)

+ 2‖ f‖2L2(�×]0,t[)

)
+

S4
4

ν
‖z‖2L∞(]0,t[;L2(�))

(
‖u0‖

2
α +

S2
2

ν
‖ f‖2L2(�×]0,t[)

)
(1+

S2
2

α
)

)
.

(3.2.7)

3.2.1. Further a priori estimates for the velocity and pressure

When� is a polygon, we can sharpen the a priori estimates of the velocity and pressure part
of the solutions of (3.2.1)–(3.2.2).

Theorem 3.2.3. Let � be a connected polygon. For all real numbers T > 0, α > 0 and
ν > 0, all functions f ∈ L2(0,T;H(curl, �)) and u0 ∈ Vα , the velocity and pressure part of
any solution (u, p, z) in W × L2(�) of (3.2.1)–(3.2.2) has the following regularity

u ∈ H1(0,T;W2,4/3(�)2), p ∈ L2(0,T;W1,4/3(�)), (3.2.8)

and satisfies the following a priori estimates a.e. in ]0,T[ (for simplicity, we do not detail
the constants):

‖u(t)‖W2,4/3(�) ≤ ‖u0‖W2,4/3(�) + C

(∥∥∥∥∂u
∂t

∥∥∥∥
L2(�×]0,t[)

+ ‖z‖L∞(]0,t[;L2(�))‖u‖L∞(0,t;H1(�)2) + ‖ f‖L2(�×]0,t[)

)
, (3.2.9)

‖p‖L2(0,t;W1,4/3(�)) ≤ C

(∥∥∥∥∂u
∂t

∥∥∥∥
L2(�×]0,t[)

+ ‖z‖L∞(]0,t[;L2(�))‖u‖L2(0,t;H1(�)2) + ‖ f‖L2(�×]0,t[)

)
, (3.2.10)

∥∥∥∥∂u
∂t

∥∥∥∥
L2(0,t;W2,4/3(�))

≤ C

(∥∥∥∥∂u
∂t

∥∥∥∥
L2(�×]0,t[)

+ ‖1u‖L2(0,t;L4/3(�)2) + ‖z‖L∞(]0,t[;L2(�))‖u‖L2(0,t;H1(�)2) + ‖ f‖L2(�×]0,t[)

)
.

(3.2.11)

If in addition, � is convex, then

u ∈ H1(0,T;H2(�)2), p ∈ L2(0,T;H1(�)), (3.2.12)

and

‖u(t)‖H2(�) ≤ C

(∥∥∥∥∂u
∂t

∥∥∥∥
L2(�×]0,t[)

+ ‖z‖L∞(]0,t[;L2(�)) + ‖ f‖L2(�×]0,t[)

)
+ ‖u0‖H2(�), (3.2.13)
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‖p‖L2(0,t;H1(�)) ≤ C

(∥∥∥∥∂u
∂t

∥∥∥∥
L2(�×]0,t[)

+ ‖z‖L∞(]0,t[;L2(�)) + ‖ f‖L2(�×]0,t[)

)
,

(3.2.14)∥∥∥∥∂u
∂t

∥∥∥∥
L2(0,T;H2(�)2)

≤ C

(∥∥∥∥∂u
∂t

∥∥∥∥
L2(�×]0,t[)

+ ‖1u‖L2(0,t;L2(�)2) + ‖z‖L∞(]0,t[;L2(�)) + ‖ f‖L2(�×]0,t[)

)
. (3.2.15)

Proof. A detailed proof can be found in Saadouni [2007], but it is sketched here for the
reader’s convenience because its argument will be used in the sequel. We set

w = α
∂u
∂t
+ ν u, g = f −

∂u
∂t
− z× u.

Then the pair (w, p) is the solution of the steady Stokes system, almost everywhere in ]0,T[:

−1w+∇ p = g, div w = 0 in �, w = 0 on ∂�. (3.2.16)

But g ∈ L2(0,T;L4/3(�)2), as f ∈ L2(�×]0, T[)2, z ∈ L∞(0,T;L2(�)), and (u, p) ∈
W . Hence Theorem 1.1.6 implies that w is in L2(0,T;W2,4/3(�)2) and p in
L2(0,T;W1,4/3(�)). In turn, because 1w is in L2(0,T;L4/3(�)2), recalling the definition
of w, we infer that

∂

∂t
(e

ν
α

t1u) ∈ L2(0,T;L4/3(�)2). (3.2.17)

Assuming for the moment that u0 belongs to W2,4/3(�)2, (3.2.17) implies that 1u belongs
to L∞(0,T;L4/3(�)2). Then (3.2.8) follows from Theorem 1.1.1 and the definition of w.
It remains to prove that u0 is in W2,4/3(�)2. This is established by an easy variant of
Lemma 1.4.10. Indeed, for proving this regularity, convexity of the domain is not neces-
sary and it can be shown that in any polygon, u0 ∈ Vα implies u0 ∈ W2,4/3(�)2. In fact, this
last argument proves directly that u belongs to L∞(0,T;W2,4/3(�)2), but it does not yield
the regularity of p. Moreover, the above proof will be used further on because it only relies
on (3.2.1) but not on (1.4.4).

Finally (3.2.12) follows easily by the same argument, because (3.2.8) implies that z× u
belongs to L∞(0,T;L2(�)2). All estimates are straightforward consequences of the above
arguments and the continuous dependence of the solution of the Laplace and Stokes equa-
tions on their data.

We can also establish improved a priori estimates first for z and next for u, but these will
be more conveniently derived from the semi-discrete scheme below.

3.2.2. A semi-discrete scheme

A solution of (3.2.1)–(3.2.2) can be constructed as the limit of the solutions of the following
semi-discrete scheme. Let N > 1 be an integer, define the time step k by

k =
T

N
,



88 V. Girault and F. Hecht Chapter 3

and the subdivision points by tn = n k. For each n ≥ 1, we approximate f (tn) by its average
defined almost everywhere in �:

f n(x) =
1

k

tn∫
tn−1

f (x, s) ds. (3.2.18)

We set

u0
= u0, z0

= z0 = curl(u0 − α1u0). (3.2.19)

Clearly, for each n, f n belongs to H(curl, �) and by assumption, z0 is in L2(�). Let us
solve (3.2.1)–(3.2.2) by semi-discretization in time (i.e., exact in space and discrete in time):
Knowing u0

∈ Vα and z0
∈ L2(�), find sequences (un)n≥1, (zn)n≥1, and ( pn)n≥1 such that

un
∈ V , zn

∈ L2(�), and pn
∈ L2

0(�) solve for 1 ≤ n ≤ N,

1

k
(un
− un−1)− α

1

k
1(un

− un−1)− ν1un
+ zn−1

× un
+∇ pn

= f n in �,

(3.2.20)

α
1

k
(zn
− zn−1)+ νzn

+ α un
· ∇ zn

= ν curl un
+ α curl f n in �. (3.2.21)

Given zn−1 and un−1, (3.2.20) is essentially a steady Stokes problem, and it is easy to check
that it has a unique solution (un, pn). In turn, given un and zn−1, (3.2.21) is a steady transport
equation, and owing to Proposition 1.3.9, it has a unique solution because curl f n belongs to
L2(�).

A priori estimates and convergence
The following proposition gives basic uniform a priori estimates for (un)n≥1 and (zn)n≥1. Its
proof is a straightforward variant of that of (1.4.13) and (1.4.18).

Proposition 3.2.4. The sequences (un)n≥1 and (zn)n≥1 satisfy the following uniform a
priori estimates for 1 ≤ n ≤ N:

‖un
‖

2
α +

n∑
i=1

‖ui
− ui−1

‖
2
α ≤

S2
2

2ν
‖ f‖2L2(�×]0,tn[) + ‖u

0
‖

2
α, (3.2.22)

‖zn
‖

2
L2(�)

+

n∑
i=1

‖zi
− zi−1

‖
2
L2(�)

≤
S2

2

αν
‖ f‖2L2(�×]0,tn[) +

α

ν
‖curl f‖2L2(�×]0,tn[)

+
1

α
‖u0
‖

2
α + ‖z

0
‖

2
L2(�)

. (3.2.23)

As is usual for transient incompressible flow problems, an estimate for the pressure can
only be obtained by deriving first an estimate for the derivative of the velocity; here this cor-
responds to the difference quotient of the velocity. This is the object of the next proposition.
We skip the proof, which is straightforward.
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Proposition 3.2.5. Let

Cz = sup
0≤n≤N−1

‖zn
‖L2(�).

The sequences ((un
− un−1)/k)n≥1 and ( pn)n≥1 satisfy the following uniform a priori esti-

mates for 1 ≤ n ≤ N:

n∑
i=1

1

k
‖ui
− ui−1

‖
2
α ≤ ν|u

0
|
2
H1(�)

+ ‖ f‖2L2(�×]0,tn[)

+
1

αν
S4

4C2
z

(
‖u0
‖

2
α +

S2
2

ν
‖ f‖2L2(�×]0,tn[)

)
, (3.2.24)

n∑
i=1

k‖pi
‖

2
L2(�)

≤
3

β2

(
S2

2

(
ν|u0
|
2
H1(�)

+ 2‖ f‖2L2(�×]0,tn[)

)
+ C2

z
S4

4

ν

(
‖u0
‖

2
α +

S2
2

ν
‖ f‖2L2(�×]0,tn[)

)
(1+

S2
2

α
)

)
. (3.2.25)

For passing to the limit in (3.2.20)–(3.2.21), it is convenient to transform the sequences
(un), ( pn), and (zn) into functions. Because both (un) and (zn) need to be “differentiated,”
we define the piecewise linear functions in time as follows:

∀t ∈ [tn, tn+1], uk(t) = un
+

t − tn
k

(un+1
− un), 0 ≤ n ≤ N − 1,

∀t ∈ [tn, tn+1], zk(t) = zn
+

t − tn
k

(zn+1
− zn), 0 ≤ n ≤ N − 1.

Next, in view of the other terms in (3.2.20)–(3.2.21), we define the step functions:

∀t ∈]tn, tn+1], f k(t) = f n+1, 0 ≤ n ≤ N − 1,

∀t ∈]tn, tn+1], wk(t) = un+1, 0 ≤ n ≤ N − 1,

∀t ∈]tn, tn+1], pk(t) = pn+1, 0 ≤ n ≤ N − 1,

∀t ∈]tn, tn+1], ζk(t) = zn+1, 0 ≤ n ≤ N − 1,

∀t ∈ [tn, tn+1[, λk(t) = zn, 0 ≤ n ≤ N − 1.

With this notation, (3.2.20)–(3.2.21) read

∂uk

∂t
− α

∂1 uk

∂t
− ν1wk + λk × wk +∇ pk = f k a.e. in �×]0, T[,

α
∂zk

∂t
+ ν ζk + α wk · ∇ ζk = ν curl wk + α curl f k a.e. in �×]0, T[.

The uniform bounds of Propositions 3.2.4 and 3.2.5 imply that uniformly uk and wk are
bounded in L∞(0,T;H1(�)2), pk is bounded in L2(�×]0, T[), and zk, ζk, and λk are
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bounded in L∞(0,T;L2(�)). Moreover, an easy calculation shows that on one hand

lim
k→0

( f k − f ) = 0 strongly in L2(�×]0, T[)2,

and on the other hand,

‖wk − uk‖
2
L2(0,T;H1(�)2)

≤
1

3
k

N∑
n=1

|un
− un−1

|
2
H1(�)

,

‖ζk − zk‖
2
L2(�×]0,T[) ≤

1

3
k

N∑
n=1

‖zn
− zn−1

‖
2
L2(�)

,

‖λk − zk‖
2
L2(�×]0,T[) ≤

1

3
k

N∑
n=1

‖zn
− zn−1

‖
2
L2(�)

.

(3.2.26)

The following convergence results are established in Girault and Saadouni [2007].

Proposition 3.2.6. There exist functions u ∈ H1(0,T;V), p ∈ L2(0,T;L2
0(�)) and z ∈

L∞(0,T;L2(�)) such that a subsequence of k, still denoted by k, satisfies:

lim
k→0

uk = lim
k→0

wk = u weakly * in L∞(0,T;V),

lim
k→0

zk = lim
k→0

ζk = lim
k→0

λk = z weakly * in L∞(0,T;L2(�)),

lim
k→0

pk = p weakly in L2(0,T;L2
0(�)),

lim
k→0

∂

∂t
uk =

∂

∂t
u weakly in L2(0,T;V).

Furthermore,

lim
k→0

(wk − uk) = 0 strongly in L2(0,T;H1(�)2),

lim
k→0

(ζk − zk) = lim
k→0

(λk − zk) = 0 strongly in L2(�×]0, T[),

lim
k→0

uk = u strongly in L2(0,T;L4(�)2). (3.2.27)

Again, we skip the proof, which is straightforward. In particular, the strong convergence
of uk in (3.2.27) follows from the fact that (uk) is bounded uniformly in H1(0,T;H1

0(�)
2)

and because the imbedding of H1(�) into L4(�) is compact, Theorem 3.1.4 implies that uk

converges strongly to u in L2(0,T;L4(�)2).
Proposition 3.2.6 is sufficient to establish existence of a solution of problem (3.1.1), but

beforehand we prove sharper estimates for the semi-discrete solution.

Further a priori estimates for the semi-discrete solution
First, we show that the solution (un, pn) of (3.2.20) satisfies the analogs of (3.2.9)–(3.2.11),
and (3.2.13)–(3.2.15).
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Theorem 3.2.7. If � is a connected polygon, then all un belong to W2,4/3(�)2, all pn

belong to W1,4/3(�), and there exists a constant C1, independent of n and k, such that

sup
1≤n≤N

‖un
‖W2,4/3(�) +

(
N∑

n=1

k|pn
|
2
W1,4/3(�)

)1/2

+

(
N∑

n=1

1

k
‖un
− un−1

‖
2
W2,4/3(�)

)1/2

≤ C1. (3.2.28)

Hence the following weak limits hold up to subsequences:

lim
k→0

uk = u weakly in H1(0,T;W2,4/3(�)2),

lim
k→0

pk = p weakly in L2(0,T;W1,4/3(�)).

If in addition, � is convex, then all un belong to H2(�)2, all pn belong H1(�), and there
exists a constant C2, independent of n and k, such that

sup
1≤n≤N

‖un
‖H2(�) +

(
N∑

n=1

k|pn
|
2
H1(�)

)1/2

+

(
N∑

n=1

1

k
‖un
− un−1

‖
2
H2(�)

)1/2

≤ C2.

(3.2.29)

Thus, up to subsequences,

lim
k→0

uk = u weakly in H1(0,T;H2(�)2),

lim
k→0

pk = p weakly in L2(0,T;H1(�)).

Proof. The proof is a semi-discrete analog of that of Theorem 3.2.3. For 1 ≤ n ≤ N, set

ϕn
=
α

k
(un
− un−1)+ ν un.

By (3.2.20), for each n the pair (ϕn, pn) solves a Stokes problem with data gn defined by

gn
= −

1

k
(un
− un−1)− zn−1

× un
+ f n,

to be specific, the pair (ϕn, pn) ∈ V × L2
0(�) satisfies

−1ϕn
+∇ pn

= gn in �. (3.2.30)

But for each n, gn belongs to L4/3(�)2:

‖gn
‖L4/3(�) ≤ |�|

1/4 1

k
‖un
− un−1

‖L2(�) + S4Cz|un
|H1(�) + |�|

1/4
‖ f n
‖L2(�).

(3.2.31)
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Hence Theorem 1.1.6 implies that ϕn is in W2,4/3(�)2, and there exists a constant c1, such
that

‖ϕn
‖W2,4/3(�) + |p

n
|W1,4/3(�) ≤ c1‖gn

‖L4/3(�), (3.2.32)

where all constants ci below are independent of n and k. Therefore, combining the expression
of ϕn with (3.2.31) substituted into (3.2.32), we obtain(α

k
+ ν

)
‖un
‖W2,4/3(�) ≤

α

k
‖un−1

‖W2,4/3(�) + c1

(
|�|1/4

1

k
‖un
− un−1

‖L2(�)

+ S4Cz|un
|H1(�) + |�|

1/4
‖ f n
‖L2(�)

)
.

By summing over n and multiplying by k, this yields for 1 ≤ n ≤ N,

‖un
‖W2,4/3(�) ≤ ‖u0‖W2,4/3(�) +

c1

α

√
T

|�|1/4 ( n∑
i=1

1

k
‖ui
− ui−1

‖
2
L2(�)

)1/2

+
√

TS4Cz sup
1≤i≤n

|ui
|H1(�) + |�|

1/4
‖ f‖L2(�×]0,tn[)

)
. (3.2.33)

Then the first part of (3.2.28) follows by substituting (3.2.22) and (3.2.24) into (3.2.33).
Similarly, we easily derive for 1 ≤ n ≤ N,

n∑
i=1

k|pi
|
2
W1,4/3(�)

≤ 3c2
1

(
|�|1/2

n∑
i=1

1

k
‖ui
− ui−1

‖
2
L2(�)

+ S2
4C2

z

n∑
i=1

k|ui
|
2
H1(�)

+ |�|1/2‖ f‖2L2(�×]0,tn[)

)
.

(3.2.34)

The bound for the difference quotient stems from (3.2.32)–(3.2.34):

n∑
i=1

1

k
‖ui
− ui−1

‖
2
W2,4/3(�)

≤
4

α2
c2

1

(
|�|1/2

n∑
i=1

1

k
‖ui
− ui−1

‖
2
L2(�)

+ ν2
n∑

i=1

k‖1ui
‖

2
L4/3(�)

+ S2
4C2

z

n∑
i=1

k|ui
|
2
H1(�)

+ |�|1/2‖ f‖2L2(�×]0,tn[)

)
.

Next, (3.2.28) implies that un is bounded in L∞, for 1 ≤ n ≤ N,

‖un
‖L∞(�) ≤ Cu. (3.2.35)

Hence for each n, gn belongs to L2(�)2:

‖gn
‖L2(�) ≤

1

k
‖un
− un−1

‖L2(�) + CuCz + ‖ f n
‖L2(�),
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and if � is convex, Theorem 1.1.5 implies that ϕn belongs to H2(�)2, and there exists a
constant c2, such that

‖ϕn
‖H2(�) + |p

n
|H1(�) ≤ c2‖gn

‖L2(�). (3.2.36)

Thus, we conclude as above, for 1 ≤ n ≤ N,

‖un
‖H2(�) ≤

c2

α

√
T

( n∑
i=1

1

k
‖ui
− ui−1

‖
2
L2(�)

)1/2

+ CuCz
√

T + ‖ f‖L2(�×]0,tn[)


+ ‖u0‖H2(�).

Likewise, we have for 1 ≤ n ≤ N,

n∑
i=1

k|pi
|
2
H1(�)

≤ 3c2
2

(
n∑

i=1

1

k
‖ui
− ui−1

‖
2
L2(�)

+ C2
uC2

z T + ‖ f‖2L2(�×]0,tn[)

)
.

Finally,

n∑
i=1

1

k
‖ui
− ui−1

‖
2
H2(�)

≤
4

α2
c2

2

(
n∑

i=1

1

k
‖ui
− ui−1

‖
2
L2(�)

+ ν2
n∑

i=1

k‖1ui
‖

2
L2(�)

+ C2
uC2

z T + ‖ f‖2L2(�×]0,tn[)

)
.

Then (3.2.29) follows from these three bounds.

Without further information on zn, (3.2.29) cannot be improved, because it reduces to
a Stokes system with data in L2. Therefore, we now prove that zn satisfies the analog of
(1.3.25).

Proposition 3.2.8. Let � be a connected polygon and r ∈ [2, 4]. If z0 ∈ Lr(�) and
curl f ∈ L2(0,T;Lr(�)), then the solution zn of (3.2.21) belongs to Lr(�) and there exists a
constant C3, independent of n and k, such that

sup
1≤n≤N

‖zn
‖Lr(�) ≤ C3. (3.2.37)

Therefore,

lim
k→0

zk = z weakly * in L∞(0,T;Lr(�)).

Proof. The proof is a simpler version of that of the preceding theorem. Let n ≥ 1; with the
notation

`n
=
α

k
zn−1
+ ν curl un

+ α curl f n,
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(3.2.21) reduces to the transport equation(α
k
+ ν

)
zn
+ α un

· ∇ zn
= `n. (3.2.38)

Now, we proceed by induction. Assuming that zn−1 is in Lr(�), which is true for z0, it
follows from (3.2.28) and the imbedding of W2,4/3 into W1,4, that `n is in Lr(�), and

‖`n
‖Lr(�) ≤

α

k
‖zn−1

‖Lr(�) +
√

2ν |un
|W1,r(�) + α ‖curl f n

‖Lr(�). (3.2.39)

Therefore, (1.3.25) yields in particular

α‖zn
‖Lr(�) ≤ α‖z

n−1
‖Lr(�) +

√
2νk|un

|W1,r(�) + αk‖curl f n
‖Lr(�).

Then summing over n, we obtain, for 1 ≤ n ≤ N,

‖zn
‖Lr(�) ≤ ‖z

0
‖Lr(�) +

√
2
ν

α
T sup

1≤i≤n
|ui
|W1,r(�) +

√
T‖curl f‖L2(0,tn;Lr(�)2),

(3.2.40)

whence (3.2.37).

This result permits to improve the statement of Theorem 3.2.7 and derive in particular a
bound for un in W1,∞.

Corollary 3.2.9. Let � be a convex polygon, and let r� > 2 be the number defined in
Theorem 1.1.9. If, for some r ∈ [2, r�], f ∈ L2(0,T;Lr(�)2), curl f ∈ L2(0,T;Lr(�)), and
z0
∈ Lr(�), then all pairs (un, pn) belong to W2,r(�)2 ×W1,r(�) for 1 ≤ n ≤ N, and there

exists a constant C4, independent of n and k, such that

sup
1≤i≤N

‖un
‖W2,r(�) +

(
N∑

n=1

k|pn
|
2
W1,r(�)

)1/2

+

(
N∑

n=1

1

k
‖un
− un−1

‖
2
W2,r(�)

)1/2

≤ C4.

(3.2.41)

Thus,

lim
k→0

uk = u weakly in H1(0,T;W2,r(�)2),

lim
k→0

pk = p weakly in L2(0,T;W1,r(�)).

Proof. The proof follows the lines of Theorem 3.2.7. With the same notation, we have gn

in Lr(�)2 for 1 ≤ n ≤ N:

‖gn
‖Lr(�) ≤

Sr

k
|un
− un−1

|H1(�) + ‖z
n−1
‖Lr(�)‖un

‖L∞(�) + ‖ f n
‖Lr(�).

Thus, Theorem 1.1.9 implies that there exists a constant c, such that

‖un
‖W2,r(�) ≤ ‖u

n−1
‖W2,r(�)

+ c
k

α

(
Sr

k
|un
− un−1

|H1(�) + Cu‖z
n−1
‖Lr(�) + ‖ f n

‖Lr(�)

)
,
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where Cu is the constant of (3.2.35). By summing, we readily obtain for 1 ≤ n ≤ N,

‖un
‖W2,r(�) ≤ ‖u

0
‖W2,r(�) +

c

α

√
T

Sr

(
n∑

i=1

1

k
|ui
− ui−1

|
2
H1(�)

)1/2

+ Cu
√

T

(
sup

0≤i≤n−1
‖zi
‖Lr(�)

)
+ ‖ f‖L2(0,tn;Lr(�)2)

)
.

(3.2.42)

Similarly, we easily derive that

n∑
i=1

k|pi
|
2
W1,r(�)

≤ 3c2

(
S2

r

n∑
i=1

1

k
|ui
− ui−1

|
2
H1(�)

+ C2
uT

(
sup

0≤i≤n−1
‖zi
‖

2
Lr(�)

)
+ ‖ f‖2L2(0,tn;Lr(�)2)

)
.

(3.2.43)

Finally,

n∑
i=1

1

k
‖ui
− ui−1

‖
2
W2,r(�)

≤
4

α2
c2

(
S2

r

n∑
i=1

1

k
|ui
− ui−1

|
2
H1(�)

+ ν2
n∑

i=1

k‖1ui
‖

2
Lr(�)

+ C2
uT

(
sup

0≤i≤n−1
‖zi
‖

2
Lr(�)

)
+ ‖ f‖2L2(0,tn;Lr(�)2)

)
. (3.2.44)

Then (3.2.41) follows from (3.2.42)–(3.2.44), (3.2.37), and (3.2.24).

As a consequence, there exists a constant C∇u, independent of n and k, such that

sup
1≤n≤N

‖∇ un
‖L∞(�) ≤ C∇u. (3.2.45)

For sufficiently smooth data, this uniform bound enables to derive bounds for ∇ zn and the
difference quotient of zn.

Theorem 3.2.10. In addition to the assumptions of Corollary 3.2.9, suppose that z0 is in
H1(�) and curl f is in L2(0,T;H1(�)).

(1) Then there exists a real number k0 > 0 such that for all k ≤ k0 and all n with 1 ≤ n ≤ N,
zn belongs to H1(�) and

sup
1≤n≤N

|zn
|H1(�) +

(
N∑

n=1

1

k
‖zn
− zn−1

‖
2
L2(�)

)1/2

≤ C5, (3.2.46)

with a constant C5, independent of n and k. Therefore,

lim
k→0

zk = z weakly in H1(0,T;L2(�)) and weakly * in L∞(0,T;H1(�)).
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(2) If in addition, z0
∈ W1,r(�) and curl f ∈ W1,r(�) for some r ∈]2, r�[, then for all k ≤

k0, we have zn
∈ W1,r(�) for 1 ≤ n ≤ N and

sup
1≤n≤N

|zn
|W1,r(�) +

(
N∑

n=1

1

k
‖zn
− zn−1

‖
2
Lr(�)

)1/2

≤ C6, (3.2.47)

with a constant C6, independent of n and k. Similarly,

lim
k→0

zk = z weakly in H1(0,T;Lr(�)) and weakly * in L∞(0,T;W1,r(�)).

Proof. (1) We argue by induction. For n ≥ 1, assume that zn−1
∈ H1(�), which is true

for z0. Then, in view of (3.2.38) and Theorem 1.3.18, it follows from the regularity of f n,
(3.2.45), and the positivity of ν that zn

∈ H1(�) provided

k ≤
1

C∇u
. (3.2.48)

Let us make this assumption for the moment. As (3.2.48) is independent of n, it follows
by induction that indeed zn

∈ H1(�) for 0 ≤ n ≤ N and ∇ zn is the unique solution of the
transport equation(α

k
+ ν

)
wn
+ α un

· ∇ wn
+ α (∇ un)T wn

= `n, (3.2.49)

where

`n
=
α

k
∇ zn−1

+∇
(
curl(ν un

+ α f n)
)
. (3.2.50)

Then taking the scalar product of (3.2.49) with wn, and applying Young’s inequality, we
derive

|zn
|
2
H1(�)

− |zn−1
|
2
H1(�)

+ |zn
− zn−1

|
2
H1(�)

≤ 2k‖∇ un
‖L∞(�)|z

n
|
2
H1(�)

+
ν

α
k|curl un

|
2
H1(�)

+
α

ν
k|curl f n

|
2
H1(�)

.

Now, we write

|zn
|
2
H1(�)

≤ 2|zn
− zn−1

|
2
H1(�)

+ 2|zn−1
|
2
H1(�)

,

and we sharpen (3.2.48) by assuming that

k ≤
1

4C∇u
. (3.2.51)

By summing over n, this yields

|zn
|
2
H1(�)

+

n−1∑
i=1

|zi
− zi−1

|
2
H1(�)

≤ |z0
|
2
H1(�)

+ 4 C∇u

n−1∑
i=0

k|zi
|
2
H1(�)

+
2ν

α

n∑
i=1

k|ui
|
2
H2(�)

+
α

ν
‖curl f‖2L2(0,tn;H1(�))

.
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Hence the discrete Gronwall’s Lemma 3.1.2 gives for 1 ≤ n ≤ N

sup
1≤i≤n

|zi
|
2
H1(�)

≤

(
|z0
|
2
H1(�)

+
2ν

α

n∑
i=1

k|ui
|
2
H2(�)

+
α

ν
‖curl f‖2L2(0,tn;H1(�))

)
× exp(4C∇utn).

(3.2.52)

In turn, this uniform bound for ∇ zn yields a bound for the difference quotient:

n∑
i=1

1

k
‖zi
− zi−1

‖
2
L2(�)

≤
ν

α
‖z0
‖

2
L2(�)

+ 3

(
ν2

α2

n∑
i=1

k|ui
|
2
H1(�)

+ C2
u

n∑
i=1

k|zi
|
2
H1(�)

+ ‖curl f‖2L2(�×]0,tn[)

)
.

(2) Similarly, we infer by induction from Theorem 1.3.19, Corollary 3.2.9, and (3.2.48)
that zn belongs to W1,r(�) for 1 ≤ n ≤ N. Hence with the above notation, the function
|wn
|
r−2wn belongs to Lr′(�) where 1/r + 1/r′ = 1. Therefore, by taking the scalar product

of (3.2.49) and (3.2.50) with this function, and applying (3.2.45), we derive(
1− kC∇u+

ν

α
k
)
‖wn
‖Lr(�)≤‖wn−1

‖Lr(�)+ k
( ν
α
|curl un

|W1,r(�)+ |curl f n
|W1,r(�)

)
.

Now, assuming (3.2.51), we have

1− kC∇u ≥
3

4
,

and the above inequality reduces to

‖wn
‖Lr(�)≤

(
1+

4

3
kC∇u

)
‖wn−1

‖Lr(�)+
4

3
k
( ν
α
|curl un

|W1,r(�)+ |curl f n
|W1,r(�)

)
.

Then, it suffices to apply Lemma 3.1.3 with

A =
4

3
kC∇u, bn =

4

3
k
( ν
α
|curl un

|W1,r(�) + |curl f n
|W1,r(�)

)
.

More precisely, we easily derive that

n∑
i=1

bi(1+ A)n−i
≤ exp

(
4

3
C∇utn

)(
ν

αC∇u
sup

1≤i≤n
|curl ui

|W1,r(�)

+
2

√
6C∇u

‖curl f‖L2(0,tn;W1,r(�))

)
,

and Lemma 3.1.3 yields for 1 ≤ n ≤ N,

|zn
|W1,r(�) ≤ exp

(
4

3
C∇utn

)(
|z0
|W1,r(�) +

2
√

6C∇u
‖curl f‖L2(0,tn;W1,r(�))

+
ν

αC∇u
sup

1≤i≤n
|curl ui

|W1,r(�)

)
. (3.2.53)
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This gives a bound for the difference quotient in Lr:

n∑
i=1

1

k
‖zi
− zi−1

‖
2
Lr(�) ≤ 4

(
ν2

α2

n∑
i=1

k‖zi
‖

2
Lr(�) + C2

u

n∑
i=1

k|zi
|
2
W1,r(�)

+
ν2

α2

n∑
i=1

k‖curl ui
‖

2
Lr(�) + ‖curl f‖2L2(0,tn;Lr(�))

)
.

Another a priori estimate from an application to the transport equation
Let us revert to the time-dependent transport equations (3.1.14) and (3.1.12). In the statement
of Proposition 3.2.8, the value of the exponent r is restricted in order to guarantee that the
right-hand side of (3.2.21) is in Lr(�). But when the data f of (3.1.14) belongs to Lr(�),
this restriction is no longer necessary. Then, applying the above argument to a semi-discrete
scheme for (3.1.14) and (3.1.12), and passing to the limit, the next result follows easily from
Proposition 3.2.8 and Theorem 3.1.6.

Proposition 3.2.11. Let � ⊂ IRd be bounded and Lipschitz-continuous and let 2 < r <
∞. For any real numbers γ 6= 0 and ν > 0, and any functions u in L2(0,T;W), f in
L2(0,T;Lr(�)), and z0 in Lr(�), the solution z of problems (3.1.14), (3.1.12) belongs to
L∞(0,T;Lr(�)) and it satisfies

‖z‖L∞(0,T;Lr(�)) ≤ ‖z0‖Lr(�) +
√

T‖ f‖L2(0,T;Lr(�)). (3.2.54)

Similarly, Theorems 3.2.10 and 3.1.6 yield the following proposition.

Proposition 3.2.12. Let d = 2, 3 and let � ⊂ IRd be a bounded convex polygon or
polyhedron. For any real numbers T > 0, γ 6= 0, and ν > 0, and any functions u ∈
L2(0,T;W ∩W1,∞(�)d), f ∈ L2(0,T;H1(�)), and z0 ∈ H1(�), the unique solution z of
(3.1.14)–(3.1.12) belongs to L∞(0,T;H1(�)) ∩ H1(0,T;L2(�)) and

‖z‖L∞(0,T;H1(�)) ≤

(
|z0|

2
H1(�)

+
1

2ν
‖ f‖2L2(0,T;H1(�))

)1/2

exp(c1|γ |T),∥∥∥∥∂z

∂t

∥∥∥∥
L2(�×]0,T[)

≤

(
ν‖z0‖

2
L2(�)

+ 2‖ f‖2L2(�×]0,T[) + 2γ 2c2
2‖z‖

2
L∞(0,T;H1(�))

)1/2
,

(3.2.55)

where

c1 = ‖∇ u‖L∞(�×]0,T[), c2 = ‖u‖L2(0,T;L∞(�)d).

Let 2 < r <∞. If in addition, f ∈ L2(0,T;W1,r(�)), and z0 ∈ W1,r(�), the unique solution
z of (3.1.14), (3.1.12) belongs to L∞(0,T;W1,r(�)) ∩ H1(0,T;Lr(�)) and

‖z‖L∞(0,T;W1,r(�)) ≤

(
|z0|W1,r(�) +

1

ν
‖ f‖Lr(0,T;W1,r(�))

)
exp (c1|γ |T), (3.2.56)
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∂t

∥∥∥∥
L2(0,T;Lr(�))

≤
√

3
(
ν2
‖z‖2L2(0,T;Lr(�))

+ c2
2γ

2
‖z‖2L∞(0,T;W1,r(�))

+ ‖ f‖2L2(0,T;Lr(�))

)1/2
. (3.2.57)

When the first part of Theorem 3.2.7 is applied to (3.2.1) and Proposition 3.2.11 is applied
to (3.2.2), we obtain immediately the following a priori bound for the solution of (3.2.1)–
(3.2.2).

Proposition 3.2.13. Let r ∈ [2, 4], and let � be a connected polygon. If z0 ∈ Lr(�)

and curl f ∈ L2(0,T;Lr(�)), then all solutions (u, p, z) of (3.2.1)–(3.2.2) satisfy z ∈
L∞(0,T;Lr(�)) and a.e. in ]0, t[,

‖z(t)‖Lr(�)≤‖z0‖Lr(�)+
√

2
ν

α
t‖u‖L∞(0,t;W1,r(�)2)+

√
t‖curl f‖L2(0,t;Lr(�)). (3.2.58)

With Proposition 3.2.13, we can prove that ∇ u is bounded if � is a convex polygon or a
smooth domain. However, we shall see in the next section that convexity or regularity of �
imply uniqueness of the solution. Therefore, the boundedness of ∇ u and its consequences
will easily be deduced from the convergence of the semi-discrete solution.

3.2.3. Existence, regularity, and uniqueness

The convergences of Proposition 3.2.6 allow us to pass to the limit in (3.2.20)–(3.2.21) and
hence show unconditional existence of a solution of the coupled problem (3.2.1)–(3.2.2). As
this problem is equivalent to the original system (3.1.1), it also yields existence of a solution
to (3.1.1). The following theorem collects the results established so far.

Theorem 3.2.14. Let � be a bounded connected Lipschitz-continuous domain in two
dimensions.

(1) For any α > 0, ν > 0, f in L2(0,T;H(curl;�)), and u0 ∈ Vα , problem (3.1.1) has at
least one solution (u, p) in W . All solutions satisfy (3.2.3)–(3.2.7).

(2) If in addition, � is a polygon, all solutions satisfy also (3.2.9)–(3.2.11).

(3) If moreover � is a convex polygon or has a smooth boundary, all solutions satisfy also
(3.2.13)–(3.2.15).

(4) Finally, if � is a connected polygon, if r ∈ [2, 4], z0 ∈ Lr(�), and curl f ∈
L2(0,T;Lr(�)), then all solutions satisfy (3.2.58).

The arguments of the proof are standard, see Girault and Saadouni [2007]. The regular-
ity of the solution follows from Theorem 3.2.3. Additional regularity stems from Proposi-
tion 3.2.8, Corollary 3.2.9, Theorem 3.2.10, and Proposition 3.2.13.

Now, we can sharpen (3.2.27) and establish the strong convergence of uk in
C0(0,T;H1(�)2).

Theorem 3.2.15. Under the assumptions of Part 1 of Theorem 3.2.14, we have, up to sub-
sequences,

lim
k→0

sup
t∈[0,T]

‖u(t)− uk(t)‖α = 0. (3.2.59)
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Proof. We can write for a.e. t in [0,T]:

1

2
‖u(t)− uk(t)‖

2
α + ν‖∇(u− uk)‖

2
L2(�×]0,t[) = A− B− C, (3.2.60)

where

A =

t∫
0

((
∂

∂s
(u− uk),u

)
+ α

(
∂

∂s
∇(u− uk),∇ u

)
+ ν (∇(u− uk),∇ u)

)
ds,

B =

t∫
0

((
∂

∂s
(u− uk),uk − wk

)
+ α

(
∂

∂s
∇(u− uk),∇(uk − wk)

))
ds

+ ν

t∫
0

(∇(u− uk),∇(uk − wk))ds,

C =

t∫
0

((
∂

∂s
(u− uk),wk

)
+ α

(
∂

∂s
∇(u− uk),∇ wk

))
ds

+ ν

t∫
0

(
∇(u− uk),∇ wk)

)
ds.

The weak convergences of Proposition 3.2.6 and strong convergences of (3.2.26) imply that
both A and B tend to zero with k. To establish the convergence of C, we subtract the semi-
discrete equation (3.2.20) from the exact equation (3.2.1), both tested against wk and we
compare with C. This gives

C =

t∫
0

(
−ν (∇(uk − wk),∇ wk))− (z× u,wk)+ ( f − f k,wk)

)
ds.

Then C tends to zero, owing to the weak convergences of Proposition 3.2.6, strong conver-
gences of (3.2.26), and the strong convergence of f − f k.

Next we investigate uniqueness. But, whereas existence holds without restriction, we
shall see that we can only prove uniqueness in a convex polygon. This is due to the possible
lack of regularity of the solutions, as will be made clear in the proposition below. Exception-
ally, let c(·; ·, ·) denote the extension to vectors of the trilinear form c defined in (1.4.15):

c(u; v,w) =
2∑

i=1

2∑
j=1

∫
�

ui
∂vj

∂xi
wj dx. (3.2.61)

It satisfies the analog of (1.4.16):

∀u ∈ V, ∀v ∈ H1(�)2, c(u; v, v) = 0. (3.2.62)
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With this notation, we have the following proposition. Its proof is a straightforward adap-
tation of that of a similar result established in Girault and Scott [1999] for the steady
problem. See also Ouazar [1981].

Proposition 3.2.16. Assume that � is a connected polygon and u0 belongs to Vα . Let
(u1, p1) and (u2, p2) be two solutions of (3.1.1) in W and let w = u1

− u2, q = p1
− p2.

Then (w, q) satisfies almost everywhere in ]0,T[,

1

2

d

d t
‖w‖2α + ν|w|

2
H1(�)

+ c(w;u1,w)+ α c(w; curl u1, curl w)

− 2α
∫
�

curl w(∇ u1
1 · ∇ w2 −∇ u1

2 · ∇ w1) dx = 0.
(3.2.63)

All terms in (3.2.63) make sense, but unfortunately, without additional regularity, (3.2.63)
does not seem to imply that w = 0. Indeed, the last two terms in (3.2.63) have no particular
sign and in order to be controlled by the first two terms, they must be bounded in terms
of the H1 norm of w. This is the case if we assume that u1 belongs to W2,r(�)2 for some
r > 2. Since by Sobolev’s imbedding, w belongs to Lq(�)2 for any finite q > 2, then we
can choose q so that the product (curl w)w belongs to Lr′(�)2, the dual exponent of r, i.e.,
q = 2r/(r − 2). Hence, with the notation of (1.1.3),∣∣∣c(w; curl u1, curl w)

∣∣∣ ≤ S 2r
r−2
|w|2H1(�)

‖1u1
‖Lr(�), (3.2.64)∣∣∣∣∣∣

∫
�

curl w(∇ u1
1 · ∇ w2 −∇ u1

2 · ∇ w1) dx

∣∣∣∣∣∣ ≤ |w|2H1(�)

∣∣∣u1
∣∣∣
W1,∞(�)

. (3.2.65)

With these remarks, it is easy to see that if problem (3.1.1) has one solution u ∈ W2,r(�)2

for some r > 2, then it has no other solution (u, p) ∈W . More precisely, we have the fol-
lowing theorem. Existence stems from Corollary 3.2.9, and uniqueness follows readily by
applying the regularity result of Lemma 1.4.10, because � is convex, substituting (3.2.64)
and (3.2.65) into (3.2.63) and concluding that w = 0 by Gronwall’s Lemma 3.1.1.

Theorem 3.2.17. Assume that � is a convex polygon. Then for any α > 0, ν > 0, z0 ∈

Lr(�), and f in L2(0,T;Lr(�)2) with curl f in L2(0,T;Lr(�)), for some r > 2, problem
(3.1.1) has exactly one solution (u, p) ∈W .

Finally, Theorems 3.2.17 and 3.2.10 imply the next result.

Corollary 3.2.18. If the assumptions of the first part of Theorem 3.2.10 hold, then z ∈
L∞(0,T;H1(�)) ∩ H1(0,T;L2(�)), and if the assumptions of the second part hold, then
z ∈ L∞(0,T;W1,r(�)) ∩ H1(0,T;Lr(�)).

This corollary yields the strong convergence of zn in C0(0,T;L2(�)).
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Corollary 3.2.19. Under the assumptions of Corollary 3.2.18, we have, up to subse-
quences,

lim
k→0

sup
t∈[0,T]

‖z(t)− zk(t)‖L2(�) = 0. (3.2.66)

Proof. The proof follows the lines of that of Theorem 3.2.15. We have for a.e. t in [0,T]:

α

2
‖z(t)− zk(t)‖

2
L2(�)

+ ν‖z(t)− zk(t)‖
2
L2(�)

= A− B− C, (3.2.67)

where

A =

t∫
0

(
α

(
∂

∂s
(z− zk), z

)
+ ν (z− zk, z)

)
ds,

B =

t∫
0

(
α

(
∂

∂s
(z− zk), zk − ζk

)
+ ν (z− zk, zk − ζk)

)
ds,

C =

t∫
0

(
α

(
∂

∂s
(z− zk), ζk

)
+ ν (z− zk, ζk)

)
ds.

The weak convergence of zk and its derivatives, and the strong convergences of (3.2.26)
imply that both A and B tend to zero with k. Also C tends to zero considering that it can be
written as

C =

t∫
0

(ν (ζk − zk, ζk)− α (u · ∇ z, ζk)+ ν (curl(u− wk), ζk))ds

+ α

t∫
0

(
curl( f − f k, ζk

)
ds.

In turn, this result gives the strong convergences of uk in H1(0,T;H1(�)2) and of pk in
L2(�×]0, T[).

Corollary 3.2.20. Under the assumptions of Corollary 3.2.18, we have, up to subse-
quences,

lim
k→0
‖
∂

∂t
(uk − u)‖L2(0,T;H1(�)2) = 0, lim

k→0
‖pk − p‖L2(�×]0,T[) = 0. (3.2.68)

Proof. We write for a.e. t in [0,T]:

t∫
0

‖
∂

∂t
(uk − u)‖2αds+

ν

2
|uk − u|2H1(�)

= A− B− C,
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where

A =

t∫
0

((
∂

∂s
(u− uk),

∂u
∂s

)
+ α

(
∇
∂

∂s
(u− uk),∇

∂u
∂s

))
ds

+ ν

t∫
0

(
∇(u− uk),∇

∂u
∂s

)
ds,

B =

t∫
0

((
∂

∂s
(u− uk),

∂uk

∂s

)
+ α

(
∇
∂

∂s
(u− uk),∇

∂uk

∂s

))
ds

+ ν

t∫
0

(
∇(u− wk),∇

∂uk

∂s

)
ds,

C = ν

t∫
0

(
∇(wk − uk),∇

∂uk

∂s

)
ds.

Then we observe that B has the form

B =

t∫
0

((
f − f k,

∂uk

∂s

)
−

(
z× u,

∂uk

∂s

)
+

(
λk × wk,

∂uk

∂s

))
ds,

and the strong convergence of the derivative of uk follows from the previous results.
Finally, we write

t∫
0

( pk − p, div v) ds =

t∫
0

((
∂

∂s
(uk − u), v

)
+ α

(
∇
∂

∂s
(uk − u),∇ v

))
ds

+

t∫
0

(ν (∇(uk − u),∇ v)+ (λk × wk − z× u, v))ds

−

t∫
0

(
f k − f , v

)
ds,

and we choose the function v associated by (1.1.25) to pk − p; whence the strong conver-
gence of pk.

3.3. Fully discrete centered schemes

Let us revert to the material of Section 2.1, namely, we discretize the auxiliary variable z
in a finite-dimensional space Zh ⊂ H1(�) and the velocity and pressure in a pair of finite-
dimensional spaces, Xh ⊂ H1

0(�)
2 and Mh ⊂ L2

0(�), satisfying the uniform discrete inf-sup
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condition (2.1.1): There exists a constant β∗ > 0, independent of h, such that

∀qh ∈ Mh, sup
vh∈Xh

∫
�

qh div vh dx

|vh|H1(�)

≥ β∗‖qh‖L2(�).

Moreover, we make the assumptions of Hypothesis 2.1.5. The transport term, u · ∇ z, is
discretized by the consistent antisymmetric form defined in (2.1.4):

∀v ∈ H1(�)2, ∀ϕ, θ ∈ H1(�), c̃(v;ϕ, θ) = (v · ∇ ϕ, θ)+
1

2
((div v)ϕ, θ).

The interval [0, T] is divided into N equal segments of length k, with end points ti = i k,
0 ≤ i ≤ N. Then, by discretizing in space the semi-discrete scheme (3.2.20)–(3.2.21), we
approximate problem (3.2.1)–(3.2.2) with the following backward Euler, fully discrete
scheme:

• Set

u0
h = Ph(u0), z0

h = Rh(z0), z0
h = (0, 0, z0

h), (3.3.1)

where Ph and Rh satisfy parts 1 and 3 of Hypothesis 2.1.5.
• Knowing u0

h ∈ Xh and z0
h ∈ Zh, find sequences (un

h)n≥1, (zn
h)n≥1, and ( pn

h)n≥1 such that
un

h ∈ Xh, zn
h ∈ Zh, and pn

h ∈ Mh solve for 1 ≤ n ≤ N,

∀vh ∈ Xh,
1

k
(un

h − un−1
h , vh)+

α

k
(∇(un

h − un−1
h ),∇ vh)+ ν(∇ un

h,∇ vh)

+ (zn−1
h × un

h, vh)− ( pn
h, div vh) = ( f n, vh), (3.3.2)

∀qh ∈ Mh , (qh, div un
h) = 0, (3.3.3)

∀θh ∈ Zh,
α

k
(zn

h − zn−1
h , θh)+ ν(z

n
h, θh)+ αc̃(un

h; z
n
h, θh)

= ν(curl un
h, θh)+ α(curl f n, θh), (3.3.4)

where f n is defined by (3.2.18):

f n(x) =
1

k

tn∫
tn−1

f (x, s) ds.

At each step n, the system (3.3.2)–(3.3.3) is a linear discrete problem of Stokes type, and
owing to the discrete inf-sup condition (2.1.1), it has a unique solution. Likewise, (3.3.4) is
a discrete transport equation and owing to the antisymmetry of c̃, it also has a unique solu-
tion. Thus, with the starting values (3.3.1), the equations (3.3.2)–(3.3.4) determine unique
sequences (un

h)n≥1, (zn
h)n≥1, and ( pn

h)n≥1. These sequences satisfy the following a priori
estimates, for 1 ≤ n ≤ N (compare with Propositions 3.2.4 and 3.2.5):

‖un
h‖

2
α +

n∑
i=1

‖ui
h − ui−1

h ‖
2
α ≤

S2
2

2ν
‖ f‖2L2(�×]0,tn[) + ‖u

0
h‖

2
α, (3.3.5)
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ν

n∑
i=1

k|ui
h|

2
H1(�)

≤
S2

2

ν
‖ f‖2L2(�×]0,tn[) + ‖u

0
h‖

2
α, (3.3.6)

‖zn
h‖

2
L2(�)

+

n∑
i=1

‖zi
h − zi−1

h ‖
2
L2(�)

≤
S2

2

αν
‖ f‖2L2(�×]0,tn[) +

α

ν
‖curl f‖2L2(�×]0,tn[)

+
1

α
‖u0

h‖
2
α + ‖z

0
h‖

2
L2(�)

, (3.3.7)

n∑
i=1

1

k
‖ui

h − ui−1
h ‖

2
α ≤ ν|u

0
h|

2
H1(�)

+ ‖ f‖2L2(�×]0,tn[)

+
1

αν
S4

4C2
hz

(
‖u0

h‖
2
α +

S2
2

ν
‖ f‖2L2(�×]0,tn[)

)
, (3.3.8)

n∑
i=1

k‖pi
h‖

2
L2(�)

≤
3

β2

(
S2

2

(
ν|u0

h|
2
H1(�)

+ 2‖ f‖2L2(�×]0,tn[)

)
+ C2

hz
S4

4

ν

(
‖u0

h‖
2
α +

S2
2

ν
‖ f‖2L2(�×]0,tn[)

)(
1+

S2
2

α

))
, (3.3.9)

where

Chz = sup
0≤n≤N−1

‖zn
h‖L2(�). (3.3.10)

An L∞ estimate
Let us prove that the sequence (un

h) is also uniformly bounded in L∞ in space and time. This
property will be useful for deriving error estimates further on. As in the steady problem, an
L∞ bound for (un

h) is conveniently derived by comparing it with the solution of a similar
exact system, where zn is replaced by zn

h. More precisely, starting with v0
= u0, we consider

for each 1 ≤ n ≤ N, the solution (vn, qn) in V × L2
0(�) of

1

k
(vn
− vn−1)− α

1

k
1(vn

− vn−1)− ν1 vn
+ zn−1

h × vn
+∇ qn

= f n in �. (3.3.11)

The initial data and the sequence (zn
h) determine uniquely the sequences (vn) and (qn). Note

that (un
h) and ( pn

h) are a standard finite-element approximation of (vn) and (qn). Clearly, (vn)

and (qn) satisfy the same uniform bounds as (un) and ( pn) with zn−1
h instead of zn−1. In

addition, we have the following result for the difference un
h − Ph(vn).

Proposition 3.3.1. Under the first two assumptions of Hypothesis 2.1.5, we have for each
n, 1 ≤ n ≤ N,

‖un
h − Ph(vn)‖2α +

n∑
i=1

‖ui
h − ui−1

h − Ph(vi
− vi−1)‖2α

≤
2

ν
(S2

2 + α)

n∑
i=1

1

k
‖Ph(vi

− vi−1)− (vi
− vi−1)‖2α
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+ 4ν
n∑

i=1

k|Ph(vi)− vi
|
2
H1(�)

+
4

ν
C2

hzS
2
4

n∑
i=1

k‖Ph(vi)− vi
‖

2
L4(�)

+
4

ν

n∑
i=1

k‖rh(q
i)− qi

‖
2
L2(�)

. (3.3.12)

Moreover, if � is convex, if the triangulation satisfies (2.1.25), and if the assumptions of
Hypothesis 2.1.10 hold, we have for each n, 1 ≤ n ≤ N,

‖un
h − Ph(vn)‖2α +

n∑
i=1

‖ui
h − ui−1

h − Ph(vi
− vi−1)‖2α

≤ C2h2

(
2

ν
(S2

2 + α)

n∑
i=1

1

k
‖vi
− vi−1

‖
2
H2(�)

+ 4ν
n∑

i=1

k|vi
|
2
H2(�)

+ h
4

ν
C2

hzS
2
4

n∑
i=1

k|vi
|
2
H2(�)

+
4

ν

n∑
i=1

k|qi
|
2
H1(�)

)
.

(3.3.13)

Considering that zn
h is uniformly bounded in L2 with respect to h and n, the estimate

(3.2.29) in a convex domain is valid for (vn, qn). We can apply it to evaluate the right-hand
side of (3.3.13), because an L∞ bound for un

h will be used in a convex domain. Thus, we
derive the following corollary. Its proof is skipped because it proceeds as in Remark 2.1.17.

Corollary 3.3.2. Under the assumptions of the second part of Proposition 3.3.1, there
exists a constant C1, independent of h and k, such that for all n, 1 ≤ n ≤ N,

‖un
h − Ph(vn)‖2α +

n∑
i=1

‖ui
h − ui−1

h − Ph(vi
− vi−1)‖2α ≤ C1h2. (3.3.14)

In addition, if the mesh satisfies (2.1.45) for some r > 2:

h ≤ C2 %
1−2/r
min ,

then there exists a constant C3, independent of h and k, such that for all n, 1 ≤ n ≤ N,

‖un
h‖W1,r(�) ≤ C3. (3.3.15)

This implies that un
h is uniformly bounded:

‖un
h‖L∞(�) ≤ C4. (3.3.16)

Convergence
Proposition 3.3.3. Under the assumptions of Hypothesis 2.1.5, we have the follow-
ing strong convergences for each n, 1 ≤ n ≤ N, as h tends to zero, without restriction to
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subsequences:

lim
h→0
‖un

h − un
‖α = 0,

lim
h→0
‖pn

h − pn
‖L2(�) = 0,

lim
h→0
‖zn

h − zn
‖L2(�) = 0,

(3.3.17)

where (un, pn, zn) solves (3.2.20)–(3.2.21).

Proof. The proof proceeds by induction.
(1) For n = 0, the approximation properties of the operators Ph and Rh in Hypothesis 2.1.5
imply

lim
h→0

u0
h = u0 strongly in H1(�)2, lim

h→0
z0

h = z0 strongly in L2(�).

(2) For n ≥ 0, on one hand, we assume that the following strong convergences hold as h
tends to zero, without restriction to subsequences:

lim
h→0

un
h = un strongly in H1(�)2, lim

h→0
zn

h = zn strongly in L2(�).

On the other hand, it follows from (3.3.5), (3.3.7), and (3.3.9), that the following weak
convergences hold, as h tends to zero up to subsequences, to some functions un+1

∈ H1
0(�)

2,
zn+1
∈ L2(�), and pn+1

∈ L2
0(�):

lim
h→0

un+1
h = un+1 weakly in H1(�)2,

lim
h→0

zn+1
h = zn+1 weakly in L2(�),

lim
h→0

pn+1
h = pn+1 weakly in L2(�).

By passing to the limit in (3.3.2) and (3.3.3) and arguing as in Proposition 2.1.6, we easily
derive that the limit functions (un+1, pn+1) satisfy (3.2.20) at time tn+1:

1

k
(un+1

− un)− α
1

k
1(un+1

− un)− ν1un+1
+ zn
× un+1

+∇ pn+1
= f n+1 in �,

div un+1
= 0 in �.

But given (un, zn) ∈ H1
0(�)

2
× L2(�), this system has a unique solution (un+1, pn+1) ∈

H1
0(�)

2
× L2

0(�). The uniqueness of the limit functions implies the convergence of the
whole sequences (un+1

h , pn+1
h ). Furthermore, using the induction hypothesis, the strong con-

vergence of (un+1
h , pn+1

h ) is derived as in Proposition 2.1.7 and the last part of Theorem 2.1.9.
Then, we can pass to the limit in (3.3.4) at time tn+1 and we recover (3.2.21). Again, given
zn, the equation has a unique solution and therefore, the whole sequence zn+1

h tends to zn+1.
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Finally, owing to the induction hypothesis, the strong convergence of zn+1
h is established as

in the first part of Theorem 2.1.9.

Here again, it is convenient to transform the sequences (un
h), ( pn

h), and (zn
h) into functions:

first, we define the piecewise linear functions in time:

∀t ∈ [tn, tn+1], uhk(t) = un
h +

t − tn
k

(
un+1

h − un
h

)
, 0 ≤ n ≤ N − 1,

∀t ∈ [tn, tn+1], zhk(t) = zn
h +

t − tn
k

(
zn+1

h − zn
h

)
, 0 ≤ n ≤ N − 1,

and next we define the step functions:

∀t ∈]tn, tn+1], whk(t) = un+1
h , 0 ≤ n ≤ N − 1,

∀t ∈]tn, tn+1], phk(t) = pn+1
h , 0 ≤ n ≤ N − 1,

∀t ∈]tn, tn+1], ζhk(t) = zn+1
h , 0 ≤ n ≤ N − 1,

∀t ∈ [tn, tn+1[, λhk(t) = zn
h, 0 ≤ n ≤ N − 1.

With this notation, (3.3.2)–(3.3.4) read

∀vh ∈ Xh,

(
∂uhk

∂t
, vh

)
+ α

(
∇
∂uhk

∂t
,∇ vh

)
+ ν(∇ whk,∇ vh)+ (λhk × whk, vh)

− ( phk, div vh) = ( f k, vh) a.e. in ]0, T[,

∀qh ∈ Mh, (qh, div uhk) = 0 a.e. in ]0,T[,

∀θh ∈ Zh, α

(
∂zhk

∂t
, θh

)
+ ν(ζhk, θh)+ αc̃(whk; ζhk, θh) = ν(curl whk, θh)

+ α(curl f k, θh) a.e. in ]0, T[.

It follows from (3.3.5) to (3.3.9) that the following sequences of functions are uniformly
bounded with respect to h and k: uhk in H1(0,T;H1(�)2), whk in L∞(0,T;H1(�)2), phk

in L2(�×]0, T[), and zhk, ζhk, and λhk in L∞(0,T;L2(�)). Moreover, for fixed k, Proposi-
tion 3.3.3 implies the following convergences, without restriction to subsequences,

lim
h→0
‖uhk − uk‖H1(0,T;H1(�)2) = 0, lim

h→0
‖whk − wk‖L∞(0,T;H1(�)2) = 0,

lim
h→0
‖phk − pk‖L2(�×]0,T[) = 0,

lim
h→0
‖zhk − zk‖L∞(0,T;L2(�)) = lim

h→0
‖ζhk − ζk‖L∞(0,T;L2(�))

= lim
h→0
‖λhk − λk‖L∞(0,T;L2(�)) = 0,

where the functions uk, wk, pk, zk, ζk, and λk are defined in Section 3.2.2. Up to subsequence
of k, they satisfy (see Proposition 3.2.6):

lim
k→0

uk = lim
k→0

wk = u weakly * in L∞(0,T;V),
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lim
k→0

zk = lim
k→0

ζk = lim
k→0

λk = z weakly * in L∞(0,T;L2(�)),

lim
k→0

pk = p weakly in L2(0,T;L2
0(�)),

lim
k→0

∂

∂t
uk =

∂

∂t
u weakly in L2(0,T;V).

A priori error estimates
Let (un

h, pn
h, zn

h) be the solution of (3.3.2)–(3.3.4), and (u, p, z) ∈W × L∞(0,T;L2(�)) a
solution of (3.2.1)–(3.2.2). We assume that z ∈ C0(0,T;L2(�)). For each n ≥ 1, we set

en
u = un

h − Ph(u(tn)), en
p = pn

h −
1

k

tn∫
tn−1

rh( p(s)) ds, en
z = zn

h − Rh(z(tn)),

e0
u = 0, e0

z = 0,

and we easily derive the next error equation for un
h. To simplify the formulas below, we

denote with a prime the derivative with respect to time.

Lemma 3.3.4. We have for each n with 1 ≤ n ≤ N and for all vh ∈ Xh,(
en

u − en−1
u , vh

)
+ α

(
∇(en

u − en−1
u ),∇ vh

)
+ νk

(
∇ en

u,∇ vh
)

+ k
(

zn−1
h × en

u, vh

)
− k

(
en

p, div vh

)
= −

tn∫
tn−1

(
en−1

z × u(tn), vh

)
ds

+ En
u′ + En

u + En
p + Nn

u + Nn
z ,

(3.3.18)

where

En
u′ =

tn∫
tn−1

((
u′(s)− Ph(u′(s)), vh

)
+ α

(
∇(u′(s)− Ph(u′(s))),∇ vh

))
ds,

En
u = ν

tn∫
tn−1

(∇(u(s)− Ph(u(s)))+∇ Ph(u(s)− u(tn)),∇ vh)ds,

En
p = −

tn∫
tn−1

( p(s)− rh( p(s)), div vh)ds,

Nn
u = −

tn∫
tn−1

(
zn−1

h × (Ph(u(tn))− u(tn))+ z(s)× (u(tn)− u(s)) , vh

)
ds,

Nn
z = −

tn∫
tn−1

(Rh (z(tn−1)− z(s))× u(tn)+ (Rh(z(s))− z(s))× u(s), vh)ds.
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By choosing vh = en
u ∈ Vh in (3.3.18), by using the equality

tn∫
tn−1

(g(s)− g(tn)) ds = −

tn∫
tn−1

(s− tn−1)g
′(s)ds,

that holds for all functions g ∈ W1,1(0,T), by suitably applying Young’s inequality so that
the term νk|en

u|
2
H1(�)

in the left-hand side absorbs all contributions of |en
u|

2
H1(�)

in the right-
hand side, and by summing over n, we obtain the following error estimate for the velocity.

Theorem 3.3.5. If z belongs to H1(0,T;L2(�)), we have for each n with 1 ≤ n ≤ N,

‖en
u‖

2
α +

n∑
i=1

‖ei
u − ei−1

u ‖
2
α + ν

n∑
i=1

k|ei
u|

2
H1(�)

≤ 9
S2

4

ν
‖u‖2L∞(0,tn;L4(�)2)

n−1∑
i=0

k‖ei
z‖

2
L2(�)

+An
1,u′ +A

n
1,u +A

n
1,z +A

n
1,p +A

n
1,k, (3.3.19)

where the A1,· refer to the following approximation errors:

An
1,u′ =

9

ν

(
S2

2 + α
2
)
‖u′ − Ph(u′)‖2L2(0,tn;H1(�)2)

,

An
1,u = 9

(
ν‖u− Ph(u)‖2L2(0,tn;H1(�)2)

+ tn
S2

4

ν
C2

hz‖u− Ph(u)‖2L∞(0,tn;L4(�)2)

)
,

An
1,z =

9

ν
S2

4‖u‖
2
L∞(0,tn;L4(�)2)

‖z− Rh(z)‖
2
L2(�×]0,tn[),

An
1,p =

9

ν
‖p− rh( p)‖2L2(�×]0,tn[),

An
1,k = 3k2

(
S2

4

ν

(
‖u‖2L∞(0,tn;L4(�))

‖Rh(z
′)‖2L2(�×]0,tn[)

+‖u′‖2L2(0,tn;L4(�))
‖z‖2L∞(0,tn;L2(�))

)
+ ν‖Ph(u′)‖2L2(0,tn;H1(�)2)

)
.

For zn
h, we have the next error equation. Its proof is easy.

Lemma 3.3.6. Assume that z belongs to L2(0,T;H1(�)) ∩ H1(0,T;L2(�)). We have for
each n with 1 ≤ n ≤ N, and for all θh ∈ Zh,

α
(

en
z − en−1

z , θh

)
+ k

(
ν
(
en

z , θh
)
+ α

(
un

h · ∇ en
z , θh

)
+
α

2

(
(div un

h)e
n
z , θh

))
=

tn∫
tn−1

(
νcurl en

u − αen
u · ∇ z(s)−

α

2
(div en

u)Rh(z(tn)), θh

)
ds

+
(
En

z + Nn
z + Nn

div + En
curl, θh

)
, (3.3.20)
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where

En
z = ν

tn∫
tn−1

(z(s)− Rh(z(s))+ Rh (z(s)− z(tn)))ds

+ α

tn∫
tn−1

(
z′(s)− Rh(z

′(s))
)
ds,

Nn
z = −α

tn∫
tn−1

(
un

h · ∇ (Rh(z(tn))− z(s))+ Rh(z(s))− z(s)
)

+ Ph (u(tn)− u(s)) · ∇ z(s)+ (Ph(u(s))− u(s)) · ∇ z(s)) ds,

Nn
div = −

α

2

tn∫
tn−1

div (Ph(u(tn))− u(tn))Rh(z(tn))ds,

En
curl = ν

tn∫
tn−1

(curl Ph(u(tn)− u(s))+ curl(Ph(u(s))− u(s)))ds.

By analogy with (3.3.10), we set

Chu = sup
1≤n≤N

‖un
h‖L∞(�). (3.3.21)

Under the assumptions of the second part of Proposition 3.3.1 and if the mesh satisfies
(2.1.45) for r > 2, then Chu is bounded independently of h and k, see (3.3.16).

Next, by choosing θh = zn
h in (3.3.20), we derive a first error inequality for zn

h. The proof
is straightforward, but the regularity assumption on z′ cannot be checked on the data in a
domain with corners.

Lemma 3.3.7. Assume that z is in L∞(0,T;W1,r(�)) for some r > 2, and z′ is in
L2(0,T;H1(�)). We have for each n with 1 ≤ n ≤ N,

α
(
‖en

z‖
2
L2(�)

− ‖en−1
z ‖

2
L2(�)

+ ‖en
z − en−1

z ‖
2
L2(�)

)
+ 2νk‖en

z‖
2
L2(�)

≤ 2
√

k‖en
z‖L2(�)

(
K3(r, z)

√
k|en

u|H1(�) +A
n
2,k +A

n
2,u +A

n
2,z

)
, (3.3.22)

where

K3(r, z) = ν + α

(
Sr? +

1

2
C∞,rEr

)
‖z‖L∞(0,tn;W1,r(�)),

C∞,r is the constant of (1.1.18), Er is defined in (2.1.55), Sr? is the Sobolev imbedding
constant of (1.1.3), and the A2,· refer to the following approximation errors:

An
2,u= ν‖u−Ph(u)‖L2(tn−1,tn;H1(�)2)+α‖z‖L∞(0,tn;H1(�))‖u−Ph(u)‖L2(tn−1,tn;L∞(�)2)

+
α

2
C∞,rEr

√
k‖z‖L∞(0,tn;W1,r(�))‖u− Ph(u)‖L∞(0,tn;H1(�)2),
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An
2,z = α

(
Chu‖z− Rh(z)‖L2(tn−1,tn;H1(�)) + ‖z

′
− Rh(z

′)‖L2(�×]tn−1,tn[)

)
+ ν‖z− Rh(z)‖L2(�×]tn−1,tn[),

An
2,k =

k
√

3

(
α‖z‖L∞(0,tn;H1(�))‖Ph(u′)‖L2(tn−1,tn;L∞(�)2) + ν‖Ph(u′)‖L2(tn−1,tn;H1(�)2)

+ ν‖Rh(z
′)‖L2(�×]tn−1,tn[) + α Chu‖Rh(z

′)‖L2(tn−1,tn;H1(�))

)
.

Theorem 3.3.5 gives the following error inequality for zn
h.

Theorem 3.3.8. Suppose that z belongs to L∞(0,T;W1,r(�)) for some r > 2 and z′

belongs to L2(0,T;H1(�)). Then under the assumptions of the second part of Proposi-
tion 3.3.1 and if the mesh satisfies (2.1.45) for this r, we have for each n with 1 ≤ n ≤ N,

‖en
z‖

2
L2(�)

+

n∑
i=1

‖ei
z − ei−1

z ‖
2
L2(�)

≤ exp

(
18

αν3
tn
(
S4K3(r, z)‖u‖L∞(0,tn;L4(�)2)

)2)
×

2

ν

(
An

3,u +A
n
3,u′ +A

n
3,z +A

n
3,z′ +A

n
3,p +A

n
3,k

)
, (3.3.23)

where the A3,· refer to the following approximation errors:

An
3,u′ =

9

αν2
K2

3(r, z)
(

S2
2 + α

2
)
‖u′ − Ph(u′)‖2L2(0,tn;H1(�)2)

, (3.3.24)

An
3,u =

3

α

(
ν2
+ 3K2

3(r, z)
)
‖u− Ph(u)‖2L2(0,tn;H1(�)2)

+
9

αν2
tnS2

4C2
hz‖u− Ph(u)‖2L∞(0,tn;L4(�)2)

+ 3α
(
‖z‖2L∞(0,tn;H1(�))

‖u− Ph(u)‖2L2(0,tn;L∞(�)2)

+
1

4
tnC2
∞,rE2

r ‖u− Ph(u)‖2L∞(0,tn;H1(�)2)

)
, (3.3.25)

An
3,z′ = 3α‖z′ − Rh(z

′)‖2L2(�×]0,tn[), (3.3.26)

An
3,z = 3αC2

hu‖z− Rh(z)‖
2
L2(0,tn;H1(�))

+ 3

(
αν2
+

3

αν2
K2

3(r, z)S2
4‖u‖

2
L∞(0,tn;L4(�)2)

)
‖z− Rh(z)‖

2
L2(�×]0,tn[),

(3.3.27)

An
3,p =

9

αν2
K2

3(r, z)‖p− rh( p)‖2L2(�×]0,tn[), (3.3.28)

An
3,k =

k2

α

(
3

ν2
K2

3(r, z)S2
4

(
‖u‖2L∞(0,tn;L4(�)2)

‖Rh(z
′)‖2L2(�×]0,tn[)

+ ‖u′‖2L2(0,tn;L4(�)2)
‖z‖2L∞(0,tn;L2(�))

)
+ 3 K2

3(r, z)‖Ph(u′)‖2L2(0,tn;H1(�)2)

+
4

3

(
α2
‖z‖2L∞(0,tn;H1(�))

‖Ph(u′)‖2L2(0,tn;L∞(�)2)
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+ ν2
(
‖Ph(u′)‖2L2(0,tn;H1(�)2)

+ ‖Rh(z
′)‖2L2(�×]0,tn[)

)
+ α2C2

hu‖Rh(z
′)‖2L2(0,tn;H1(�))

))
. (3.3.29)

Proof. Let us sketch the proof, it is technical but involves no difficulty. First, we make
repeated applications of Young’s inequality in order to absorb the factor k‖en

z‖
2
L2(�)

by the
corresponding term in the left-hand side of (3.3.22). Then we sum the resulting inequality
over n. This eliminates entirely the unknowns in the right-hand side of (3.3.22) with the
exception of

2

αν
K2

3(r, z)
n∑

i=1

k|ei
u|

2
H1(�)

,

that is bounded in (3.3.19) by terms that only involve interpolation or approximation errors
and

18

αν3
K2

3(r, z)S2
4‖u‖

2
L∞(0,tn;L4(�)2)

n−1∑
i=0

k‖ei
z‖

2
L2(�)

.

Then (3.3.23) follows from Lemma 3.1.2.

By combining this error estimate for z with the error estimate for u of Theorem 3.3.5, we
obtain the following order of convergence for u and z. Of course, the order of convergence
in space is determined by the regularity of the solution and the accuracy of Ph, rh, and Rh.
If the solution is smoother and higher-order elements are used, such as the Taylor–Hood
element, then the order of convergence in space increases.

Theorem 3.3.9. Let � be convex and suppose that the solution (u, p, z) of (3.2.1)–(3.2.2)
satisfies z ∈ L∞(0,T;W1,r(�)) ∩ L2(0,T;H2(�)) for some r > 2, z′ ∈ L2(0,T;H1(�)),
u ∈ H1(0,T;H2(�)2), and p ∈ L2(0,T;H1(�)). Then if the triangulation satisfies (2.1.45)
for this r, the assumptions of Hypothesis 2.1.10 hold, and Rh satisfies (2.4.10), the scheme
(3.3.2)–(3.3.4) is of order one in time and space:

sup
1≤n≤N

(
‖en

u‖α + ‖e
n
z‖L2(�)

)
≤ C(h+ k),

with a constant C independent of h and k.

As usual, an error estimate for the pressure must be preceded by an error estimate for
the difference quotient. By testing (3.3.18) with vh = en

u − en−1
u , dividing by k, summing

over n and substituting the bounds of Theorems 3.3.5 and 3.3.8, we readily derive the next
extension of Theorem 3.3.9 under the same assumptions:(

N∑
n=1

1

k
‖en

u − en−1
u ‖

2
α

)1/2

≤ C(h+ k),
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with another constant C independent of h and k. Then the error estimate for the pressure:(
N∑

n=1

k‖en
p‖

2
L2(�)

)1/2

≤ C(h+ k),

with a constant C independent of h and k, follows from the discrete inf-sup condition (2.1.1)
and the above estimates. Of course, the order h in space is dictated by the above regular-
ity of the solution and the choice of finite-elements. If the Taylor–Hood element is used
and the solution is correspondingly smoother then an order of h2 in space can be obtained.
It is important to point out that all the above results are derived without requiring a CFL
condition.

3.4. Fully discrete upwind scheme with discontinuous Galerkin

We follow the approach of Abboud and Sayah [2009]. Reverting to the setting of
Section 2.4.2, let Th be a family of triangulations satisfying (2.1.25), let Xh and Mh be cho-
sen as in Section 2.1.2, with the same assumptions, and for each t, let z be discretized in a
finite-dimensional space Zh ⊂ L2(�), such as (2.4.9):

Zh = {θh ∈ L2(�); ∀T ∈ Th, θh|T ∈ IPk},

with degree k ≥ 1. The operators Ph and rh are unchanged, and Rh is chosen as in
Section 2.4.2 satisfying (2.4.10):

∀θ ∈ Ws+1,r(�), |Rh(θ)− θ |Wm,r(�) ≤ C hs+1−m
|θ |Ws+1,r(�),

for any number r ≥ 1, for m = 0, 1, and 0 ≤ s ≤ k. In addition, we introduce right away the
local projection %h(z) ∈ IPk defined by

∀q ∈ IPk,

∫
T

(%h(z)− z)q dx = 0.

We have seen in Section 2.4.2 that this local projection permits to recover sharper error
estimates. In particular, it is a convenient tool for starting the algorithm.

The nonlinear term (u · ∇ z, θ) is approximated by (2.4.12)

c̃DG(uh; zh, θh) =
∑
T∈Th

∫
T

(uh · ∇ zh)θh dx+
∫
∂T−

|uh · n|(zint
h − zext

h )θ int
h dσ


+

1

2

∫
�

(div uh)zhθh dx,

where the element of arc length is denoted by σ to avoid confusion with the element of time,
and as previously, the superscript int (resp. ext) denotes the trace on the segments of ∂T of
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the function taken inside (resp. outside) T . It coincides with (u · ∇ z, θh) when u belongs to
V and z is in H1(�).

The time stepping is the same as in Section 3.3, namely, the interval [0, T] is divided
into N equal segments of length k, with end points ti = i k, 0 ≤ i ≤ N, and we approximate
problem (3.2.1)–(3.2.2) with:
• Set

u0
h = Ph(u0), z0

h = %h(z0), z0
h = (0, 0, z0

h). (3.4.1)

• Knowing u0
h ∈ Xh and z0

h ∈ Zh, find sequences (un
h)n≥1, (zn

h)n≥1, and ( pn
h)n≥1 such that

un
h ∈ Xh, zn

h ∈ Zh, and pn
h ∈ Mh solve for 1 ≤ n ≤ N,

∀vh ∈ Xh,
1

k
(un

h − un−1
h , vh)+

α

k
(∇(un

h − un−1
h ),∇ vh)+ ν(∇ un

h,∇ vh)

+ (zn−1
h × un

h, vh)− ( pn
h, div vh) = ( f n, vh), (3.4.2)

∀qh ∈ Mh, (qh, div un
h) = 0, (3.4.3)

∀θh ∈ Zh,
α

k
(zn

h − zn−1
h , θh)+ ν(z

n
h, θh)+ α̃cDG(un

h; z
n
h, θh) = ν(curl un

h, θh)

+ α(curl f n, θh), (3.4.4)

where f n is defined by (3.2.18):

f n(x) =
1

k

tn∫
tn−1

f (x, s) ds.

We already know that at each step, (3.4.2)–(3.4.3) has a unique solution (un
h, pn

h). Conse-
quently, recalling that c̃DG satisfies (2.4.16) for all uh ∈ Xh, θh and zh ∈ Zh:

c̃DG(uh; zh, θh) =
∑
T∈Th

− ∫
T

(uh · ∇ θh)zh dx

+

∫
∂T−

|uh · nT |(θ
ext
h − θ

int
h )zext

h dσ

− 1

2

∫
�

(div uh)θhzh dx,

that implies (2.4.21) for all uh ∈ Xh, and all zh ∈ Zh:

c̃DG(uh; zh, zh) =
1

2

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2dσ,

then at each step, (3.4.4) also has a unique solution.
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Regarding a priori estimates, as (3.4.2), (3.4.3) are unchanged, clearly the sequence
(un

h)n≥1, satisfies the a priori estimates (3.3.5) and (3.3.6):

‖un
h‖

2
α +

n∑
i=1

‖ui
h − ui−1

h ‖
2
α ≤

S2
2

2ν
‖ f‖2L2(�×]0,tn[) + ‖u

0
h‖

2
α,

ν

n∑
i=1

k|ui
h|

2
H1(�)

≤
S2

2

ν
‖ f‖2L2(�×]0,tn[) + ‖u

0
h‖

2
α,

while (zn
h)n≥1 satisfies

‖zn
h‖

2
L2(�)

+

n∑
i=1

‖zi
h − zi−1

h ‖
2
L2(�)

+ α

n∑
i=1

∑
T∈Th

∫
∂T−

|ui
h · nT |((z

i
h)

ext
− (zi

h)
int)2dσ

≤
S2

2

αν
‖ f‖2L2(�×]0,tn[) +

α

ν
‖curl f‖2L2(�×]0,tn[) +

1

α
‖u0

h‖
2
α + ‖z

0
h‖

2
L2(�)

. (3.4.5)

With this bound, the divided differences and pressures satisfy (3.3.8) and (3.3.9), respec-
tively,

n∑
i=1

1

k
‖ui

h − ui−1
h ‖

2
α ≤ ν|u

0
h|

2
H1(�)

+ ‖ f‖2L2(�×]0,tn[)

+
1

αν
S4

4C2
hz

(
‖u0

h‖
2
α +

S2
2

ν
‖ f‖2L2(�×]0,tn[)

)
,

n∑
i=1

k‖pi
h‖

2
L2(�)

≤
3

β2

(
S2

2

(
ν|u0

h|
2
H1(�)

+ 2‖ f‖2L2(�×]0,tn[)

)

+ C2
hz

S4
4

ν

(
‖u0

h‖
2
α +

S2
2

ν
‖ f‖2L2(�×]0,tn[)

)(
1+

S2
2

α

))
,

where

Chz = sup
0≤n≤N−1

‖zn
h‖L2(�), (3.4.6)

zn
h being the sequence generated by (3.4.2)–(3.4.4). In view of (3.4.5), Chz is uniformly

bounded with respect to h, and hence so are the sequences of divided differences and pres-
sures. Similarly, considering that the L∞ estimate for un

h derived in Section 3.3 only depends
on a uniform upper bound for zn

h, we can easily check that the statement of Corollary 3.3.2
applies to (3.4.2)–(3.4.4).

Corollary 3.4.1. Under the assumptions of the second part of Proposition 3.3.1, there
exists a constant C1, independent of h and k, such that for all n, 1 ≤ n ≤ N, the sequence
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(un
h)

N
n=1 constructed by (3.4.2)–(3.4.4) satisfies

‖un
h − Ph(vn)‖2α +

n∑
i=1

‖ui
h − ui−1

h − Ph(vi
− vi−1)‖2α ≤ C1h2. (3.4.7)

In addition, if the mesh satisfies (2.1.45) for some r > 2:

h ≤ C2 %
1−2/r
min ,

then there exists a constant C3, independent of h and k, such that for all n, 1 ≤ n ≤ N,

‖un
h‖W1,r(�) ≤ C3. (3.4.8)

This implies that un
h is uniformly bounded: There exists another constant Chu, independent

of h and k, such that for all n, 1 ≤ n ≤ N,

‖un
h‖L∞(�) ≤ Chu. (3.4.9)

Convergence
For convergence as h tends to zero, we have the analog of Proposition 3.3.3.

Proposition 3.4.2. We keep the assumptions of Hypothesis 2.1.5 for Ph and rh, and we
take (2.4.10) for Rh. Then the following strong convergences hold for each n, 1 ≤ n ≤ N, as
h tends to zero, without restriction to subsequences:

lim
h→0
‖un

h − un
‖α = 0,

lim
h→0
‖pn

h − pn
‖L2(�) = 0,

lim
h→0
‖zn

h − zn
‖L2(�) = 0,

lim
h→0

∑
T∈Th

∫
∂T−

|un
h · nT |((z

n
h)

ext
− (zn

h)
int)2dσ

 = 0,

(3.4.10)

where (un, pn, zn) solve the semi-discrete scheme (3.2.20)–(3.2.21).

Proof. Here also, we argue by induction.
1. For n = 0, the approximation properties of the operators Ph and %h imply

lim
h→0

u0
h = u0 strongly in H1(�)2, lim

h→0
z0

h = z0 strongly in L2(�).

2. For n ≥ 0, on one hand, we assume that the following strong convergences hold as h
tends to zero, without restriction to subsequences:

lim
h→0

un
h = un strongly in H1(�)2, lim

h→0
zn

h = zn strongly in L2(�).
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On the other hand, it follows from (3.3.5), (3.4.5), and (3.3.9), that the following weak
convergences hold, as h tends to zero up to subsequences, to some functions un+1

∈ H1
0(�)

2,
zn+1
∈ L2(�), and pn+1

∈ L2
0(�):

lim
h→0

un+1
h = un+1 weakly in H1(�)2,

lim
h→0

zn+1
h = zn+1 weakly in L2(�),

lim
h→0

pn+1
h = pn+1 weakly in L2(�).

By passing to the limit in (3.4.2) and (3.4.3) and arguing as in Proposition 2.1.6, we easily
derive that the limit functions (un+1, pn+1) satisfy (3.2.20) at time tn+1:

1

k
(un+1

− un)− α
1

k
1(un+1

− un)− ν1un+1
+ zn
× un+1

+∇ pn+1
= f n+1 in �,

div un+1
= 0 in �,

that the whole sequences converge, and that the convergence is strong. Next, we pass to the
limit in (3.4.4) at time tn+1. For this, we proceed as in Theorem 2.4.10, and in particular, we
use (2.4.16) and the continuity of Rh(θ) to pass to the limit in c̃DG(un+1

h ; z
n+1
h ,Rh(θ)) for

smooth enough θ . The strong convergence of zn+1
h is also established as in Theorem 2.4.10.

To be specific, (3.4.4) is tested with zn+1
h and compared with (3.2.21) at time tn+1:(α

k
+ ν

)
‖zn+1

h ‖
2
L2(�)
−
α

k

(
zn

h, zn+1
h

)
+

∑
T∈Th

∫
∂T−

|un+1
h · nT |

((
zn+1

h

)ext
−

(
zn+1

h

)int
)2

dσ

= ν
(

curl
(

un+1
h − un+1

)
, zn+1

h

)
+

(α
k
+ ν

) (
zn+1, zn+1

h

)
−
α

k

(
zn, zn+1

h

)
+ α

(
un+1
· ∇zn+1, zn+1

h

)
. (3.4.11)

Therefore,(α
k
+ ν

)
‖zn+1

h ‖
2
L2(�)

−
α

k

(
zn

h, zn+1
h

)
≤ ν

(
curl

(
un+1

h − un+1
)
, zn+1

h

)
+

(α
k
+ ν

) (
zn+1, zn+1

h

)
−
α

k

(
zn, zn+1

h

)
+ α

(
un+1
· ∇zn+1, zn+1

h

)
.

Owing to the induction hypothesis, the strong convergence of un+1
h , and the weak conver-

gence of zn+1
h , this gives

lim
h→0
‖zn+1

h ‖
2
L2(�)

≤ ‖zn+1
‖

2
L2(�)

,

whence the strong convergence of zn+1
h . The last convergence in (3.4.10) follows imme-

diately by using this strong convergence in (3.4.11). Finally, uniqueness of the solution of
(3.2.21) yields convergence of the whole sequence.

A priori error estimates
Let (un

h, pn
h, zn

h) be the solution of (3.4.2)–(3.4.4), and (u, p, z) ∈W × L∞(0,T;L2(�)) a
solution of (3.2.1)–(3.2.2). We suppose that z belongs to C0(0,T;L2(�)). For each n ≥ 1,
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we set

en
u = un

h − Ph(u(tn)), en
p = pn

h −
1

k

tn∫
tn−1

rh( p(s)) ds, en
z = zn

h − %h(z(tn)).

We start with

e0
u = 0, e0

z = 0,

and since the equations for (un
h, pn

h) are the same as in Section 3.3, the error equation for
un

h given in the statement of Lemma 3.3.4 also applies here with Rh replaced by %h. This is
made possible by the fact that the continuity of Rh(z) is not used in this lemma.

Lemma 3.4.3. We have for each n with 1 ≤ n ≤ N and for all vh ∈ Xh,(
en

u − en−1
u , vh

)
+ α

(
∇(en

u − en−1
u ),∇ vh

)
+ νk

(
∇ en

u,∇ vh
)

+ k
(

zn−1
h × en

u, vh

)
− k

(
en

p, div vh

)
= −

tn∫
tn−1

(
en−1

z × u(tn), vh

)
ds

+ En
u′ + En

u + En
p + Nn

u + Nn
z , (3.4.12)

where

En
u′ =

tn∫
tn−1

((
u′(s)− Ph(u′(s)), vh

)
+ α

(
∇(u′(s)− Ph(u′(s))),∇ vh

))
ds,

En
u = ν

tn∫
tn−1

(∇(u(s)− Ph(u(s)))+∇ Ph(u(s)− u(tn)),∇ vh)ds,

En
p = −

tn∫
tn−1

( p(s)− rh( p(s)), div vh)ds,

Nn
u = −

tn∫
tn−1

(
zn−1

h × (Ph(u(tn))− u(tn))+ z(s)× (u(tn)− u(s)), vh

)
ds,

Nn
z = −

tn∫
tn−1

(%h (z(tn−1)− z(s))× u(tn)+ (%h(z(s))− z(s))× u(s), vh) ds.

Proceeding as in Section 3.3, the choice vh = en
u ∈ Vh in (3.4.12), and the fact that

tn∫
tn−1

(g(s)− g(tn))ds = −

tn∫
tn−1

(s− tn−1)g
′(s)ds,

yields the following error estimate for the velocity.
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Theorem 3.4.4. If z belongs to H1(0,T;L2(�)), we have for each n with 1 ≤ n ≤ N,

‖en
u‖

2
α +

n∑
i=1

‖ei
u − ei−1

u ‖
2
α + ν

n∑
i=1

k|ei
u|

2
H1(�)

≤ 9
S2

4

ν
‖u‖2L∞(0,tn;L4(�)2)

n−1∑
i=0

k‖ei
z‖

2
L2(�)

+An
1,u′ +A

n
1,u +A

n
1,z +A

n
1,p +A

n
1,k,

(3.4.13)

where the A1,· refer to the following approximation errors:

An
1,u′ =

9

ν

(
S2

2 + α
2
)
‖u′ − Ph(u′)‖2L2(0,tn;H1(�)2)

,

An
1,u = 9

(
ν‖u− Ph(u)‖2L2(0,tn;H1(�)2)

+ tn
S2

4

ν
C2

hz‖u− Ph(u)‖2L∞(0,tn;L4(�)2)

)
,

An
1,z =

9

ν
S2

4‖u‖
2
L∞(0,tn;L4(�)2)

‖z− %h(z)‖
2
L2(�×]0,tn[),

An
1,p =

9

ν
‖p− rh( p)‖2L2(�×]0,tn[),

An
1,k = 3k2

(
S2

4

ν

(
‖u‖2L∞(0,tn;L4(�))

‖%h(z
′)‖2L2(�×]0,tn[)

+ ‖u′‖2L2(0,tn;L4(�))
‖z‖2L∞(0,tn;L2(�))

)
+ ν‖Ph(u′)‖2L2(0,tn;H1(�)2)

)
.

The next lemma gives an error equation for zh. As expected, it differs slightly in its treatment
of the nonlinear term from the statement of Lemma 3.3.6.

Lemma 3.4.5. Assume that z belongs to C0(0,T;H1(�)) ∩ H1(0,T;L2(�)). We have for
each n with 1 ≤ n ≤ N, and for all θh ∈ Zh,

α(en
z − en−1

z , θh)+ k
(
ν(en

z , θh)+ α̃cDG(un
h; e

n
z , θh)

)
= α

tn∫
tn−1

(̃
cDG(un

h; z(tn)− %h(z(tn)), θh)− c̃(en
u; z(tn), θh)

)
ds

+ ν

tn∫
tn−1

(curl en
u, θh) ds+

(
En

z + Nn
z + Nn

div + En
curl, θh

)
,

(3.4.14)

where c̃ is defined in (2.1.4),

En
z = ν

tn∫
tn−1

(
z(s)− %h(z(s))+ (s− tn−1)%h(z

′(s))
)
ds+ α

tn∫
tn−1

(
z′(s)− %h(z

′(s))
)
ds,
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Nn
z = α

tn∫
tn−1

(
(s− tn−1)

(
u′(s) · ∇ z(s)+ u(tn) · ∇ z′(s)

)
+ (u(tn)− Ph(u(tn)) · ∇ z(tn)) ds,

Nn
div =

α

2

tn∫
tn−1

div(u(tn)− Ph(u(tn))z(tn)ds,

En
curl = ν

tn∫
tn−1

(curl Ph(u(tn)− u(s))+ curl(Ph(u(s))− u(s))) ds.

By choosing θh = en
z and applying (2.4.16) and (2.4.21), (3.4.14) gives

α

2

(
‖en

z‖
2
L2(�)

− ‖en−1
z ‖

2
L2(�)

+ ‖en
z − en−1

z ‖
2
L2(�)

)
+ kν‖en

z‖
2
L2(�)

+ αk
∑
T∈Th

1

2

∫
∂T−

|un
h · nT |((e

n
z )

ext
− (en

z )
int)2dσ

= αk

∑
T∈Th

− ∫
T

(un
h · ∇ en

z +
1

2
div(en

u)e
n
z )(z(tn)− %h(z(tn))dx

+

∫
∂T−

|un
h · nT |((e

n
z )

ext
− (en

z )
int)
(
z(tn)− %h(z(tn))

extdσ

− c̃(en
u; z(tn), en

z )



+ ν

tn∫
tn−1

(curl en
u, en

z ) ds+
(
En

z + Nn
z + Nn

div + En
curl, en

z

)
. (3.4.15)

The first and third terms in the right-hand side of (3.4.15) are handled as in Section 2.4.2:∫
T

(un
h · ∇ en

z )(z(tn)− %h(z(tn))) dx =
∫
T

(en
u · ∇ en

z )(z(tn)− %h(z(tn))) dx

+

∫
T

(Ph(u(tn)− c) · ∇ en
z (z(tn)− %h(z(tn))) dx,

(3.4.16)

where (2.4.26) is used for inserting an arbitrary constant c in each T . In view of (2.4.29),
we have∣∣∣∣∣∣

∫
T

(en
u · ∇ en

z )(z(tn)− %h(z(tn))) dx

∣∣∣∣∣∣ ≤ cσ0|z(tn)|W1,r(T)‖e
n
u‖Lr∗ (T)‖e

n
z‖L2(T), (3.4.17)
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and in view of (2.4.28) and the stability of Ph, we have∣∣∣∣∣∣
∫
T

(Ph(u(tn))− c) · ∇ en
z (z(tn)− %h(z(tn))) dx

∣∣∣∣∣∣ ≤ cσ0|u(tn)|W1,∞(T)

‖z(tn)− %h(z(tn))‖L2(T)‖e
n
z‖L2(T), (3.4.18)

where σ0 is the constant of (2.1.25). To simplify, here we denote by c a generic constant
independent of h and k. We split the third term as in Section 2.4.2:∣∣∣∣∣∣∣

∑
T∈Th

∫
∂T−

|un
h · nT |((e

n
z )

ext
− (en

z )
int)(z(tn)− %h(z(tn))

extdσ

∣∣∣∣∣∣∣
≤

1

2

∑
T∈Th

∫
∂T−

|un
h · nT |((e

n
z )

ext
− (en

z )
int)2dσ

+
1

2

∑
T∈Th

∫
∂T−

|un
h · n|

(
z(tn)− %h(z(tn))

ext)2 dσ,

and the first part cancels with the same one in the left-hand side of (3.4.15). The second part
is bounded according to (2.4.30):∫

e

|un
h · nT |

(
(z(tn)− %h(z(tn)))

ext)2 dσ ≤ cσ 2
0 hT̃‖u

n
h‖L∞(T̃)|z(tn)− %h(z(tn))|

2
H1(T̃)

.

(3.4.19)

With this, we have the analog of Lemma 3.3.7.

Lemma 3.4.6. Assume that z is in L∞(0,T;W1,r(�)) for some r > 2, and z′ is in
L2(0,T;H1(�)). We have for each n with 1 ≤ n ≤ N,

α
(
‖en

z‖
2
L2(�)

− ‖en−1
z ‖

2
L2(�)

+ ‖en
z − en−1

z ‖
2
L2(�)

)
+ 2νk‖en

z‖
2
L2(�)

≤ 2
√

k‖en
z‖L2(�)

((
ν + C1α‖z‖L∞(0,T;W1,r(�))

)√
k|en

u|H1(�)

+ An
4,k +A

n
4,u +A

n
4,z

)
+ C2αhkChu

∑
T∈Th

‖z− %h(z)‖
2
L∞(0,tn;H1(T)),

(3.4.20)

where Ci denote constants independent of h, k, ν, and α, Chu is defined in (3.4.9), and the
A4,· refer to the following approximation errors:

An
4,u = ν‖u− Ph(u)‖L2(tn−1,tn;H1(�)2) +

α

2

√
k‖div(u− Ph(u))z‖L∞(0,tn;L2(�))

+ α
√

k‖z‖L∞(0,tn;H1(�))‖u− Ph(u)‖L∞(�×]tn−1,tn[),

An
4,z = α

(
‖z′ − %h(z

′)‖L2(�×]tn−1,tn[) +
ν

α
‖z− %h(z)‖L2(�×]tn−1,tn[)

+ C3
√

k‖∇ u‖L∞(�×]0,tn[)‖z− %h(z)‖L∞(0,tn;L2(�)

)
,
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An
4,k =

k
√

3

(
ν‖%h(z

′)‖L2(�×]tn−1,tn[) + α‖u
′
· ∇ z‖L2(�×]tn−1,tn[)

+ ν‖Ph(u′)‖L2(tn−1,tn;H1(�)2) + α‖u‖L∞(�×]0,tn[)‖z
′
‖L∞(0,tn;H1(�))

)
.

By summing (3.4.20) over n and substituting into the resulting inequality, the estimate
(3.4.13) for ν

∑n
i=1 k|ei

u|
2
H1(�)

, we derive the main error estimate of this section. To sim-
plify the presentation, we do not detail the constant factors apart from the exponential factor.

Theorem 3.4.7. Suppose that z belongs to L∞(0,T;W1,r(�)) for some r > 2 and z′

belongs to L2(0,T;H1(�)). Then under the assumptions of the second part of Proposi-
tion 3.3.1 and if the mesh satisfies (2.1.45) for this r, we have for each n with 1 ≤ n ≤ N,

‖en
z‖

2
L2(�)

+

n∑
i=1

‖ei
z − ei−1

z ‖
2
L2(�)

≤ exp

(
27

2αν3
tn
(
ν + C1α‖z‖L∞(0,T;W1,r(�))

)2
S2

4‖u‖
2
L∞(0,tn;L4(�)

)
×

(
c1‖u− Ph(u)‖2H1(0,tn;H1(�)2)

+ c2‖u− Ph(u)‖2L∞(�×]0,tn[)

+ c3‖p− rh( p)‖2L2(�×]0,tn[) + c4‖z− %h(z)‖
2
H1(0,tn;L2(�))

+ c5h
∑
T∈Th

‖z− %h(z)‖
2
L∞(0,tn;H1(T)) + c6k2

)
, (3.4.21)

where the ci denote constants independent of h and k.

Clearly, the factor h in the next to last term of (3.4.21) permits to reduce the regularity of
z, from L∞(0,T;H2(�)) to L∞(0,T;H3/2(�)), while maintaining an error of the order of
h+ k. Hence, we can somewhat improve the statement of Theorem 3.3.9.

Theorem 3.4.8. Let � be convex and suppose that the solution (u, p, z) of (3.2.1)–
(3.2.2) satisfies z ∈ L∞(0,T;H3/2(�)), z′ ∈ L2(0,T;H1(�)), u ∈ H1(0,T;H2(�)2), and
p ∈ L2(0,T;H1(�)). Then if the triangulation satisfies (2.1.45) for some r > 2, the assump-
tions of Hypothesis 2.1.10 hold, and Rh satisfies (2.4.10), the scheme (3.4.2)–(3.4.4) is of
order one in time and space:

sup
1≤n≤N

(
‖en

u‖α + ‖e
n
z‖L2(�)

)
≤ C(h+ k),

with a constant C independent of h and k.

We have the same conclusion for the pressure:(
N∑

n=1

k‖en
p‖

2
L2(�)

)1/2

≤ C(h+ k),

with another constant C independent of h and k. Note again that none of these results require
a CFL condition.
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Chapter 4

A Least-Squares Approach for the
No-Slip Problem

The fairly straightforward schemes for discretizing (1.4.3) and (3.1.1) presented in the pre-
ceding chapters are obtained by eliminating the redundant relation (1.4.4) between the veloc-
ity u and the auxiliary variable z:

z = curl(u− α1u).

In contrast, least-squares schemes can take advantage of this redundancy. In this chapter,
we examine two closely related least-squares schemes and gradient algorithms based on
a slightly different splitting. The first scheme has been studied by Park [1998]. We also
briefly describe a least-square scheme and gradient algorithm taken from Park [1998] for
approximating a similar semi-discrete variant of (3.1.1); see also Cioranescu, Girault,
Glowinski and Scott [1999]. All schemes and algorithms presented in this chapter are
heuristic.

4.1. Least-squares schemes for the steady no-slip problem

Recall the steady version of problem (1.3.1)–(1.3.4) in a bounded, connected Lipschitz
domain � of IR2: Find a pair (u, p) ∈ Vα × L2

0(�), solution of (1.4.3)

−ν1 u+ curl(u− α1u)× u+∇ p = f in �,

with ν > 0, α > 0, and f ∈ L2(�)2. Instead of choosing curl(u− α1u) for auxiliary vari-
able, let us take

ζ = u− α1u.

As u belongs to Vα , see (1.4.1), ζ is in the space

Y = {ζ ∈ H−1(�)2; curl ζ ∈ L2(�)}, (4.1.1)

125
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equipped with the graph norm

‖ζ‖Y =
(
‖ζ‖2H−1(�)

+ ‖curl ζ‖2L2(�)

)1/2
. (4.1.2)

Thus, the relation between ζ and u reads: Given ζ ∈ Y , find u ∈ H1
0(�)

2 such that a.e. in �,

u− α1u = ζ . (4.1.3)

Similarly, the relation between ζ and u, expressed by (1.4.3), reads: Given ν > 0, α > 0,
f ∈ L2(�)2, and ζ ∈ Y , find a pair (u, p) in H1

0(�)
2
× L2

0(�) such that a.e. in �,

−ν1u+ curl ζ × u+∇ p = f , (4.1.4)

div u = 0. (4.1.5)

Since ζ is given, each problem (4.1.3) and (4.1.4)–(4.1.5) has a unique solution. Let us
denote by u1 = u1(ζ ) the solution of (4.1.3) and by (u2, p) = (u2(ζ ), p(ζ )) the solution of
(4.1.4)–(4.1.5). There is no reason why they should define the same function u, but a least-
squares constraint minimizing the norm of their difference can hopefully “force” them to
coincide. For example, by defining the functional

∀ζ ∈ Y, J(ζ ) =
1

2
‖∇(u1(ζ )− u2(ζ ))‖

2
L2(�)

, (4.1.6)

we can solve the minimum equation: Find ζ ∈ Y such that

J(ζ ) = inf
λ∈Y

J(λ). (4.1.7)

Then (u2, p) solves (1.4.3) only when the minimum in (4.1.7) is zero and ζ realizes this
minimum. The next result specifies the relation between (4.1.3)–(4.1.7) and (1.4.3).

Proposition 4.1.1. For all ν > 0, all α > 0, and all f ∈ H(curl, �), problems (4.1.3)–
(4.1.7) and (1.4.3) are equivalent in a bounded, connected Lipschitz domain � of IR2.

Proof. Let (u, p) ∈ Vα × L2
0(�) be any solution of (1.4.3) and set ζ = u− α1u. Then for

this ζ , u solves (4.1.3), (u, p) solves (4.1.4)–(4.1.5), and the minimum in (4.1.7) is realized
by ζ and is zero. Therefore, if (1.4.3) has a solution, then (4.1.3)–(4.1.7) has also a solution
and the minimum in (4.1.7) is zero. Because this minimum is zero, all solutions of (4.1.3)–
(4.1.7) must satisfy (1.4.3). Hence, (4.1.3)–(4.1.7) and (1.4.3) are equivalent as soon as
(1.4.3) has a solution. But we know from Theorem 1.4.6 that (1.4.3) has at least one solution,
whence the proposition.

Remark 4.1.2. The incompressibility constraint has only been prescribed on the solution of
(4.1.4). From a theoretical point of view, the statement of Proposition 4.1.1 would have been
unchanged if instead we had only prescribed incompressibility on the solution of (4.1.3).
As far as discretization is concerned, there appears to be some advantage in (4.1.4)–(4.1.5)
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because the divergence constraint on u2 permits to relax somewhat the regularity of ζ ; see
Section 4.1.2.

4.1.1. Variational formulations and properties of J

Both (4.1.3) and (4.1.4)–(4.1.5) have straightforward variational formulations that lead to
the following scheme. Given ζ ∈ Y , find u1 ∈ H1

0(�)
2 solution of

∀v ∈ H1
0(�)

2, (u1, v)+ α(∇ u1,∇ v) = 〈ζ , v〉. (4.1.8)

For the same function ζ ∈ Y , find (u2, p) ∈ H1
0(�)

2
× L2

0(�) solution of

∀v ∈ H1
0(�)

2, ν(∇ u2,∇ v)+ (curl ζ × u2, v)− ( p, div v) = ( f , v), (4.1.9)

∀q ∈ L2
0(�), (q, div u2) = 0. (4.1.10)

The system is closed by solving the minimum equation:

J(ζ ) = inf
λ∈Y

J(λ). (4.1.11)

Of course, u1(ζ ) is well-defined as soon as ζ belongs to H−1(�)2 and (u2(ζ ), p(ζ )) is well
defined as soon as curl ζ belongs to L2(�). We shall discretize this formulation in the next
section by means of a gradient algorithm. To this end, it is useful to study the properties of
the functional J. First, we have

∀ζ ∈ H−1(�)2, |u1(ζ )|H1(�) ≤
1

α
‖ζ‖H−1(�), (4.1.12)

∀ζ ∈ Y, |u2(ζ )|H1(�) ≤
S2

ν
‖ f‖L2(�), (4.1.13)

∀ζ ∈ Y, ‖p(ζ )‖L2(�) ≤
S2

β
‖ f‖L2(�)

(
1+

S2
4

ν
‖curl ζ‖L2(�)

)
, (4.1.14)

where β is the inf-sup constant of (1.1.25), and the S are constants of Sobolev’s imbedding
(1.1.3). As the bound (4.1.13) is independent of ζ , the behavior at infinity of the difference
(u1 − u2)(ζ ) is determined by that of u1(ζ ), when ζ tends to infinity.

Lemma 4.1.3. If � is bounded and Lipschitz, we have

lim
‖ζ‖H−1(�)→∞

|(u1 − u2)(ζ )|H1(�) = ∞. (4.1.15)

Proof. As mentioned above, it suffices to study the limit of u1(ζ ) as ζ tends to infinity.
Now, (4.1.8) implies

∀v ∈ H1
0(�)

2, 〈ζ , v〉 ≤
(
α + S2

2

)
|u1(ζ )|H1(�)|v|H1(�).
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Therefore,

‖ζ‖H−1(�) ≤

(
α + S2

2

)
|u1(ζ )|H1(�),

and

|u1(ζ )|H1(�) ≥
1

α + S2
2

‖ζ‖H−1(�),

whence the limit; note that this result is independent of the dimension.

Remark 4.1.4. It would be interesting to prove (4.1.15) when ζ tends to infinity in Y , but
this result does not seem to be true because it is possible for ζ to stay bounded in H−1(�)2

while curl ζ has an infinite limit in L2(�).

Next, we show that u1, u2, and p are Lipschitz-continuous in ζ . We skip the proof as it is
straightforward.

Lemma 4.1.5. The functions u1(ζ ) and u2(ζ ) are uniformly Lipschitz-continuous with
respect to ζ :

∀ζ ,λ ∈ H−1(�)2, |u1(ζ )− u1(λ)|H1(�) ≤
1

α
‖ζ − λ‖H−1(�), (4.1.16)

∀ζ ,λ ∈ Y, |u2(ζ )− u2(λ)|H1(�) ≤
S2

ν2
S2

4‖ f‖L2(�)‖curl(ζ − λ)‖L2(�). (4.1.17)

For all bounded ζ in Y, the function ζ 7→ p(ζ ) is Lipschitz-continuous:

∀ζ ,λ ∈ Y, ‖p(ζ )− p(λ)‖L2(�) ≤
S2

ν

S2
4

β
‖ f‖L2(�)‖curl(ζ − λ)‖L2(�)(

1+
S2

4

ν
‖curlλ‖L2(�)

)
.

(4.1.18)

To alleviate notation, we denote derivatives with respect to the variable ζ with a prime.
From the statement of Lemma 4.1.5, it is easy to prove that u1, u2, and p are differentiable
with respect to ζ . Indeed, for any ζ and λ in H−1(�)2, setting w1 = u′1(ζ ) · λ, we have that
w1 ∈ H1

0(�)
2 is the only solution of

∀v ∈ H1
0(�)

2, (w1, v)+ α(∇ w1,∇ v) = 〈λ, v〉. (4.1.19)

In terms of operators, we can write that u′1(ζ ) · λ = D−1
α (λ), where

Dα = I − α1 : H1
0(�)

2
7→ H−1(�)2, (4.1.20)

is an isomorphism from H1
0(�)

2 onto H−1(�)2, and is self-adjoint:

∀u, v ∈ H1
0(�)

2, 〈u,Dα(v)〉 = 〈Dα(u), v〉. (4.1.21)
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Similarly, setting w2 = u′2(ζ ) · λ and p2 = p′(ζ ) · λ for any ζ and λ in Y , and recalling that

V = {v ∈ H1
0(�)

2
; div v = 0},

we have that (w2, p2) ∈ V × L2
0(�) is the only solution of

∀v ∈ H1
0(�)

2, ν(∇ w2,∇ v)+ (curl ζ × w2, v)− ( p2, div v) = −(curlλ× u2, v).
(4.1.22)

In terms of operators, (4.1.22) reads

(u′2(ζ ) · λ, p′(ζ ) · λ) = N−1
ζ (−curlλ× u2),

where for each ζ in Y , Nζ : V × L2
0(�) 7→ H−1(�)2 is the Stokes-like operator

(u, p) 7→ −ν1u+ curl ζ × u+∇ p. (4.1.23)

Then we can easily prove the next result.

Lemma 4.1.6. The functions u1, u2, and p are differentiable with respect to ζ and we have,
with the notation of Lemma 4.1.5,

∀ζ ,λ ∈ H−1(�)2, |u′1(ζ ) · λ|H1(�) ≤
1

α
‖λ‖H−1(�), (4.1.24)

∀ζ ,λ ∈ Y, |u′2(ζ ) · λ|H1(�) ≤
S2

ν2
S2

4‖ f‖L2(�)‖curlλ‖L2(�), (4.1.25)

∀ζ ,λ ∈ Y, ‖p′(ζ ) · λ‖L2(�) ≤
S2

4

β

S2

ν
‖ f‖L2(�)‖curlλ‖L2(�)

(
1+

S2
4

ν
‖curl ζ‖L2(�)

)
.

(4.1.26)

Regarding second derivatives, it is clear from (4.1.19) that the second derivative of u1(ζ )

is always zero. From (4.1.22), it stems that u2(ζ ) and p(ζ ) are twice differentiable and
denoting u′′2(ζ ) · (λ,µ) and p′′(ζ ) · (λ,µ) by (w3, p3), we have that (w3, p3) ∈ V × L2

0(�)

is the only solution of

∀ζ ,λ,µ ∈ Y , ν(∇ w3,∇ v)+ (curl ζ × w3, v)− ( p3, div v)

= −(curlλ× u′2(ζ ) · µ, v)− (curlµ× w2, v),
(4.1.27)

i.e.,

(w3, p3) = N−1
ζ (−curlλ× u′2(ζ ) · µ− curlµ× w2).

This implies that u′′2(ζ ) · (λ,µ) and p′′(ζ ) · (λ,µ) satisfy the bounds for all ζ , λ, and µ in Y

|u′′2(ζ ) · (λ,µ)|H1(�)

≤
S2

4

ν

(
‖curlλ‖L2(�)|u

′

2(ζ ) · µ|H1(�) + ‖curlµ‖L2(�)|u
′

2(ζ ) · λ|H1(�)

)
, (4.1.28)



130 V. Girault and F. Hecht Chapter 4

‖p′′(ζ ) · (λ,µ)‖L2(�)

≤
S2

4

β

(
‖curlλ‖L2(�)|u

′

2(ζ ) · µ|H1(�) + ‖curlµ‖L2(�)|u
′

2(ζ ) · λ|H1(�)

+ ‖curl ζ‖L2(�)|u
′′

2(ζ ) · (λ,µ)|H1(�)

)
. (4.1.29)

In particular, when λ = µ, (4.1.27)–(4.1.29) reduce to, for all ζ and λ in Y:

ν(∇ w3,∇ v)+ (curl ζ × w3, v)− ( p3, div v) = −2(curlλ× w2, v), (4.1.30)

|u′′2(ζ ) · (λ,λ)|H1(�) ≤ 2
S2

4

ν
‖curlλ‖L2(�)|u

′

2(ζ ) · λ|H1(�), (4.1.31)

‖p′′(ζ ) · (λ,λ)‖L2(�) ≤
S2

4

β

(
‖curl ζ‖L2(�)|u

′′

2(ζ ) · (λ,λ)|H1(�) (4.1.32)

+ 2‖curlλ‖L2(�)|u
′

2(ζ ) · λ|H1(�)

)
.

Although we shall not need higher-order derivatives, it follows readily by induction from
(4.1.27) that u2(ζ ) and p(ζ ) are infinitely differentiable.

Now, to simplify, we set

H(ζ ) = (u1 − u2)(ζ ).

Then (4.1.12), (4.1.13) imply

∀ζ ∈ Y, |H(ζ )|H1(�) ≤
1

α
‖ζ‖H−1(�) +

S2

ν
‖ f‖L2(�), (4.1.33)

and it stems from Lemma 4.1.5 that H is uniformly Lipschitz continuous with respect to ζ :

∀ζ ,λ ∈ Y, |H(ζ )−H(λ)|H1(�) ≤

(
1

α2
+

S2
2

ν4
S4

4‖ f‖2L2(�)

)1/2

‖ζ − λ‖Y . (4.1.34)

Similarly, it follows from Lemma 4.1.6 that H has derivatives of all orders, and in particular,
we have

∀ζ ,λ ∈ Y, |H′(ζ ) · λ|H1(�) ≤

(
1

α2
+

S2
2

ν4
S4

4‖ f‖2L2(�)

)1/2

‖λ‖Y . (4.1.35)

∀ζ ,λ ∈ Y, |H′′(ζ ) · (λ,λ)|H1(�) ≤ 2
S4

4

ν3
S2‖ f‖L2(�)‖curlλ‖2L2(�)

. (4.1.36)

Thus, we have the following propositions.

Proposition 4.1.7. The functional ζ 7→ J(ζ ) is Lipschitz continuous provided ζ

is bounded in H−1(�)2:

∀ζ ,λ ∈ Y, |J(ζ )− J(λ)| ≤
1

2

(
1

α

(
‖ζ‖H−1(�) + ‖λ‖H−1(�)

)
+ 2

S2

ν
‖ f‖L2(�)

)

×

(
1

α2
+

S2
2

ν4
S4

4‖ f‖2L2(�)

)1/2

‖ζ − λ‖Y . (4.1.37)
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Proposition 4.1.8. The functional ζ 7→ J(ζ ) has derivatives of all orders, and its deriva-
tives are bounded on all bounded sets of Y. In particular,

∀ζ ,λ ∈ Y, J′(ζ ) · λ = (∇ H′(ζ ) · λ,∇ H(ζ )),

∀ζ ,λ ∈ Y, |J′(ζ ) · λ| ≤

(
1

α
‖ζ‖H−1(�) +

S2

ν
‖ f‖L2(�)

)

×

(
1

α2
+

S2
2

ν4
S4

4‖ f‖2L2(�)

)1/2

‖λ‖Y , (4.1.38)

∀ζ ,λ ∈ Y, J′′(ζ ) · (λ,λ) = (∇ H′′(ζ ) · (λ,λ),∇ H(ζ ))+ |H′(ζ ) · λ|2H1(�)
,

∀ζ ,λ ∈ Y, |J′′(ζ ) · (λ,λ)| ≤ 2
S4

4

ν3
S2‖ f‖L2(�)‖curlλ‖2L2(�)

|u1(ζ )− u2(ζ )|H1(�)

+

(
1

α2
+

S2
2

ν4
S4

4‖ f‖2L2(�)

)
‖λ‖2Y . (4.1.39)

The above expression for J′′(ζ ) · (λ,λ) does not allow to conclude that J is convex. In
addition, considering that

J(ζ ) ≥
1

2
(|u1(ζ )| − |u2(ζ )|)

2 ,

Lemma 4.1.3 implies that J(ζ ) tends to infinity as ζ tends to infinity in H−1(�)2, but as
stated in Remark 4.1.4, this does not give coercivity of J when ζ tends to infinity in Y .

4.1.2. A related least-squares scheme

Here we retain the variational formulation (4.1.8) of (4.1.3), but we formulate differently
(4.1.4)–(4.1.5) by taking into account the incompressibility constraint. Indeed, owing to the
zero divergence of u2, the term (curl ζ × u2, v) has more than one expression. We use the
following identity, valid when d = 2 or 3.

Lemma 4.1.9. Let d = 2 or d = 3. For any u and v ∈ H1(�)d satisfying u · n = v · n = 0
on ∂� and div u = 0 in�, and for any ζ ∈ Y satisfying ζ ∈ L3(�)d if d = 3 and ζ ∈ Lr(�)d

for some r > 2 if d = 2, we have

(curl ζ × u, v) = (v · ∇ u− u · ∇ v, ζ )+ (u · ζ , div v). (4.1.40)

Proof. The proof of (4.1.40) is straightforward when ζ is smooth enough, e.g., ζ ∈ H2(�)d.
When d = 3 and ζ ∈ Y ∩ L3(�)3, then ζ ∈ H(curl;�) ∩ L3(�)3, H2(�)3 is dense in this
space, and the proof of (4.1.40) proceeds by density. The same argument is valid when
d = 2.

Clearly, in view of the right-hand side of (4.1.40), we can set (4.1.4)–(4.1.5) into an
equivalent variational formulation that is meaningful for all ζ in Lr(�)2 as soon as r > 2.
Note that if � has a smooth boundary or is a convex polygon, then each solution ζ belongs
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indeed to Lr(�)2 for some number r > 2; see Proposition 1.4.11. Based on these remarks,
we propose another scheme; we denote its solutions with a tilde to distinguish them from
the solutions of the previous scheme. Given ζ ∈ Y ∩ Lr(�)2, find ũ1 ∈ H1

0(�)
2 solution of

∀v ∈ H1
0(�)

2, (ũ1, v)+ α(∇ ũ1,∇ v) = (ζ , v). (4.1.41)

For the same function ζ ∈ Y ∩ Lr(�)2, find (ũ2, p̃) ∈ H1
0(�)

2
× L2

0(�) solution of

∀v ∈ H1
0(�)

2, ν(∇ ũ2,∇ v)+ (v · ∇ ũ2 − ũ2 · ∇ v, ζ )− ( p̃, div v) = ( f , v), (4.1.42)

∀q ∈ L2
0(�), (q, div ũ2) = 0. (4.1.43)

The system is closed by solving the minimum equation:

J̃(ζ̃ ) = inf
λ∈Y∩Lr(�)2

J̃(λ) = inf
λ∈Y∩Lr(�)2

1

2
‖∇(ũ1(ζ )− ũ2(ζ ))‖

2
L2(�)

. (4.1.44)

The pressure p is related to p̃ by

p̃ = p− ũ2 · ζ + γ, (4.1.45)

where γ is a constant adjusted so that p̃ belongs to L2
0(�):

γ =
1

|�|

∫
�

ũ2 · ζ dx.

Of course, ũ1(ζ ) is well-defined as soon as ζ belongs to H−1(�)2 so that (4.1.41) coincides
with (4.1.8). In contrast, (ũ2(ζ ), p̃(ζ )) is well-defined as soon as ζ belongs to Lr(�)2 for
some r > 2. Thus, the resulting scheme differs from the previous one, but according to
Proposition 1.4.11, (4.1.41)–(4.1.45) is equivalent to (1.4.3) when� is smooth or is a convex
polygon. The present scheme has the advantage of somewhat reducing the regularity of ζ ,
at the expense of adding another term in the computation of the second velocity.

Let us go quickly over the properties of this scheme. Clearly ũ1(ζ ) and ũ2(ζ ) satisfy the
analogs of (4.1.12) and (4.1.13), respectively:

∀ζ ∈ H−1(�)2, |ũ1(ζ )|H1(�) ≤
1

α
‖ζ‖H−1(�),

∀ζ ∈ Lr(�)2, |ũ2(ζ )|H1(�) ≤
S2

ν
‖ f‖L2(�).

But the bound for p̃(ζ ) is slightly different:

∀ζ ∈ Lr(�)2, ‖p̃(ζ )‖L2(�) ≤
1

β

(
S2‖ f‖L2(�) + 2Sr? |ũ2(ζ )|H1(�)‖ζ‖Lr(�)

)
, (4.1.46)

for r > 2 and 1
r? =

1
2 −

1
r .
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Again, ũ1 − ũ2 satisfies the same weak coercivity as u1 − u2:

lim
‖ζ‖H−1(�)→∞

|(ũ1 − ũ2)(ζ )|H1(�) = ∞,

but not strong coercivity because it is possible for ζ to stay bounded in H−1(�)2 while it
has an infinite limit in Lr(�)2.

Here also ũ1 and ũ2 are Lipschitz-continuous with respect to ζ :

∀ζ ,λ ∈ H−1(�)2, |ũ1(ζ )− ũ1(λ)|H1(�) ≤
1

α
‖ζ − λ‖H−1(�),

∀ζ ,λ ∈ Lr(�)2, |ũ2(ζ )− ũ2(λ)|H1(�) ≤
2

ν2
S2Sr?‖ f‖L2(�)‖ζ − λ‖Lr(�).

For all bounded ζ in Lr(�)2, the function p̃(ζ ) is Lipschitz-continuous with respect to ζ :

∀ζ ,λ ∈ Lr(�)2, ‖p̃(ζ )− p̃(λ)‖L2(�) ≤
2Sr?

β

(
‖ζ‖Lr(�)|ũ2(ζ )− ũ2(λ)|H1(�)

+
S2

ν
‖ f‖L2(�)‖ζ − λ‖Lr(�)

)
. (4.1.47)

Similarly, ũ1, ũ2, and p̃ are differentiable with respect to ζ . Indeed, for any ζ and λ in
H−1(�)2, ũ′1(ζ ) · λ, is the only solution w̃1 ∈ H1

0(�)
2 of

∀v ∈ H1
0(�)

2, (w̃1, v)+ α(∇ w̃1,∇ v) = 〈λ̃, v〉. (4.1.48)

Next, recalling the trilinear form c defined by (3.2.61):

c(u; v,w) =
2∑

i=1

2∑
j=1

∫
�

ui
∂vj

∂xi
wj dx,

and defining the bilinear form Bζ by

Bζ (u, v) = c(v;u, ζ )− c(u; v, ζ ), (4.1.49)

we have that for any ζ and λ in Lr(�)2, r > 2, ũ′2(ζ ) · λ and p̃′(ζ ) · λ are the only solution
(w̃2, p̃2) ∈ V × L2

0(�) of

∀v ∈ H1
0(�)

2, ν(∇ w̃2,∇ v)+ Bζ (w̃2, v)− (p̃2, div v) = −Bλ(ũ2, v). (4.1.50)

The form Bζ is antisymmetric:

∀v ∈ H1
0(�)

2, Bζ (v, v) = 0,

and continuous

∀u, v ∈ H1
0(�)

2,∀ζ ∈ Lr(�)2, |Bζ (u, v)| ≤ 2Sr?‖ζ‖Lr(�)|u|H1(�)|v|H1(�). (4.1.51)
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Moreover, the derivative of ũ1, ũ2, and p̃2 satisfy the bounds

∀ζ ,λ ∈ H−1(�)2, |ũ′1(ζ ) · λ|H1(�) ≤
1

α
‖λ‖H−1(�),

∀ζ ,λ ∈ Lr(�)2, |ũ′2(ζ ) · λ|H1(�) ≤
2

ν2
S2Sr?‖ f‖L2(�)‖λ‖Lr(�),

∀ζ ,λ ∈ Lr(�)2, ‖p̃′(ζ ) · λ‖L2(�) ≤
2Sr?

β

(
‖ζ‖Lr(�)|(ũ

′

2(ζ ) · λ|H1(�)

+
S2

ν
‖ f‖L2(�)‖λ‖Lr(�)

)
. (4.1.52)

The second derivative of ũ1(ζ ) is always zero. Formula (4.1.50) implies that ũ2(ζ ) and
p̃(ζ ) are twice differentiable and denoting ũ′′2(ζ ) · (λ,µ), p̃′′(ζ ) · (λ,µ)) by (w̃3, p̃3), we
have that (w̃3, p̃3) ∈ V × L2

0(�) is the only solution of

∀ζ ,λ,µ ∈ Lr(�)2 , ν(∇ w̃3,∇ v)+ Bζ (w̃3, v)− (p̃3, div v)

= −Bλ(ũ′2(ζ ) · µ, v)− Bµ(w̃2, v).
(4.1.53)

In view of (4.1.51), ũ′′2(ζ ) · (λ,µ) and p̃′′(ζ ) · (λ,µ) are bounded as follows

∀ζ ,λ,µ ∈ Lr(�)2, |ũ′′2(ζ ) · (λ,µ)|H1(�)

≤
2Sr?

ν

(
‖λ‖Lr(�)|ũ

′

2(ζ ) · µ|H1(�) + ‖µ‖Lr(�)|ũ
′

2(ζ ) · λ|H1(�)

)
, (4.1.54)

∀ζ ,λ,µ ∈ Lr(�)2, ‖p̃′′(ζ ) · (λ,µ)‖L2(�)

≤
2Sr?

β

(
‖λ‖Lr(�)|ũ

′

2(ζ ) · µ|H1(�) + ‖µ‖Lr(�)|ũ
′

2(ζ ) · λ|H1(�)

+ ‖ζ‖Lr(�)|ũ
′′

2(ζ ) · (λ,µ)|H1(�)

)
. (4.1.55)

When λ = µ, (4.1.53)–(4.1.55) reduce to, for all ζ and λ in Lr(�)2,

ν(∇ w̃3,∇ v)+ Bζ (w̃3, v)− (p̃3, div v) = −2Bλ(ũ′2(ζ ) · λ, v). (4.1.56)

|ũ′′2(ζ ) · (λ,λ)|H1(�) ≤
4Sr?

ν
‖λ‖Lr(�)|ũ

′

2(ζ ) · λ|H1(�), (4.1.57)

‖p̃′′(ζ ) · (λ,λ)‖L2(�) ≤
4Sr?

β
‖λ‖Lr(�)|ũ

′

2(ζ ) · λ|H1(�)

(
1+

2Sr?

ν
‖ζ‖Lr(�)

)
. (4.1.58)

By induction, ũ2 and p̃ are infinitely differentiable.
Let

H̃(ζ ) = (ũ1 − ũ2)(ζ ).

It satisfies the following bound

∀ζ ∈ Lr(�)2, |H̃(ζ )|H1(�) ≤
1

α
‖ζ‖H−1(�) +

S2

ν
‖ f‖L2(�),
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and is uniformly Lipschitz continuous with respect to ζ :

∀ζ ,λ ∈ Lr(�)2, |H̃(ζ )− H̃(λ)|H1(�) ≤
1

α
‖ζ − λ‖H−1(�)

+
2

ν2
S2Sr?‖ f‖L2(�)‖ζ − λ‖Lr(�).

Similarly, H̃ has derivatives of all orders, and in particular, we have for all ζ and λ in Lr(�)2,

|H̃
′
(ζ ) · λ|H1(�) ≤

1

α
‖λ‖H−1(�) +

2

ν2
S2Sr?‖ f‖L2(�)‖λ‖Lr(�),

|H̃
′′
(ζ ) · (λ,λ)|H1(�) ≤

8S2

ν3
S2

r?‖ f‖L2(�)‖λ‖
2
Lr(�).

Therefore, J̃(ζ ) is Lipschitz continuous for all bounded ζ in H−1(�)2:

∀ζ ,λ ∈ Lr(�)2, |J̃(ζ )− J̃(λ)| ≤
1

2

(
1

α

(
‖ζ‖H−1(�) + ‖λ‖H−1(�)

)
+ 2

S2

ν
‖ f‖L2(�)

)
×

(
1

α
‖ζ − λ‖H−1(�) +

2

ν2
S2Sr?‖ f‖L2(�)‖ζ − λ‖Lr(�)

)
. (4.1.59)

The functional J̃(ζ ) has derivatives of all orders, and its derivatives are bounded on all
bounded sets of Lr(�)2. In particular, we have for all ζ and λ in Lr(�)2,

J̃′(ζ ) · λ = (∇ H̃
′
(ζ ) · λ,∇ H̃(ζ )),

J̃′′(ζ ) · (λ,λ) = (∇ H̃
′′
(ζ ) · (λ,λ),∇ H̃(ζ ))+

∣∣∣H̃′(ζ ) · λ∣∣∣2
H1(�)

,

|J̃′(ζ ) · λ| ≤

(
1

α
‖λ‖H−1(�) +

2

ν2
S2Sr?‖ f‖L2(�)‖λ‖Lr(�)

)
× |ũ1(ζ )− ũ2(ζ )|H1(�), (4.1.60)

|J̃′′(ζ ) · (λ,λ)| ≤
8S2

ν3
S2

r?‖ f‖L2(�)‖λ‖
2
Lr(�)|ũ1(ζ )− ũ2(ζ )|H1(�)

+

(
1

α
‖λ‖H−1(�) +

2

ν2
S2Sr?‖ f‖L2(�)‖λ‖Lr(�)

)2

. (4.1.61)

Again, the above considerations guarantee neither the convexity nor the coercivity of J̃.

4.2. An approximate gradient algorithm

Gradient algorithms for approximating the minimum equations (4.1.7) or (4.1.44) are bound
to be heuristic because neither the convexity of J or J̃, nor their behavior at infinity are
guaranteed. Besides, the minimum of J or J̃ is not necessarily unique. Moreover, even if an
approximate minimum is searched along a “line,” the fact that J or J̃ are not quadratic implies
that the equations for solving this approximate minimum must themselves be suitably
approximated. Therefore, the gradient algorithm we present here is derived heuristically;
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but nonetheless, it gives interesting numerical results, see Park [1998]. To simplify the dis-
cussion, the algorithm is presented for approximately minimizing J, but it can readily be
adapted to J̃ by interchanging (curl ζ × u, v) and Bζ (u, v). Furthermore, the algorithm is
described at the continuous level, but we must keep in mind that it will be applied to a
finite-element discretization of (4.1.3)–(4.1.7).

It is convenient to define g(ζ ) the gradient of J(ζ ) by: g(ζ ) ∈ H1(�)2 is the solution of

∀λ ∈ H1(�)2, ( g(ζ ),λ)+ (∇ g(ζ ),∇ λ) = J′(ζ ) · λ. (4.2.1)

This is not the gradient in the usual sense; indeed, it should be defined for all λ in Y , and
the left-hand side should be the scalar product of Y . However, the practical computation
of the scalar product of Y is expensive, and because all norms are equivalent in a finite-
dimensional space, (4.2.1) is adequate at the discrete level, as long as Y is approximated by
a finite-element subspace of H1(�)2.

Let ζ 0
∈ Y be a first approximation of ζ and let g0

= g(ζ 0). Then for any integer m ≥ 0,
knowing ζm and gm

= g(ζm), we want to find a positive real number, ρm, that solves

J(ζm
− ρmgm) = inf

ρ∈IR+
J(ζm

− ρgm). (4.2.2)

The results of the preceeding section show that the mapping ρ 7→ J(ζm
− ρgm) is very

smooth, but give no information neither on its coercivity nor on its convexity. Neverthe-
less, let us assume that the solution ρm of (4.2.2) can be found among the solutions of

d

dρ
J(ζm

− ρgm) = 0,

i.e.,

J′(ζm
− ρgm) · gm

= 0, i.e., (∇ H′(ζm
− ρgm) · gm,∇ H(ζm

− ρgm)) = 0.

(4.2.3)

As J is not quadratic, solving (4.2.3) for ρ is not obvious, and instead, we propose to expand
H(ζm

− ρgm) up to second order in terms of ρ. We write:

H(ζm
− ρgm) ' H(ζm)− ρH′(ζm) · gm

+
ρ2

2
H′′(ζm) · (gm, gm),

H′(ζm
− ρgm) · gm

' H′(ζm) · gm
− ρH′′(ζm) · (gm, gm).

By substituting the right-hand side of each expression into (4.2.3), we replace (4.2.3) by a
polynomial equation of degree three in ρ:

−
1

2
ρ3
|H′′(ζm) · (gm, gm)|2H1(�)

+
3

2
ρ2 (
∇ H′′(ζm) · (gm, gm),∇ H′(ζm) · gm)

− ρ
((
∇ H′′(ζm) · (gm, gm),∇ H(ζm)

)
+ |H′(ζm) · gm

|
2
H1(�)

)
+ ‖gm

‖
2
H1(�)

= 0. (4.2.4)
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In view of (4.2.1), the last term coincides with (∇ H′(ζm) · gm,∇ H(ζm)). The relation
(4.2.4) is an equation of the form h(ρ) = 0, where h is a polynomial of degree three that
satisfies h(0) ≥ 0. Therefore, it has at least one positive root, but there is no simple criterion
that guarantees uniqueness of this root. If there are several positive roots, we set

ρm
= ρmin,

the smallest of the positive roots.

Remark 4.2.1. The roots of the equation h′(ρ) = 0:

−
3

2
ρ2
|H′′(ζm) · (gm, gm)|2H1(�)

+ 3ρ
(
∇ H′′(ζm) · (gm, gm),∇ H′(ζm) · gm)

−

((
∇ H′′(ζm) · (gm, gm),∇ H(ζm)

)
+ |H′(ζm) · gm

|
2
H1(�)

)
= 0,

(4.2.5)

can give some insight on ρmin. If the roots of (4.2.5) are complex or both negative, then
(4.2.4) has a unique positive solution, but this condition is not necessary. If the roots of
(4.2.5) are real and have an opposite sign, then ρmin is located between these roots. But if
the roots are both positive, then they give no immediate information on ρmin.

4.2.1. Computational details

For the moment, we drop the superscript m. The right-hand side of (4.2.1) defining the
gradient g is the difference of two terms:

∀v ∈ H1(�)2, J′(ζ ) · v =
(
∇ u′1(ζ ) · v,∇(u1 − u2)

)
−
(
∇ u′2(ζ ) · v,∇(u1 − u2)

)
.

(4.2.6)

Let us derive for each of them an expression that is better adapted to computation. For
the first one, we consider the unique solution of the “dual” problem: Find ω1 ∈ H1

0(�)
2,

solution of

∀θ ∈ H1
0(�)

2, (ω1, θ)+ α(∇ ω1,∇ θ) = (u1 − u2, θ). (4.2.7)

With the notation of (4.1.20), we have ω1 = D−1
α (u1 − u2). Recalling (4.1.19), we also have

u′1(ζ ) · v = D−1
α (v). (4.2.8)

The relationship between the derivative of u1 and ω1 is given by the next lemma.

Lemma 4.2.2. For all v ∈ H−1(�)2, we have(
∇ u′1(ζ ) · v,∇(u1 − u2)

)
=

1

α
〈u1 − u2 − ω1, v〉. (4.2.9)

Proof. Let v ∈ H−1(�)2; from (4.1.19), we have

(u′1(ζ ) · v,u1 − u2)+ α(∇ u′1(ζ ) · v,∇(u1 − u2)) = 〈v, u1 − u2〉.
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In view of (4.2.8), this gives

(∇ u′1(ζ ) · v,∇(u1 − u2)) =
1

α
〈v, u1 − u2〉 −

1

α
(D−1

α (v),u1 − u2).

But u1 − u2 = Dα(ω1), and because ω1 belongs to H1
0(�)

2, (4.1.21) implies:

(D−1
α (v),u1 − u2) = (D

−1
α (v),Dα(ω1)) = (Dα D−1

α (v),ω1) = 〈v,ω1〉,

whence (4.2.9).

To handle the second term in (4.2.6), we consider the unique solution (ω2, q2) of the
“dual” problem: Given ζ in Y , find (ω2, q2) ∈ V × L2

0(�) solution of

∀θ ∈ H1
0(�)

2, ν(∇ ω2,∇ θ)− (curl ζ × ω2, θ)− (q2, div θ) = ν(∇(u1 − u2),∇ θ).

(4.2.10)

With the notation of (4.1.23), (4.2.10) is equivalent to

(ω2, q2) = N−1
−ζ (−ν1(u1 − u2)).

An easy calculation yields the following relation between ω2 and the derivative of u2.

Lemma 4.2.3. For all ζ and v in Y, we have

(
∇ u′2(ζ ) · v,∇(u1 − u2)

)
= −

1

ν
(curl v× u2,ω2). (4.2.11)

Note that both ω1 and ω2 depend on ζ ; the dependence of ω2 is obvious and that of ω1

follows from the dependence of u1 and u2 on ζ . By collecting (4.2.9) and (4.2.11), we
obtain the following expression for g, for all ζ in Y:

∀v ∈ H1(�)2, (g, v)+ (∇ g, v) =
1

α
(u1 − u2 − ω1, v)+

1

ν
(curl v× u2,ω2).

(4.2.12)

Now, we are in a position to list the steps of the approximate gradient algorithm. Choose
a starting function ζ 0

∈ Y , e.g., ζ 0
= 0. Choose a threshold ε for the stopping criterion. If

ζ 0
= 0, then u0

1 = 0. If ζ 0
6= 0, then compute u0

1 = D−1
α (ζ 0) ∈ H1

0(�)
2 solution of (4.1.8):

∀v ∈ H1
0(�)

2, (u0
1, v)+ α(∇ u0

1,∇ v) = 〈ζ 0, v〉.

Then for m ≥ 0, knowing ζm
∈ Y and um

1 ∈ H1
0(�)

2:

1. Compute (um
2 , pm) = N−1

ζm ( f ) ∈ V × L2
0(�) solution of (4.1.9):

∀v ∈ H1
0(�)

2, ν(∇ um
2 ,∇ v)+ (curl ζm

× um
2 , v)− ( pm, div v) = ( f , v),



Section 4.2 A Least-Squares Approach for the No-Slip Problem 139

2. Compute ωm
1 = D−1

α (um
1 − um

2 ) ∈ H1
0(�)

2:

∀θ ∈ H1
0(�)

2, (ωm
1 , θ)+ α(∇ ω

m
1 ,∇ θ) = (u

m
1 − um

2 , θ).

3. Compute (ωm
2 , pm

2 ) = N−1
−ζm(−ν1

(
um

1 − um
2 )
)
∈ V × L2

0(�), i.e., solution of (4.2.10):

∀θ ∈ H1
0(�)

2, ν(∇ ωm
2 ,∇ θ)− (curl ζm

× ωm
2 , θ)− (q

m
2 , div θ)

= ν(∇(um
1 − um

2 ),∇ θ).

4. Compute gm
∈ H1(�)2 solution of (4.2.12):

∀v ∈ H1(�)2, (gm, v)+ (∇ gm, v) =
1

α
(um

1 − um
2 − ω

m
1 , v)

+
1

ν
(curl v× um

2 ,ω
m
2 ).

5. Compute A = ‖gm
‖H1(�). If A ≤ ε, the loop ends and (um

2 , pm) is the approximate
solution.
Otherwise,

6. Compute

(um
1 )
′
· gm
= D−1

α (gm).

7. Compute the pair(
(um

2 )
′
· gm, qm

1

)
= N−1

ζm (−curl gm
× um

2 ).

8. Compute

H′(ζm) · gm
= (um

1 )
′
· gm
− (um

2 )
′
· gm, B = |H′(ζm) · gm

|
2
H1(�)

.

9. Compute the pair

(H′′(ζm) · (gm, gm), qm
2 ) = N−1

ζm

(
−2curl gm

× (um
2 )
′
· gm).

10. Compute

C = −
(
∇ H′′(ζm) · (gm, gm),∇ H(ζm)

)
− B,

D =
3

2

(
∇ H′′(ζm) · (gm, gm),∇ H′(ζm) · gm),

E = −
1

2
|H′′(ζm) · (gm, gm)|2H1(�)

.

11. Compute an approximation of the smallest positive root ρm of

A2
+ Cρ + Dρ2

+ Eρ3,
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Update:

ζm+1
= ζm

− ρmgm,

um+1
1 = um

1 − ρ
m(um

1 )
′
· gm,

replace m by m+ 1 and go to Step 1.

4.3. Application to the time-dependent problem

From a computational point of view, a least-squares scheme and gradient algorithm is less
interesting for solving a time-dependent problem, because a linearized time-stepping scheme
seems more economical. However, for the sake of completeness, we briefly describe one
such scheme.

Let us revert to the time-dependent problem (3.1.1) in a bounded, connected Lipschitz
domain � of IR2: Find u ∈ L∞(0,T;Vα) and p ∈ L2(0,T,L2

0(�)) such that

∂

∂t
(u− α1u)− ν 1u+ curl(u− α1u)× u+∇ p = f in �×]0, T[,

u(0) = u0 in �,

where T > 0, ν > 0, and α > 0 are given real numbers, Vα is defined in (1.4.1), f is given
in L2(0,T;H(curl, �)), and u0 is given in Vα .

We propose to adapt the first least-squares scheme and gradient algorithm of the preced-
ing section to the following semi-discrete version of (3.1.1). Let N > 1 be an integer, define
the time step k by

k =
T

N
,

the subdivision points by tn = n k, and the approximate value f n of f (tn) by (3.2.18)

f n(x) =
1

k

tn∫
tn−1

f (x, s) ds.

Starting from

u0
= u0, (4.3.1)

find sequences (un)n≥1, (ζ n)n≥1, and ( pn)n≥1 such that un
∈ V , ζ n

∈ Y , and pn
∈ L2

0(�)

solve for 1 ≤ n ≤ N,

1

k
(un
− un−1)− α

1

k
1(un

− un−1)− ν1un
+ curl ζ n

× un
+∇ pn

= f n in �,

(4.3.2)

ζ n
= un − α1un. (4.3.3)
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For each n, (4.3.2)–(4.3.3) has the same form as (4.1.3)–(4.1.5), with ν replaced by α
k + ν,

with the additional elliptic term 1
k un in the left-hand side of (4.1.4) and f replaced by

f n
+

1

k

(
un−1
− α1un−1

)
in its right-hand side. Thus, the operator Dα is unchanged, while the operator Nζ is replaced
by Nζ,k : V × L2

0(�) 7→ H−1(�)2 defined by

(u, p) 7→
1

k
u−

(α
k
+ ν

)
1u+ curl ζ × u+∇ p. (4.3.4)

With these modifications, we can readily adapt to this situation, the least-squares scheme
and approximate gradient algorithm of Section 4.2.1.

More precisely, for each n, at the ith step of the algorithm, denoting the iterate by the
superscript i, knowing (un

1)
i, un−1 and (ζ n)i,

(
(un

2)
i, ( pn)i

)
is computed by(

(un
2)

i, ( pn)i
)
= N−1

(ζ n)i,k
(Fn),

where

Fn
= f n
+

1

k
un−1
−
α

k
1un−1.

The function (ωn
1)

i is computed as in Step 2, the pair
(
(ωn

2)
i, ( pn

2)
i
)

is computed by(
(ωn

2)
i, ( pn

2)
i)
= N−1

−(ζ n)i,k

(
−ν1((un

1)
i
− (un

2)
i)
)
,

the gradient (gn)i is computed as in Step 4, the derivative
(
(un

1)
i
)′
· (gn)i is computed as in

Step 6, the first derivative pair
(
((un

2)
i)′ · (gn)i, (qn

1)
i
)

is computed by(
((un

2)
i)′ · (gn)i, (qn

1)
i)
= N−1

(ζ n)i,k

(
−curl(gn)i × (un

2)
i),

the derivative H′((ζ n)i) · (gn)i is computed as in Step 8, the second derivative pair(
H′′((ζ n)i) · ((gn)i, (gn)i), (qn

2)
i
)

is computed by(
H′′((ζ n)i) · ((gn)i, (gn)i), (qn

2)
i)
= N−1

(ζ n)i,k

(
−2curl(gn)i × ((un

2)
i)′ · (gn)i

)
.

The remaining steps are unchanged. For each n, the algorithm can be started with (un
1)

1
=

un−1 and (ζ n)1 = ζ n−1.
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Chapter 5

The Steady Problem with Tangential
Boundary Conditions

As stated in Remark 1.3.1, the analysis of a grade-two fluid model with fully nonhomoge-
neous Dirichlet boundary conditions is not clear. This difficulty is caused by the behavior of
the transport equation, when the normal component of the driving velocity does not vanish
on the boundary. This is commented in Remark 1.3.14. Consequently, we restrict our study
to the case of tangential boundary conditions.

As for the Navier–Stokes equations, nonhomogeneous Dirichlet boundary conditions for
the grade-two fluid model are handled by means of a suitable lifting of the type introduced
by Leray [1933], Hopf [1951], see also Lions [1969], Temam [1979], or Girault and
Raviart [1986]. In the case of smooth tangential boundary conditions on a smooth bound-
ary, this lifting is simplified by Temam [1997]. Here we shall use a variant of the lifting
in Temam [1997] that applies to a Lipschitz boundary. It is developed by Girault and
Scott [2002a].

5.1. Some theoretical results

The material presented here is taken from Girault and Scott [1999]. Let � be a bounded
connected domain in IR2, with a Lipschitz-continuous boundary ∂� and exterior normal n,
f a given function in H(curl, �), g a given tangential vector field in H1/2(∂�)2, and ν > 0
and α > 0 two given real constants. Recall the spaces H1

τ (�) and W, respectively, defined
by (1.1.7) and (1.1.12):

H1
τ (�) = {v ∈ H1(�)2; v · n = 0 on ∂�},

W = {v ∈ H1
τ (�); div v = 0 in �},

and define the analog of Vα:

Wα
= {v ∈ W; curl(v− α 1 v) ∈ L2(�)}. (5.1.1)

Consider the steady grade-two fluid model in �: Find a pair (u = (u1, u2), p) ∈ Wα
×

L2
0(�) such that

−ν 1u+ z× u+∇ p = f in �,

div u = 0 in �,

143
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u = g on ∂� with g · n = 0,

z = (0, 0, z), z = curl(u− α 1u),

where

z× u = (−z u2, z u1).

This problem is equivalent to: Find (u, p, z) in W × L2
0(�)× L2(�) solution of

−ν 1u+ z× u+∇ p = f in �,

div u = 0 in �,

u = g on ∂�,

ν z+ α u · ∇ z = ν curl u+ α curl f in �.

(5.1.2)

We have seen in Proposition 1.3.9 that, given u in H1
τ (�), the last equation in (5.1.2) has a

unique solution because it is a transport equation. Furthermore,

‖z‖L2(�) ≤ ‖curl u‖L2(�) +
α

ν
‖curl f‖L2(�). (5.1.3)

Therefore, the analysis of (5.1.2) reduces essentially to that of its first system, which is a
Stokes-like problem. In variational form, for given z in L2(�), it reads: Find a pair (u, p) in
H1(�)2 × L2(�), such that

∀v ∈ H1
0(�)

2, ν(∇ u,∇ v)+ (z× u, v)− ( p, div v) = ( f , v), (5.1.4)

∀q ∈ L2
0(�), (q, div u) = 0, (5.1.5)

u = g on ∂�. (5.1.6)

5.1.1. A lifting

It is well known that the analysis of problem (5.1.4)–(5.1.6) requires a lifting function w ∈ W
that has the same trace as u on ∂�. The obvious (but not necessarily best) candidate is given
by the following consequence of the inf-sup condition (1.1.26), see for instance Girault
and Raviart [1986]. It is valid in arbitrary dimensions.

Proposition 5.1.1. Let � be a bounded, connected Lipschitz domain of IRd. For each
g ∈ H1/2(∂�)d satisfying the compatibility condition∫

∂�

g · n ds = 0, (5.1.7)

there exists a unique function w ∈ H1(�)d depending linearly on g, and a constant L inde-
pendent of g satisfying

∀v ∈ V; (∇ w,∇ v) = 0,

div w = 0,

w|∂�= g,

‖w‖H1(�)≤L‖g‖H1/2(∂�). (5.1.8)
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But a straightforward computation shows that w is not always an appropriate lifting because
it does not yield existence of a solution of (5.1.2) for all data. Indeed, when introduced into
(5.1.4), it generates a term of the form (z× w, v) that cannot be dominated by the elliptic
part of (5.1.4) if ν is small while the other data are large. This observation dates back to the
work of Leray [1933]. Based on the fact that this additional term involves no derivative of
w, Leray proposed to truncate w in order to make this term arbitrarily small. In order to pre-
serve the zero divergence of w, this truncation was achieved by truncating the stream func-
tion of w. Of course, this process changes the constant L in (5.1.8) and, unfortunately, this
new constant grows exponentially with 1

ν
, cf. Hopf [1951], Lions [1969], Temam [1979],

or Girault and Raviart [1986]. However, at least in two dimensions, when the normal
component of g vanishes on ∂�, a lifting can be constructed so that the new constant L only
has a polynomial growth. We refer to Temam [1997] when both g and ∂� are smooth and
to Girault and Scott [2002a], when ∂� is Lipschitz and g is in a slightly smaller space that
H1/2(∂�)2.

In what follows, we suppose that ν is small and the other data are large, otherwise, the
results stated below are not necessary because we can use the lifting w of Proposition 5.1.1.

The following result is established in Girault and Scott [2002a]. Its statement requires
the set �ε , defined for all ε sufficiently small by

�ε = {x ∈ �; d(x) ≤ Cε}, (5.1.9)

where d(x) denotes the distance from x to the boundary ∂� and C > 0 is a suitable constant.
The parameter ε is sufficiently small so that �ε is a tubular neighborhood of ∂�, and in
particular, if ∂� is not connected, then �ε consists of mutually disjoint neighborhoods of
each connected component of ∂�.

Theorem 5.1.2. Let � be a bounded, connected Lipschitz domain of IR2, and let g, satis-
fying g · n = 0, be given in W1−1/r,r(∂�)2 for some real number r > 2. There exists a real
number ε0 > 0, only depending on �, such that for each ε with 0 < ε ≤ ε0, there exists a
function ug in W ∩W1,r(�)2, supported by �ε , such that:

ug|∂� = g.

For any number s with 1 ≤ s ≤ ∞, we have

‖ug‖Ls(�ε) ≤ Cε1/s
‖g‖W1−1/r,r(∂�). (5.1.10)

In addition, ug satisfies

∀v ∈ H1
0(�)

2,
∥∥|ug| |v|

∥∥
L2(�ε)

≤ Cε|v|H1(�ε)
‖g‖W1−1/r,r(∂�), (5.1.11)

‖∇ ug‖L2(�ε)
≤ C

1
√
ε
‖g‖W1−1/r,r(∂�), (5.1.12)

‖∇ ug‖Lr(�ε) ≤ Cε1/r−1
‖g‖W1−1/r,r(∂�). (5.1.13)
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Remark 5.1.3. The assumption g ∈ W1−1/r,r(∂�)2 is used in proving (5.1.11), where ug is
bounded in L∞(�ε)2 and (5.1.10) is applied with s = ∞. The L∞ bound for ug is obtained
by Sobolev’s imbedding, when ug belongs to W1,r(�)2 for some r slightly larger than 2, and
W1−1/r,r(∂�) is precisely the trace space of W1,r(�).

5.1.2. Existence, regularity, and uniqueness

For the sake of simplicity, we choose from now on to make the assumption that g ∈
W1−1/r,r(∂�)2. Indeed, when g is only in H1/2(∂�)2, Theorem 5.1.2 is replaced by a sim-
ilar result with a slightly deteriorated exponent of ε in (5.1.12), but this complicates the
subsequent a priori bounds.

We have the following existence result; cf. Girault and Scott [1999].

Theorem 5.1.4. Let� be a bounded, connected Lipschitz domain of IR2. For all data ν > 0,
α > 0, f ∈ H(curl, �), and g ∈ W1−1/r,r(∂�)2 for some real number r > 2, satisfying g ·
n = 0, problem (5.1.2) has at least one solution (u, p, z) in W × L2

0(�)× L2(�), and all
solutions of (5.1.2) satisfy the a priori estimates:

|u|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) +

C
√
ν
‖g‖3/2

W1−1/r,r(∂�)
, (5.1.14)

‖z‖L2(�) ≤ ‖curl u‖L2(�) +
α

ν
‖curl f‖L2(�), (5.1.15)

‖p‖L2(�) ≤
1

β

(
S2‖ f‖L2(�) + |u|H1(�)(ν + S4S̃4‖z‖L2(�))

)
, (5.1.16)

where β is the inf-sup constant of (1.1.25), Si are the constants of Sobolev’s imbed-
ding (1.1.3), S̃i are those of (1.1.8), and C depends on the constants of (5.1.11) and
(5.1.12).

Remark 5.1.5. The contribution of the nonhomogeneous boundary data g to the a priori
estimate (5.1.14) is of the order of ν−1/2. When ν is small, it is negligible compared with the
contribution of the interior force f . Hence the above approach gives a much sharper estimate
than the classical Leray–Hopf’s Lemma.

When� is a polygon, considering that f ∈ H(curl, �) is sufficiently smooth, the velocity,
and pressure solutions of (5.1.2) are more regular provided g is smoother. The two theorems
below are analogs of Theorems 1.4.8 and 1.4.9, and are derived from results of Grisvard
[1985]. Their statements require a more precise description of the geometry of�. We do not
assume that the boundary ∂� is connected, and for each connected component γj, 0 ≤ j ≤ k,
of ∂�, we denote by 0i, for 1 ≤ i ≤ N, the straight line segments of γj, with the convention
that 0i is adjacent to 0i+1 and 0N+1 coincides with 01. Also, we denote by ni the unit normal
to 0i pointing outside �, by ti the unit tangent vector along 0i pointing in the clockwise
direction, by xi the common vertex of 0i and 0i+1, and by ωi the inner angle between them.
Strictly speaking, we should use the notation 0j

i and Nj to specify the dependence on j, but
we drop it to alleviate notation. By definition, a polygon has no cracks and, therefore, all the
inner angles of ∂� must satisfy 0 < ωi < 2π .
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Theorem 5.1.6. Assume that � is a bounded, connected polygon. Let ν > 0, α > 0, and f
be given in H(curl, �). If the boundary data g satisfies on each γj, 0 ≤ j ≤ k,

g ∈ W5/4,4/3(0i)
2 for 1 ≤ i ≤ N, g · n = 0 on ∂�, (5.1.17)

then all solutions of problem (5.1.2) satisfy

u ∈ W2,4/3(�)2, p ∈ W1,4/3(�),

with continuous dependence on the data

‖u‖W2,4/3(�) + ‖p‖W1,4/3(�) ≤ C1

‖ f‖L2(�) +

k∑
j=0

[g]W5/4,4/3(γj)

+ C2
(
‖ f‖L2(�) + ‖g‖H1/2(∂�)

)
‖z‖L2(�) + C3‖g‖H1/2(∂�)‖z‖

2
L2(�)

,
(5.1.18)

where

[g]W5/4,4/3(γj)
=

N∑
i=1

‖g‖W5/4,4/3(0i)
.

The regularity of z is unchanged.

Theorem 5.1.7. We retain the hypotheses of Theorem 5.1.6 and in addition, we suppose �
is a convex polygon and the boundary data g satisfies on each γj, 0 ≤ j ≤ k,

g ∈ H3/2(0i)
2 for 1 ≤ i ≤ N, g · n = 0 on ∂�, (5.1.19)

ε∫
0

1

s

∣∣∣∣∂gi+1 · ni

∂ti+1
(xi + sti+1)−

∂gi · ni+1

∂ti
(xi − sti)

∣∣∣∣2 ds <∞, (5.1.20)

where ε = min1≤i≤N |0i|. Then all solutions of problem (5.1.2) satisfy

u ∈ H2(�)2, p ∈ H1(�),

with continuous dependence on the data

‖u‖H2(�) + ‖p‖H1(�) ≤ C1

‖ f‖L2(�) +

k∑
j=0

[g]H3/2(γj)

+ C2

‖ f‖L2(�) +

k∑
j=0

[g]W5/4,4/3(γj)

 ‖z‖L2(�)

+ C3(‖ f‖L2(�) + ‖g‖H1/2(∂�))‖z‖
2
L2(�)

+ C4‖g‖H1/2(∂�)‖z‖
3
L2(�)

, (5.1.21)
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where

[g]2
H3/2(γj)

=

N∑
i=1

‖g‖2H3/2(0i)

+

N∑
i=1

ε∫
0

1

s

∣∣∣∣∂gi+1 · ni

∂ti+1
(xi + sti+1)−

∂gi · ni+1

∂ti
(xi − sti)

∣∣∣∣2 ds.

The regularity of z is unchanged.

As in the homogeneous case, the proof of uniqueness requires that the solution u be in
W2,r(�)2 for some r > 2, thus implying that it is in W1,∞(�)2. The next proposition gives
a sufficient condition on the boundary data g for this regularity. This analog of Proposition
1.4.11 is essentially based on regularity results of Grisvard [1985].

Proposition 5.1.8. In addition to the hypotheses of Theorem 5.1.6, we suppose that � is
a convex polygon. There exists a real number r0 > 2, depending on the inner angles of ∂�,
such that: if for some real r with 2 < r < r0, and on each γj, 0 ≤ j ≤ k,

g ∈ W2−1/r,r(0i)
2 for 1 ≤ i ≤ N, g · n = 0 on ∂�, (5.1.22)(

∂gi+1 · ni

∂ti+1
−
∂gi · ni+1

∂ti

)
(xi) = 0 for 1 ≤ i ≤ N, (5.1.23)

then any solution u ∈ Wα of (5.1.2) belongs to W2,r(�)2 and

‖u‖W2,r(�) ≤ Cr

 1

α
‖curl u‖L2(�) +

1

ν
‖curl f‖L2(�) +

k∑
j=0

[g]W2−1/r,r(γj)

, (5.1.24)

where Cr is a constant independent of α and ν and

[g]W2−1/r,r(γj)
=

N∑
i=1

‖g‖W2−1/r,r(0i)
.

This gives the following uniqueness result. It can be stated in terms of the data, but for
the sake of simplicity, we state it in terms of one solution.

Theorem 5.1.9. Under the assumptions of Proposition 5.1.8, problem (5.1.2) has a unique
solution as soon as one of its solutions satisfy, for some r > 2,

ν > 2α‖∇ u‖L∞(�) + S2S̃4|u|H1(�) + αSr? |u|W2,r(�), (5.1.25)

where 1
r? =

1
2 −

1
r .
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5.2. Centered schemes for the nonhomogeneous problem

From a numerical point of view, the nonhomogeneous problem (5.1.2) is discretized with the
same test functions as the homogeneous problem, by passing the contribution of a suitable
discretization of the boundary data g on the right-hand side. Its numerical analysis relies on
a good approximation operator that preserves the tangential character of g and approximates
the local support of the lifting ug described in Theorem 5.1.2. As for the homogeneous
problem (1.4.9), we first present and analyze a general centered scheme and afterward apply
it to simple finite-element spaces. Part of the material presented here is taken from Girault
and Scott [2002a].

5.2.1. A general finite-element scheme

From now on, we assume that � is a connected polygon. As previously, we suppose that
the boundary data g, satisfying g · n = 0, is given in W1−1/r,r(∂�)2 for some real number
r > 2. Reverting to the material of Section 2.1, we discretize z in the same finite-dimensional
space Zh ⊂ H1(�), and we discretize the transport term with the trilinear form c̃ defined in
(2.1.4):

∀v ∈ H1(�)2, ∀ϕ, θ ∈ H1(�), c̃(v;ϕ, θ) = (v · ∇ ϕ, θ)+
1

2
((div v)ϕ, θ).

As far as the velocity is concerned, let Xh,τ be a finite-dimensional subspace of H1
τ (�)

2

and set Xh = Xh,τ ∩ H1
0(�)

2. Let Mh be a finite-dimensional subspace of L2
0(�) and assume

that the pair (Xh,Mh) satisfies the uniform discrete inf-sup condition (2.1.1): There exists a
constant β∗ > 0, independent of h, such that

∀qh ∈ Mh, sup
vh∈Xh

∫
�

qh div vh dx

|vh|H1(�)

≥ β∗‖qh‖L2(�).

Then we discretize the velocity and pressure in (Xh,τ ,Mh). Let Wh denote the discrete analog
of W:

Wh = {vh ∈ Xh,τ ; ∀qh ∈ Mh,

∫
�

qh div vh dx = 0}, (5.2.1)

and recall the discrete analogs of V , and V⊥ defined, respectively, by (2.1.2) and (2.1.3):

Vh = {vh ∈ Xh; ∀qh ∈ Mh,

∫
�

qh div vh dx = 0},

V⊥h = {vh ∈ Xh; ∀wh ∈ Vh, (∇ vh,∇ wh) = 0}.

Regarding the nonhomogeneous boundary condition, let Gh denote the trace space of Xh,τ ,
and let gh be a suitable approximation of g in Gh; it satisfies in particular gh · n = 0. We
make the following assumptions on gh that mimick the results of Theorem 5.1.2.
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Hypothesis 5.2.1. There exists ε0 > 0, only depending on �, such that for each ε with
0 < ε < ε0 and for all h with 0 < h < Cbε, for a constant Cb independent of h and ε, there
exists a function uh,g ∈ Wh satisfying

uh,g|∂� = gh, (5.2.2)

|uh,g|H1(�) ≤
C
√
ε
‖g‖W1−1/r,r(∂�), (5.2.3)

∀vh ∈ Xh,
∥∥|uh,g| |vh|

∥∥
L2(�)

≤ C
√
ε|v|H1(�ε)

‖g‖W1−1/r,r(∂�). (5.2.4)

Remark 5.2.2. These assumptions are verified in the next section by approximating ug in
familiar spaces used for the Stokes problem. As a result of this approximation, the factor

√
ε

in (5.2.4) is not as favorable as in (5.1.11).

With the lifting uh,g, we approximate problem (5.1.2) by the following general centered
scheme: Find uh in Xh + uh,g, ph in Mh and zh = (0, 0, zh) with zh in Zh, such that

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh), (5.2.5)

∀qh ∈ Mh , (qh, div uh) = 0, (5.2.6)

∀θh ∈ Zh, ν(zh, θh)+ α c̃(uh; zh, θh) = ν(curl uh, θh)+ α (curl f , θh). (5.2.7)

Given zh ∈ Zh and uh,g ∈ Wh, problem (5.2.5)–(5.2.6) is a discrete nonhomogeneous gener-
alized Stokes problem of the form: Find (vh(zh), qh(zh)) in Wh ×Mh, solution of

∀wh ∈ Xh, ν(∇ vh,∇ wh)+ (zh × vh,wh)− (qh, div vh) = ( f , vh), (5.2.8)(
uh − uh,g

)
|∂� = 0. (5.2.9)

Owing to (2.1.1), this problem has a unique solution.
The next theorem gives existence of at least one solution of (5.2.5)–(5.2.7).

Theorem 5.2.3. Let g, satisfying g · n = 0, be given in W1−1/r,r(∂�)2 for some real num-
ber r > 2. Assume that (2.1.1) and Hypothesis 5.2.1 hold. Then there exists hb > 0 such that
for all h ≤ hb, all ν > 0, all α > 0, and all f in H(curl, �), the discrete problem (5.2.5)–
(5.2.7) has at least one solution (uh, ph) ∈ Wh ×Mh, zh ∈ Zh, and each solution satisfies a
priori estimates similar to (5.1.14)–(5.1.16):

|uh|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) +

C

ν
‖g‖2W1−1/r,r(∂�)

, (5.2.10)

‖zh‖L2(�) ≤ ‖curl uh‖L2(�) +
α

ν
‖curl f‖L2(�), (5.2.11)

‖ph‖L2(�) ≤
1

β?

(
S2‖ f‖L2(�) + |uh|H1(�)

(
ν + S4S̃4‖zh‖L2(�)

))
, (5.2.12)

where C depends on the constants of (5.2.3) and (5.2.4).
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Proof. The proof is much the same as in the homogeneous case. First, problem (5.2.5)–
(5.2.7) is equivalent to (2.1.17): Find zh in Zh such that

∀θh ∈ Zh, ν(zh, θh)+ α c̃(uh(zh); zh, θh) = ν(curl uh(zh), θh)+ α(curl f , θh),

where (uh(zh), ph(zh)) ∈ Wh ×Mh is the solution of (5.2.8)–(5.2.9). Next, we solve it by
Brouwer’s Fixed Point Theorem. For fixed λh in Zh, we define H(λh) in Zh by

∀µh ∈ Zh, (H(λh), µh) = ν(λh, µh)+ α c̃(uh(λh); λh, µh)

− ν(curl uh(λh), µh)− α(curl f , µh).

In order to derive a lower bound for (H(λh), λh), we set uh,0 = uh − uh,g and test (5.2.8)
with uh,0, using (5.2.4) with arbitrary ε in the trilinear term. This gives, for all h ≤ Cbε,

|uh,0|H1(�) ≤
S2

ν
‖ f‖L2(�) + |uh,g|H1(�)

+
C

ν

√
ε‖g‖W1−1/r,r(∂�)

(
|uh,0|H1(�) +

√
2|uh,g|H1(�) +

α

ν
‖curl f‖L2(�)

)
.

With the choice

ε =

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

, (5.2.13)

we obtain

|uh,0|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) + (2+

√
2)|uh,g|H1(�). (5.2.14)

Therefore

(H(λh), λh) ≥ ‖λh‖L2(�)ν

(
‖λn‖L2(�) − 2(1+

√
2)|uh,g|H1(�) − 2

S2

ν
‖ f‖L2(�)

− 2
α

ν
‖curl f‖L2(�)

)
≥ 0,

for all λh ∈ Zh with ‖λh‖L2(�) large enough. By Brouwer’s Fixed Point Theorem this proves
existence of at least one solution zh in Zh of (5.2.5)–(5.2.7). From (5.2.13), the condition
hb ≤ Cbε implies that we must choose

hb ≤ Cb

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

. (5.2.15)

Finally, by testing (5.2.8) with vh = uh,0, choosing ε according to (5.2.13), and applying
(5.2.3), we easily derive the bound (5.2.10). The other bounds are straightforward.
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Remark 5.2.4. We shall see in the examples of the next section that the condition h ≤ hb in
the statement of Theorem 5.2.3 need only be prescribed on layers of elements that intersect a
neighborhood of ∂�. When the viscosity ν is small, it is restrictive, but if we were to use the
original Leray–Hopf lifting, the bound (5.2.15) for hb would be replaced by an exponential
function of −1/ν, which is far more restrictive.

Convergence
Here and in the next paragraph, we assume that (2.1.1) and Hypothesis 5.2.1 hold, as well
as h ≤ hb, with hb defined by (5.2.15), so as to guarantee the existence of solutions.

Owing to the uniform bounds in Theorem 5.2.3, convergence of solutions of (5.2.5)–
(5.2.7) is established as in Section 2.1.1. For passing to the limit in the discrete scheme, we
retain the second and third assumptions of Hypothesis 2.1.5:
There exists an operator rh ∈ L(L2

0(�);Mh) such that

∀q ∈ L2
0(�), lim

h→0
‖rh(q)− q‖L2(�) = 0.

There exists an operator Rh ∈ L(L2(�);Zh) such that

∀θ ∈ L2(�), lim
h→0
‖Rh(θ)− θ‖L2(�) = 0,

∀p ∈ [2,∞], ∀θ ∈ W1,p(�), lim
h→0
‖Rh(θ)− θ‖W1,p(�) = 0,

and we combine assumption (1) of 2.1.5 and Hypothesis 5.2.1 as follows:

Hypothesis 5.2.5. There exists an operator P̃h in L(H1
τ (�);Xh,τ ) and in L(H1

0(�)
2
;Xh)

that preserves the discrete divergence: For all v ∈ H1
τ (�),

∀qh ∈ Mh,

∫
�

qhdiv P̃h(v) dx =
∫
�

qhdiv v dx, (5.2.16)

that is convergent in H1
τ (�),

∀v ∈ H1
τ (�), lim

h→0
‖P̃h(v)− v‖H1(�) = 0,

is such that the trace of P̃h(v) on ∂� only depends on the trace of v, and is such that P̃h(ug)

satisfies (5.2.3) and (5.2.4).

In view of these last two properties, we take

gh = P̃h(u)|∂� = P̃h(ug)|∂�, (5.2.17)

and we construct a solution (uh, ph, zh) of (5.2.5)–(5.2.7). With the above assumptions, we
readily derive that there exists a subsequence of h (still denoted by h) such that

lim
h→0

uh = u weakly in H1
τ (�),
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lim
h→0

ph = p weakly in L2(�),

lim
h→0

zh = z weakly in L2(�),

where (u, p, z) solves (5.1.4)–(5.1.6). Next, the proof of strong convergence in
Proposition 2.1.7 carries over here because it is based on the equation satisfied by uh −

P̃h(u). Hence,

lim
h→0
‖uh − u‖H1(�) = 0. (5.2.18)

Consequently, we can pass to the limit in (5.2.7), and conclude that (u, p, z) solves (5.1.2).
Finally, the strong convergence of zh and ph is proved as in Theorem 2.1.9, thereby yielding
the following convergence result.

Theorem 5.2.6. We retain the second and third assumptions of Hypothesis 2.1.5, and we
suppose that Hypothesis 5.2.5 holds. Then there exists a subsequence of h (still denoted by
h) and a solution (u, p, z) ∈ W × L2

0(�)× L2(�) of problem (5.1.2) such that

lim
h→0
‖uh − u‖H1(�) = 0,

lim
h→0
‖zh − z‖L2(�) = 0,

lim
h→0
‖ph − p‖L2(�) = 0.

A priori error bounds
Error bounds for (5.2.5)–(5.2.7) are proved in much the same way as for the homogeneous
problem. Indeed, they rely on the error formula (2.1.50), that is also valid here for z− zh:

∀θh ∈ Zh, ν(zh − z, θh)+ α c̃(uh − u; zh, θh)+ α c̃(u; zh − z, θh)

= ν(curl(uh − u), θh),

and on the error formula for the velocity, that holds for all vh in Vh, all qh in Mh:

ν(∇(uh − P̃h(u)),∇ vh)+ (zh × (uh − P̃h(u)), vh)+ ((zh − z)× u, vh)

− (qh − p, div vh) = ν(∇(u− P̃h(u)),∇ vh)+ (zh × (u− P̃h(u)), vh).
(5.2.19)

By virtue of Hypothesis 5.2.5, uh − P̃h(u) belongs to Vh and can be used as test function in
(5.2.19). Then the statement of Lemma 2.1.19 carries over here by changing Ph into P̃h.

Lemma 5.2.7. Let (uh, ph, zh) be a solution of (5.2.5)–(5.2.7) and let (u, p, z) be a solution
of Problem (5.1.2). Under Hypothesis 5.2.5 and the second assumption of Hypothesis 2.1.5,
we have:

|u− uh|H1(�) ≤ 2|u− P̃h(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− P̃h(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�), (5.2.20)
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‖p− ph‖L2(�) ≤

(
1+

1

β∗

)
‖p− rh( p)‖L2(�) +

1

β∗

(
ν |u− P̃h(u)|H1(�)

+ S4
(
‖u‖L4(�)‖z− zh‖L2(�) + ‖zh‖L2(�)‖u− uh‖L4(�)

))
, (5.2.21)

where β∗ is the constant of (2.1.1).

Similarly, the statement of Lemma 2.1.20 is also valid here.

Lemma 5.2.8. Let (uh, ph, zh) be a solution of (5.2.5)–(5.2.7) and let (u, p, z) be a solution
of Problem (5.1.2). For any λh in Zh, we have

‖z− zh‖L2(�) ≤ 2 ‖z− λh‖L2(�) + ‖curl(u− uh)‖L2(�)

+
α

ν

(
‖(u− uh) · ∇ λh‖L2(�) + ‖u · ∇(z− λh)‖L2(�)

+
1

2
‖λh div(u− uh)‖L2(�)

)
.

Clearly, exploiting Lemma 5.2.8 requires z in W1,r(�), for some r > 2. In view of
Theorem 1.4.14, this holds when � is convex, curl f belongs to W1,r(�), curl u belongs
to W1,r(�), and u ∈ W1,∞(�)2 satisfies (1.4.30):

α

ν
‖∇ u‖L∞(�) := δ < 1.

The next proposition sharpens the statement of Lemma 5.2.8.

Proposition 5.2.9. Let � be convex, let (uh, ph, zh) be a solution of (5.2.5)–(5.2.7), let
(u, p, z) be a solution of Problem (5.1.2), let r0 be the number of Proposition 1.4.11, and let
the previous assumptions hold, so that z ∈ W1,r(�), for some real number r in ]2, r0[. Under
the third assumption of Hypothesis 2.1.5, we have

‖z− zh‖L2(�) ≤ 2 ‖z− Rh(z)‖L2(�) +
√

2|u− uh|H1(�)

+
α

ν

(
‖u− uh‖Lr∗ (�)|Rh(z)|W1,r(�) + ‖u‖L∞(�)|z− Rh(z)|H1(�)

+
1
√

2
|u− uh|H1(�)‖Rh(z)‖L∞(�)

)
, (5.2.22)

where 1
r∗ =

1
2 −

1
r .

The error on z is obtained by substituting (5.2.20) into (5.2.22). It uses similar notation as in
the homogeneous case:

‖Rh(z)‖W1,r(�) ≤ Er‖z‖W1,r(�), ‖Rh(z)‖L∞(�) ≤ C∞,rEr‖z‖W1,r(�),

K̃2(r, z) =

(
S̃r∗ +

1
√

2
C∞,r

)
Er‖z‖W1,r(�), (5.2.23)

where C∞,r is the constant of (1.1.18).
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Theorem 5.2.10. Suppose that the second and third assumptions of Hypothesis 2.1.5 hold,
as well as Hypothesis 5.2.5. Then under the assumptions of Proposition 5.2.9, and if the data
are small enough so that

1

ν

(√
2+

α

ν
K̃2(r, z)

)
S4‖u‖L4(�) ≤

1

2
, (5.2.24)

we have the following error estimate:

‖z− zh‖L2(�) ≤ 4‖z− Rh(z)‖L2(�) + 2
α

ν
‖u‖L∞(�)|z− Rh(z)|H1(�)

+ 2
(√

2+
α

ν
K̃2(r, z)

)(S4

ν
‖zh‖L2(�)‖u− P̃h(u)‖L4(�)

+ 2 |u− P̃h(u)|H1(�) +
1

ν
‖p− rh( p)‖L2(�)

)
. (5.2.25)

The factor
√

2 comes from the bound of the rotation and divergence of functions that do not
vanish on the boundary. As in the homogeneous case, the assumptions of Theorem 5.2.10
can all be checked on the data and the domain. All factors in (5.2.24) are bounded inde-
pendently of h and can be expressed in terms of the data. The statement of Theorem 5.2.10
remains valid when α tends to zero.

Finally, it is worthwhile comparing (5.2.24) with sufficient conditions for uniqueness
adapted to the splitting (5.1.4)–(5.1.6). Because uniqueness only involves difference of solu-
tions, we immediately derive from Section 2.1.3 the next estimate for any pair of solutions
(u1, p1, z1) and (u2, p2, z2):

‖z1 − z2‖L2(�) ≤
1

ν
‖u2‖L4(�)

(
S4 + αC∞C1K1(z1)|z1|H1(�)

)
‖z1 − z2‖L2(�),

where C1 is the continuity constant of Theorem 1.1.6, K1(z) is defined in (1.4.23), and C∞
is the constant of (1.4.25). Then (5.1.4)–(5.1.6) has a unique solution provided

1

ν
‖u2‖L4(�)

(
S4 + αC∞C1K1(z1)|z1|H1(�)

)
< 1,

a condition that is somewhat similar to (5.2.24).

5.2.2. Examples of centered schemes

In this section, h > 0 is a discretization parameter and Th is a regular family of conforming
triangulations of �, consisting of triangles with maximum mesh size h satisfying (2.1.25):
There exists a constant σ0 > 0 independent of h, such that

max
T∈Th

hT

ρT
≤ σ0,

where hT is the diameter of T and ρT the radius of the ball inscribed in T . For each element
T , 1T denotes the union of elements of Th sharing at least a vertex with T .
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The three examples studied in Section 2.2 satisfy all the assumptions introduced in
Section 5.2.1. In particular, owing to the local character of their approximation operator,
they satisfy Hypothesis 5.2.5 that guarantees a good approximation of the lifting ug. As
expected, the main tool in the numerical analysis of the forthcoming examples is the approx-
imate lifting function uh,g. Let ε0 be the parameter of Theorem 5.1.2; recall that for each ε
with 0 < ε ≤ ε0, ug is the lifting constructed in Theorem 5.1.2, supported by the tubular
neighborhood �ε of ∂� defined by (5.1.9):

�ε = {x ∈ �; d(x) ≤ Cε}.

Let �h,ε denote the union of elements of Th for which 1T intersects �ε

�h,ε = {x ∈ T; |1T ∩�ε| > 0}, (5.2.26)

and let hb be the maximum diameter of all elements T in �h,ε

hb = sup
T∈�h,ε

hT . (5.2.27)

Therefore, the condition (5.2.15)

hb ≤ Cb

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

restricts the meshsize of Th in the neighborhood of ∂�. This condition amounts to

hb ≤ Cbε (5.2.28)

because the factor of Cb in the right-hand side of (5.2.15) is the value of ε used in proving
existence of solutions of the discrete problem.

The mini-element
In the nonhomogeneous case that we are considering, the finite-element spaces for the
mini-element are

Xh,τ =

{
vh ∈ H1

τ (�); ∀T ∈ Th, vh|T ∈ (IP1 ⊕ Vect(bT))
2
}
, (5.2.29)

where bT is the bubble function

bT(x) = λ1(x)λ2(x)λ3(x),

that vanishes on the boundary of T . The spaces Mh and Zh are, respectively, defined in (2.2.2)
and (2.2.3):

Mh = {qh ∈ H1(�) ∩ L2
0(�); ∀T ∈ Th, qh|T ∈ IP1},

Zh = {θh ∈ H1(�); ∀T ∈ Th, θh|T ∈ IP1}.



Section 5.2 The Steady Problem with Tangential Boundary Conditions 157

Remark 5.2.11. The functions of Xh,τ reduce to polynomials of degree one on each side e
of the elements T , and hence also on each boundary side. As a result, the condition vh · n = 0
on the boundary implies that vh vanishes at each corner of ∂�. On a fixed polygon, with a
small number of corners, this extra condition is acceptable. But it would not be suitable if
∂� were a polygonal approximation of a curved boundary.

With this pair of spaces, we have the analog of Lemma 2.2.1.

Lemma 5.2.12. If the family of triangulations Th satisfies (2.1.25), there exists an operator
P̃h ∈ L(H1

τ (�);Xh,τ ) ∩ L(H1
0(�)

2
;Xh) preserving the discrete divergence:

∀v ∈ H1
τ (�), ∀qh ∈ Mh,

∫
�

qhdiv P̃h(v) dx =
∫
�

qhdiv v dx. (5.2.30)

It has the following local approximation properties

∀v ∈ Ws,r(�)2,∀T ∈ Th,

|P̃h(v)− v|Wm,q(T) ≤ C1h
s−m+2

(
1
q−

1
r

)
T |v|Ws,r(1T ),

(5.2.31)

for integers m = 0 or 1, for all real numbers 1 ≤ s ≤ 2, and all numbers 1 ≤ r, q ≤ ∞,
such that

Ws,r(�) ⊂ Wm,q(�),

with a constant C1 independent of h and T. And it approximates the support of v:

dist
(
supp(P̃h(v)), supp(v)

)
≤ C2h, (5.2.32)

where the constant C2 is independent of h.

Proof. The operator P̃h is defined as Ph in Lemma 2.2.1, except that the underlying operator
5h must preserve the tangential character of the boundary data. To this end, we choose 5h

to be the following Scott and Zhang operator [1990]. In a triangle T , for each v in W1,1(T),
5h(v) is a polynomial of IP1 whose degrees of freedom are defined at the vertices of T as
follows. For each vertex a, we choose a side fa with a as one end point and such that fa lies
on the boundary ∂� if a belongs to ∂�. On this side fa, we define the dual basis function
ψa of the Lagrange basis functions on fa associated with these degrees of freedom (there are
two of them in this case), and we set:

5h(v)(a) =
∫
fa

v(s)ψa(s)ds.

By construction, 5h is a projection, and in particular, if v is continuous on ∂�, and is a
polynomial of IP1 on each boundary side of ∂�, then 5h(v) = v on ∂�. Therefore 5h pre-
serves the zero trace, and when applied to a vector function, it preserves the zero normal
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component (because the normal vector n is constant on each boundary side of ∂�), i.e.,
5h ∈ L(H1

τ (�);Xh,τ ) and 5h ∈ L(H1
0(�)

2
;Xh). In addition, it is established in Scott and

Zhang [1990] that 5h satisfies the approximation estimate of (5.2.31). Now, in view of the
correction introduced in (2.2.5), we define P̃h by

P̃h(v) = 5h(v)−
∑
T∈Th

cT bT , (5.2.33)

where cT is defined in (2.2.7)

∀T ∈ Th, cT =
1∫

T
bT dx

∫
T
(5h(v)− v) dx.

The estimates for this correction established in Lemma 2.2.1 show that P̃h has the same local
approximation error as 5h, whence (5.2.31). Because this correction only involves bubble
functions that vanish on the boundary of each T , the operator P̃h defined by (5.2.33) has the
same trace on ∂� as 5h(v); hence P̃h ∈ L(H1

τ (�);Xh,τ ) ∩ L(H1
0(�)

2
;Xh). The conserva-

tion of these boundary values and the above construction imply that P̃h preserves the discrete
divergence of functions of H1

τ (�). Finally, the support of 5h(v) is close to the support of
v because the degrees of freedom in T are restricted to the macroelement 1T . Therefore, it
verifies (2.2.44):

dist(supp(5h(v)), supp(v)) ≤ C2h,

with a constant C2 that is independent of h. As each correction is supported by a single
element, it follows that P̃h(v) has the same support as 5h(v). This gives (5.2.32).

Let uh,g = P̃h(ug) and set gh = uh,g|∂�. The next proposition checks the estimates of
Hypothesis 5.2.1.

Proposition 5.2.13. Fix ε with 0 < ε < ε0. Let Th satisfy (2.1.25); let the meshsize in the
neighborhood of ∂� satisfy hb ≤ Cbε. Then, if g ∈ W1−1/r,r(∂�)2 for some r > 2, uh,g
satisfies (5.2.3):

|uh,g|H1(�) ≤
C
√
ε
‖g‖W1−1/r,r(∂�),

more generally,

‖uh,g‖L∞(�) ≤
C

ε1/r
‖g‖W1−1/r,r(∂�), (5.2.34)

and uh,g satisfies a slightly sharper estimate than (5.2.4)

∀vh ∈ Xh,
∥∥|uh,g| |vh|

∥∥
L2(�)

≤ Cε1−1/r
|v|H1(�ε)

‖g‖W1−1/r,r(∂�). (5.2.35)
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Proof. To establish (5.2.3), we write

|uh,g|H1(�) ≤ |P̃h(ug)− ug|H1(�) + |ug|H1(�),

and we apply (5.2.31) in any T of �h,ε with m = s = 1 and q = r = 2,

|P̃h(ug)− ug|H1(T) ≤ c1|ug|H1(1T )
,

where all constants are independent of h and ε. Then (5.2.3) follows from (5.1.12).
We cannot argue as above for proving (5.2.34) because the definition of 5h does not

guarantee its stability in L∞(�). Instead, we deduce from (5.2.31) with m = 0, q = ∞, and
s = 1 that for any T in �h,ε ,

‖P̃h(ug)− ug‖L∞(T) ≤ c2h1−2/r
T |ug|W1,r(1T )

.

Therefore,

‖P̃h(ug)− ug‖L∞(�h,ε) ≤ c3h1−2/r
b |ug|W1,r(�ε)

,

and (5.1.13) implies

‖P̃h(ug)− ug‖L∞(�h,ε) ≤ c4h1−2/r
b ε1/r−1

‖g‖W1−1/r,r(∂�).

As r > 2, the exponent of hb is positive, and hence the assumption (5.2.28) gives

‖P̃h(ug)− ug‖L∞(�h,ε) ≤ c5ε
−1/r
‖g‖W1−1/r,r(∂�).

Then (5.2.34) follows from this and (5.1.10) applied with s = ∞.
Finally, we turn to (5.2.35). For any vh in Xh, we have∥∥|uh,g| |vh|

∥∥
L2(�)

=
∥∥|uh,g| |vh|

∥∥
L2(�h,ε)

≤ ‖uh,g‖L∞(�h,ε)‖vh‖L2(�h,ε)
.

As vh vanishes on ∂�, it satisfies an extension of Poincaré’s inequality in �h,ε:

‖vh‖L2(�h,ε)
≤ c6ε|vh|H1(�), (5.2.36)

and (5.2.35) is a consequence of (5.2.36) and (5.2.34).

Because r is taken slightly larger than 2, (5.2.35) somewhat improves (5.2.4). Of course, it
becomes better as r increases.

Because Rh and rh are the same as in the homogeneous case, we can conclude with the
same error estimate as in Theorem 2.2.2.

Theorem 5.2.14. Let the family of triangulations Th satisfy (2.1.25), and let the maximum
meshsize hb of Th in the neighborhood of ∂� satisfy (5.2.15). Let (u, p, z) be a solution of
Problem (5.1.2), with z ∈ H2(�), u ∈ H2(�)2, and p ∈ H1(�) satisfying (5.2.24), and let
(uh, ph, zh) be a solution of (5.2.5)–(5.2.7) with the finite-element spaces (5.2.29), (2.2.2),
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and (2.2.3). Then, there exists a constant C, independent of h, such that

‖z− zh‖L2(�) + |u− uh|H1(�) + ‖p− ph‖L2(�) ≤ C h.

Note that the condition u ∈ H2(�)2 implies necessarily that g is sufficiently smooth, and
therefore the condition g ∈ W1−1/r,r(∂�)2 for r slightly larger than 2 holds.

The Bernardi–Raugel element
Here, the finite-element spaces of the Bernardi–Raugel element are

Xh,τ = {vh ∈ H1
τ (�); ∀T ∈ Th, vh|T ∈ P1(T)}, (5.2.37)

where

P1(T) = IP2
1 ⊕ Vect{ p1,T , p2,T , p3,T },

and pi,T are the three edge “bubble functions”

p1,T = n1λ2λ3, p2,T = n2λ1λ3, p3,T = n3λ1λ2.

The spaces Mh and Zh are defined, respectively, by (2.2.12) and (2.2.3)

Mh = {qh ∈ L2
0(�); ∀T ∈ Th, qh|T ∈ IP0},

Zh = {θh ∈ H1(�); ∀T ∈ Th, θh|T ∈ IP1}.

Reverting to the proof of Lemma 2.2.3, we see that the obvious interior degree of freedom
of a function vh of P1(T) on a side fi of T is∫

fi

vh · nids.

Therefore, if vh belongs to Xh,τ , it reduces to a polynomial of IP2
1 on each segment that

lies on ∂�. Thus, Remark 5.2.11 on the validity of the mini-element for approximating
functions of H1

τ (�) also applies to the Bernardi–Raugel element. Furthermore, the statement
of Lemma 5.2.12 is also valid here without modification.

Lemma 5.2.15. If the family of triangulations Th verifies (2.1.25), there exists an opera-
tor P̃h ∈ L(H1

τ (�);Xh,τ ) ∩ L(H1
0(�)

2
;Xh) satisfying the local conservation of divergence

(5.2.30), the local support (5.2.32), and the local approximation properties (5.2.31) with the
same values of s, m, r, and q as in Lemma 5.2.12.

Proof. For v in H1
τ (�), we choose the same Scott & Zhang operator 5h as in the proof of

Lemma 5.2.12, and we correct it as in Lemma 2.2.3:

P̃h(v) = 5h(v)−
∑
T∈Th

3∑
i=1

αi,T pi,T , (5.2.38)
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where

αi,T =
1∫

fi

λjλkds

∫
fi

(5h(v)− v) · nids j 6= k 6= i.

Hence, for v ∈ H1
τ (�), if the element T is adjacent to ∂� and fi is a boundary side of T , then∫

fi

P̃h(v) · nids = 0.

Therefore P̃h(v) = 5h(v) on this side. In other words, for all v ∈ H1
τ (�), we have P̃h(v) =

5h(v) on ∂�. As 5h preserves the zero trace and the zero normal component, the same is
true for P̃h. The remainder of the proof proceeds as in Lemmas 5.2.12 and 2.2.3.

Again, we approximate ug with P̃h. Then the situation is exactly the same as for the mini-
element, the statement of Proposition 5.2.13 is valid here and we derive the same conclusion,
namely that the resulting scheme has order one:

Theorem 5.2.16. Let the family of triangulations Th satisfy (2.1.25), and let the maximum
meshsize hb of Th in the neighborhood of ∂� satisfy (5.2.15). Let (u, p, z) be a solution of
Problem (5.1.2), with z ∈ H2(�), u ∈ H2(�)2 and p ∈ H1(�) satisfying (5.2.24), and let
(uh, ph, zh) be a solution of (5.2.5)–(5.2.7) with the finite-element spaces (5.2.37), (2.2.12),
and (2.2.3). Then, there exists a constant C, independent of h, such that

‖z− zh‖L2(�) + |u− uh|H1(�) + ‖p− ph‖L2(�) ≤ C h.

The Taylor–Hood element
For the nonhomogeneous problem, the Taylor–Hood finite-element method of degree two
uses the velocity space

Xh,τ = {vh ∈ H1
τ (�); ∀T ∈ Th, vh|T ∈ IP2

2}, (5.2.39)

and the same spaces (2.2.2) for the pressure and (2.2.16) for the auxiliary variable as in the
homogeneous case

Mh = {qh ∈ H1(�) ∩ L2
0(�); ∀T ∈ Th, qh|T ∈ IP1},

Zh = {θh ∈ H1(�); ∀T ∈ Th, θh|T ∈ IP2}.

When Th is a regular family of triangulations that consist of triangles with at most one edge
on ∂�, a suitable approximation operator is constructed in Section 2.2.3, see (2.2.30), that
preserves the discrete divergence (5.2.30), has local support (5.2.32), and has local approx-
imation properties analogous to (5.2.31). These properties are listed in Theorem 2.2.7. We
take the same operator as in (2.2.30), i.e.,

P̃h(v) = 5h(v)+ ch(v), (5.2.40)
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and it remains to check that it maps H1
τ (�) into Xh,τ . This follows immediately from the

construction of the Scott & Zhang operator 5h because by construction, 5h preserves the
zero trace and the zero normal component. Because the correction ch(v) belongs to H1

0(�)
2,

then P̃h(v) belongs to L(H1
τ (�);Xh,τ ) and to L(H1

0(�)
2
;Xh). Hence we have the following

analog of Theorem 2.2.10.

Theorem 5.2.17. Let the family of triangulations Th satisfy (2.1.25) and be such that each
triangle T has at most one edge on ∂�. In addition, let the maximum meshsize hb of Th

in the neighborhood of ∂� satisfy (5.2.15). Let (u, p, z) be a solution of Problem (5.1.2),
with z ∈ H3(�), u ∈ H3(�)2, and p ∈ H2(�), satisfying (5.2.24), and let (uh, ph, zh) be a
solution of (5.2.5)–(5.2.7) with the finite-element spaces (5.2.39), (2.2.2), (2.2.16). Then,
there exists a constant C, independent of h, such that

‖z− zh‖L2(�) + |u− uh|H1(�) + ‖p− ph‖L2(�) ≤ C h2.

5.3. Upwind schemes for the nonhomogeneous problem

The upwinding proposed in Sections 2.4.1 and 2.4.2 is only applied to the transport equation.
Although the properties of this equation are not affected by a nonhomogeneous tangential
boundary condition, its solution depends on the fluid’s velocity, and hence on this boundary
condition.

5.3.1. Streamline diffusion

We retain the notation and assumptions of Section 5.2.1, in particular, we suppose that the
boundary data g, satisfying g · n = 0, is given in W1−1/r,r(∂�)2 for some real number r > 2.
Let Th be a family of triangulations satisfying (2.1.25). The pressure is discretized in a finite-
dimensional subspace Mh of L2

0(�) and the velocity in a finite-dimensional subspace Xh,τ

of H1
τ (�), chosen so that the pair (Xh,Mh) satisfies (2.1.1), where Xh = Xh,τ ∩ H1

0(�)
2. We

approximate g with a function gh in the trace space Gh of Xh,τ , satisfying Hypothesis 5.2.1.
The space Zh is a finite-dimensional subspace of H1(�), the same as in Section 2.4.1.

With the lifting uh,g of Hypothesis 5.2.1, we approximate problem (5.1.2) by the follow-
ing general streamline diffusion scheme: Find uh in Xh + uh,g, ph in Mh and zh = (0, 0, zh)

with zh in Zh, solution of (5.2.5), (5.2.6):

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh),

∀qh ∈ Mh, (qh, div uh) = 0,

and

∀θh ∈ Zh, ν (zh, θh + h uh · ∇ θh)+ α (uh · ∇ zh, θh + h uh · ∇ θh)

+
1

2
(α + h ν) ((div uh)zh, θh)

= ν (curl uh, θh + h uh · ∇ θh)+ α (curl f , θh + h uh · ∇ θh). (5.3.1)

Streamline diffusion: Convergence
As previously, by Brouwer’s Fixed Point Theorem, existence of a solution follows from
uniform a priori estimates. On one hand, arguing as in the homogeneous case, we readily
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derive that any solution satisfies

‖zh‖
2
L2(�)

≤ (2α + νh)

(
1

α
‖curl uh‖

2
L2(�)

+
α

ν2
‖curl f‖2L2(�)

)
. (5.3.2)

On the other hand, owing to Hypothesis 5.2.1, we have the same estimate as in the centered
scheme for uh,0 = uh − uh,g:

|uh,0|H1(�) ≤
S2

ν
‖ f‖L2(�) + |uh,g|H1(�) +

C

ν

√
ε‖g‖W1−1/r,r(∂�)‖zh‖L2(�). (5.3.3)

By substituting (5.3.2) into (5.3.3), and choosing, for instance,

ε =
α

2α + ν

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

≤
α

2α + νh

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

, (5.3.4)

we obtain the same upper bound as (5.2.14):

|uh,0|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) + (2+

√
2)|uh,g|H1(�). (5.3.5)

Then the next existence theorem follows easily from the two bounds (5.3.2) and (5.3.5).

Theorem 5.3.1. Let g, satisfying g · n = 0, be given in W1−1/r,r(∂�)2 for some real num-
ber r > 2. Assume that (2.1.1) and Hypothesis 5.2.1 hold. Then there exists hb > 0 such that
for all h ≤ hb, all ν > 0, α > 0, and for all f in H(curl, �), the discrete problem (5.2.5),
(5.2.6), (5.3.1) has at least one solution (uh, ph, zh) ∈ Wh ×Mh × Zh, and each solution
satisfies the uniform a priori estimate

|uh|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) +

C

ν

(
α +

ν

α

)1/2
‖g‖2W1−1/r,r(∂�)

, (5.3.6)

together with (5.3.2) and (5.2.12)

‖zh‖
2
L2(�)

≤ (2α + νh)

(
1

α
‖curl uh‖

2
L2(�)

+
α

ν2
‖curl f‖2L2(�)

)
,

‖ph‖L2(�) ≤
1

β?

(
S2‖ f‖L2(�) + |uh|H1(�)

(
ν + S4S̃4‖zh‖L2(�)

))
,

where C depends on the constants of (5.2.3) and (5.2.4). The value of hb is determined by ε
in (5.3.4):

hb ≤ Cb
α

2α + ν

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

. (5.3.7)

By the same argument as in Section 2.4.1, convergence, first weak and next strong, of a
solution (uh, ph, zh) of (5.2.5), (5.2.6), (5.3.1) to a solution (u, p, z) of (5.1.2) follows easily
from the uniform estimates of Theorem 5.3.1.
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Theorem 5.3.2. We retain the second and third assumptions of Hypothesis 2.1.5, and we
suppose that Hypothesis 5.2.5 holds. Let (uh, ph, zh) be a solution of (5.2.5), (5.2.6), (5.3.1).
Then there exists a subsequence of h (still denoted by h) and a solution (u, p, z) ∈ W ×
L2

0(�)× L2(�) of problem (5.1.2) such that

lim
h→0
‖uh − u‖H1(�) = 0,

lim
h→0
‖zh − z‖L2(�) = 0,

lim
h→0
‖ph − p‖L2(�) = 0,

lim
h→0

√
h‖uh · ∇ zh‖L2(�) = 0.

A maximum norm estimate for the discrete velocity
The a priori estimates of Theorem 5.2.3 are sufficient for deriving error estimates for cen-
tered schemes, but as is observed in the homogeneous case, an L∞ estimate for uh is useful
for upwind schemes. The situation is the same here.

By analogy with the material of Section 2.1.2, we suppose that Th is a regular family
of conforming triangulations of �, consisting of triangles with maximum mesh size h, and
we suppose that in each triangle T , the finite-element functions of Xh, Mh, and Zh are all
polynomials.

Given zh ∈ Zh, let v(zh) ∈ H1
τ (�) and q(zh) ∈ L2

0(�) be the unique solution of

∀w ∈ H1
0(�)

2, ν(∇ v(zh),∇ w)+ (zh × v(zh),w)− (q(zh), div w) = ( f ,w), (5.3.8)

∀r ∈ L2
0(�), (r, div v(zh)) = 0, (5.3.9)

v(zh) = g on ∂�. (5.3.10)

Thus the pair (uh, ph) is a finite-element discretization of (5.3.8)–(5.3.10), and higher-order
estimates for uh can be established if v(zh) is sufficiently smooth. Considering that the proof
of error estimates requires a convex domain, we can use directly Theorem 5.1.7. Therefore,
we also assume that g satisfies (5.1.19) and (5.1.20)

g ∈ H3/2(0i)
2 for 1 ≤ i ≤ N, g · n = 0 on ∂�,

ε∫
0

1

s

∣∣∣∣∂gi+1 · ni

∂ti+1
(xi + sti+1)−

∂gi · ni+1

∂ti
(xi − sti)

∣∣∣∣2 ds <∞,

where ε = min1≤i≤N |0i|. Then v(zh) ∈ H2(�)2, q(zh) ∈ H1(�) and (to simplify, we do not
detail the dependence on the data f and g)

‖v(zh)‖H2(�) + ‖q(zh)‖H1(�) ≤ C1 + C2‖zh‖L2(�) + C3‖zh‖
2
L2(�)

+ C4‖zh‖
3
L2(�)

.

(5.3.11)

The following proposition states the analog of Remark 2.1.17.
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Proposition 5.3.3. Let� be convex and let g satisfy (5.1.19) and (5.1.20). Let (uh, ph, zh)

be any solution of (5.2.5), (5.2.6), (5.3.1), and suppose that the operator rh and the operator
P̃h of Hypothesis 5.2.5 satisfy Hypothesis 2.1.10 for each real number s ∈ [0, 1] and for each
number r ≥ 2:

∀v ∈
(

Ws+1,r(�) ∩ H1
0(�)

)2
, |P̃h(v)− v|W1,r(�) ≤ C hs

|v|Ws+1,r(�),

∀q ∈ Ws,r(�) ∩ L2
0(�), ‖rh(q)− q‖Lr(�) ≤ C hs

|q|Ws,r(�).

If the triangulation is chosen so that, in addition to (2.1.25), (2.1.45) holds for some r > 2,
close to 2:

h ≤ C %1−2/r
min ,

then there exists a constant C independent of h such that

‖uh‖L∞(�) ≤ C. (5.3.12)

Proof. Let r > 2, close to 2, and assume that Th satisfies (2.1.45) with this value of r.
Arguing as in Remark 2.1.17 and using the stability of P̃h, we write

|uh|W1,r(�) ≤ |uh − P̃h(v(zh))|W1,r(�) + c1|v(zh)|W1,r(�).

On one hand, the hypotheses on� and g imply that v(zh) is uniformly bounded in W1,r(�)2.
On the other hand, considering that uh − P̃h(v(zh)) belongs to Vh, the bound (2.1.36) derived
in proving Lemma 2.1.12 is valid here and the regularity of v(zh) and q(zh) give the analog
of (2.1.35)

|uh − P̃h(v(zh))|H1(�) ≤ C h

(
K1(zh)|v(zh)|H2(�) +

1

ν
|q(zh)|H1(�)

)
. (5.3.13)

Then (5.3.12) follows from an inverse inequality, (2.1.45), (5.3.11), and the uniform estimate
(5.3.2) for zh.

Streamline diffusion: Error estimates
As in the homogeneous case, the error inequalities for the velocity and pressure are the same
as in centered schemes, and the statement of Lemma 5.2.7 is valid here for any solution
(uh, ph, zh) of (5.2.5), (5.2.6), (5.3.1), and any solution (u, p, z) of Problem (5.1.2):

|u− uh|H1(�) ≤ 2|u− P̃h(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− P̃h(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�), (5.3.14)

‖p− ph‖L2(�) ≤

(
1+

1

β∗

)
‖p− rh( p)‖L2(�) +

1

β∗

(
ν |u− P̃h(u)|H1(�)

+ S4
(
‖u‖L4(�)‖z− zh‖L2(�) + ‖zh‖L2(�)‖u− uh‖L4(�)

))
, (5.3.15)

where β∗ is the constant of (2.1.1).
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Similarly, the error inequality for z− zh is the same as in the homogeneous upwind
scheme. Therefore, if z is sufficiently smooth to give meaning to all terms in the right-hand
side of the inequality below, the analog of (2.4.4) holds for any λh in Zh:

ν

2
‖zh − λh‖

2
L2(�)

+
α h

2
‖uh · ∇(zh − λh)‖

2
L2(�)

≤ 2α h ‖uh‖
2
L∞(�)|z− λh|

2
H1(�)

+ 2

(
3 ν + 2 h

ν2

α
+
α

h

)
‖z− λh‖

2
L2(�)

+ α
(

3
α

ν
+ 2 h

)
‖(u− uh) · ∇ z‖2L2(�)

+
3

4

(
α2

ν
+ ν h2

)
‖div(u− uh)λh‖

2
L2(�)

+ 6
α2

ν
‖div(u− uh)(λh − z)‖2L2(�)

+
ν

2

(
3+ 8 h

ν

α

)
|u− uh|

2
H1(�)

.

Again, the choice λh = Rh(z) in this inequality, Hölder’s inequality in the nonlinear prod-
ucts, and the stability properties of Rh give the next upper bound, provided that z belongs to
W1,r(�):

ν

2
‖zh − z‖2L2(�)

+
α h

2
‖uh · ∇(zh − Rh(z))‖

2
L2(�)

≤ 2α h ‖uh‖
2
L∞(�)|z− Rh(z)|

2
H1(�)

+ 2

(
13

4
ν + 2 h

ν2

α
+
α

h

)
‖z− Rh(z)‖

2
L2(�)

+ |u− uh|
2
H1(�)

(
|z|2W1,r(�)

(
α S2

r∗

(
3α

ν
+ 2 h

)
+ (1+ Cr)

2 3

4

(
9
α2

ν
+ ν h2

))
+
ν

2

(
3+ 8 h

ν

α

))
, (5.3.16)

where Cr is the stability constant of Rh in W1,r(�).
The assumptions of Proposition 5.1.8 guarantee that u belongs to W2,r(�)2, which in

turn implies that z belongs to W1,r(�). As a by-product, Proposition 5.3.3 yields that uh is
uniformly bounded in L∞(�)2. Therefore, we can conclude that, under the assumptions of
Proposition 5.1.8 for some r > 2, close to 2, if Th satisfies (2.1.45) and (5.3.7), and if the
data are sufficiently small, then

ν‖zh−z‖2L2(�)
+ α h ‖uh · ∇(zh − z)‖2L2(�)

≤ C

(
1

h
‖z− Rh(z)‖

2
L2(�)

+ h |z− Rh(z)|
2
H1(�)

+ |u− P̃h(u)|2H1(�)
+ ‖p− rh( p)‖2L2(�)

)
.

(5.3.17)

This upwind scheme can be used with the three examples of Section 5.2.2. It yields the
same asymptotic error as if it were applied to a homogeneous problem, and it is recom-
mended in the same circumstances, especially when z has little regularity.

5.3.2. Lesaint–Raviart’s Discontinuous Galerkin Method

Let Th be a family of triangulations satisfying (2.1.25). We keep the above approximation
spaces Xh,τ for the velocity and Mh for the pressure, with the same notation and assumptions,
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and we discretize z in a finite-dimensional subspace Zh of H1(�) such as (2.4.9)

Zh = {θh ∈ L2(�); ∀T ∈ Th, θh|T ∈ IPk},

where k ≥ 1 is an integer. It is also possible to approximate z by piecewise constant func-
tions, but this option is not studied here. We choose for Rh a suitable continuous approxi-
mation operator such as the Girault and Lions variant of the Scott and Zhang regularization
operator, or the Bernardi and Girault operator. Recall that it has the approximation error
(2.4.10)

∀θ ∈ Ws+1,r(�), |Rh(θ)− θ |Wm,r(�) ≤ C hs+1−m
|θ |Ws+1,s(�),

for any number r ≥ 1, for m = 0, 1, and 0 ≤ s ≤ k.
Now observe that the definition (2.4.11) of the inflow boundary of a triangle T

∂T− = {x ∈ ∂T; uh(x) · nT(x) < 0},

can be applied without modification to a function uh of Xh,τ because it only involves the
normal trace of uh, and hence only involves interior segments of the triangulation. Therefore,
we keep the same consistent approximation (2.4.12) of the nonlinear term (u · ∇ z, θ)

c̃DG(uh; zh, θh) =
∑
T∈Th

∫
T

(uh · ∇ zh)θh dx+
∫
∂T−

|uh · nT |(z
int
h − zext

h )θ int
h ds


+

1

2

∫
�

(div uh)zhθh dx,

where the superscript int (resp. ext) refers to the trace on the segment of ∂T of the function
taken inside (resp. outside) T . When uh is replaced by u ∈ W and zh by z ∈ H1(�), this form
is a consistent approximation of (u · ∇ z, θh). Furthermore, formula (2.4.16)

c̃DG(uh; zh, θh) =
∑
T∈Th

− ∫
T

(uh · ∇ θh)zh dx

+

∫
∂T−

|uh · nT |(θ
ext
h − θ

int
h )zext

h ds

− 1

2

∫
�

(div uh)θhzh dx,

and its consequence (2.4.21)

c̃DG(uh; zh, zh) =
1

2

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds,

established in Section 2.4.2, are valid here because they only rely on the fact that uh · n = 0
on ∂�.
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With this form and the lifting uh,g of Hypothesis 5.2.1, we approximate problem (5.1.2)
by the upwind scheme: Find uh in Xh + uh,g, ph in Mh and zh = (0, 0, zh) with zh in Zh,
solution of (5.2.5), (5.2.6):

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh),

∀qh ∈ Mh, (qh, div uh) = 0,

and

∀θh ∈ Zh, ν (zh, θh)+ α c̃DG(uh; zh, θh) = ν (curl uh, θh)+ α (curl f , θh). (5.3.18)

Discontinuous Galerkin: convergence
Existence of a solution follows from Brouwer’s Fixed Point Theorem and uniform a priori
estimates. By arguing as in Section 2.4.2, we immediately derive that the third component
of any solution (uh, ph, zh) of (5.2.5), (5.2.6), (5.3.18) is bounded as follows:

‖zh‖
2
L2(�)

+
α

ν

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds

≤ 2

(
‖curl uh‖

2
L2(�)

+
α2

ν2
‖curl f‖2L2(�)

)
.

(5.3.19)

Next, uh,0 = uh − uh,g satisfies (5.3.3)

|uh,0|H1(�) ≤
S2

ν
‖ f‖L2(�) + |uh,g|H1(�) +

C

ν

√
ε‖g‖W1−1/r,r(∂�)‖zh‖L2(�).

By combining these two bounds, and choosing for instance

ε =
1

2

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

, (5.3.20)

we obtain the same upper bound as (5.2.14) and (5.3.5):

|uh,0|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) + (2+

√
2)|uh,g|H1(�). (5.3.21)

The bounds (5.3.19) and (5.3.21) readily yield the following existence theorem.

Theorem 5.3.4. Let g, satisfying g · n = 0, be given in W1−1/r,r(∂�)2 for some real num-
ber r > 2. Assume that (2.1.1) and Hypothesis 5.2.1 hold. Then there exists hb > 0 such
that for all h ≤ hb, all ν > 0, and all f in H(curl, �), the discrete problem (5.2.5), (5.2.6),
(5.3.18) has at least one solution (uh, ph, zh) ∈ Wh ×Mh × Zh, and each solution satisfies
the uniform a priori estimate

|uh|H1(�) ≤ 2
S2

ν
‖ f‖L2(�) +

α

ν
‖curl f‖L2(�) +

C

ν
‖g‖2W1−1/r,r(∂�)

, (5.3.22)
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together with (5.3.19) and (5.2.12)

‖zh‖
2
L2(�)

+
α

ν

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds

≤ 2

(
‖curl uh‖

2
L2(�)

+
α2

ν2
‖curl f‖2L2(�)

)
,

‖ph‖L2(�) ≤
1

β?

(
S2‖ f‖L2(�) + |uh|H1(�)

(
ν + S4S̃4‖zh‖L2(�)

))
,

where C depends on the constants of (5.2.3) and (5.2.4). The value of hb is determined by ε
in (5.3.20):

hb ≤
1

2
Cb

(
ν

2C‖g‖W1−1/r,r(∂�)

)2

. (5.3.23)

By extracting subsequences (that we still denote by the index h), and proceeding as in
Section 2.4.2, these uniform a priori estimates allow us to prove convergence, first weak and
next strong, of a solution (uh, ph, zh) of (5.2.5), (5.2.6), (5.3.18) to a solution (u, p, z) of
(5.1.2).

Theorem 5.3.5. We retain the second and third assumptions of Hypothesis 2.1.5, and we
suppose that Hypothesis 5.2.5 holds. Let (uh, ph, zh) be a solution of (5.2.5), (5.2.6), (5.3.18).
Then there exists a subsequence of h (still denoted by h) and a solution (u, p, z) ∈ W ×
L2

0(�)× L2(�) of problem (5.1.2) such that

lim
h→0
‖uh − u‖H1(�) = 0,

lim
h→0
‖zh − z‖L2(�) = 0,

lim
h→0
‖ph − p‖L2(�) = 0,

lim
h→0

∑
T∈Th

∫
∂T−

|uh · nT |(z
ext
h − zint

h )
2ds = 0 in IR.

Discontinuous Galerkin: Error estimates
As in the homogeneous case, the error inequalities for the velocity and pressure are the same
as in centered schemes, and the statement of Lemma 5.2.7 is valid here for any solution
(uh, ph, zh) of (5.2.5), (5.2.6), (5.3.18) and a solution (u, p, z) of (5.1.2):

|u− uh|H1(�) ≤ 2|u− P̃h(u)|H1(�) +
S4

ν
‖u‖L4(�)‖z− zh‖L2(�)

+
S4

ν
‖zh‖L2(�)‖u− P̃h(u)‖L4(�) +

1

ν
‖p− rh( p)‖L2(�), (5.3.24)

‖p− ph‖L2(�) ≤

(
1+

1

β∗

)
‖p− rh( p)‖L2(�) +

1

β∗

(
ν |u− P̃h(u)|H1(�)

+ S4
(
‖u‖L4(�)‖z− zh‖L2(�) + ‖zh‖L2(�)‖u− uh‖L4(�)

))
, (5.3.25)

where β∗ is the constant of (2.1.1).
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Similarly, the error inequality for z− zh is the same as in the homogeneous Lesaint–
Raviart Discontinuous Galerkin scheme. Assuming that z ∈ H1(�), we begin with (2.4.24)

ν‖zh − λh‖
2
L2(�)

+ α
∑
T∈Th

1

2

∫
∂T−

|uh · nT |((zh − λh)
ext
− (zh − λh)

int)2ds

+ α
∑
T∈Th

− ∫
T

uh · ∇(zh − λh)(λh − z) dx

+ α

∫
∂T−

|uh · nT |((zh − λh)
ext
− (zh − λh)

int)(λh − z)extds


−
α

2

∫
�

div(uh − u)(λh − z)(zh − λh) dx

+
α

2

∫
�

div(uh − u)z(zh − λh)dx+ α
∫
�

(uh − u) · ∇ z(zh − λh) dx

= ν(z− λh, zh − λh)+ ν(curl(uh − u), zh − λh).

Then the proof of Theorem 2.4.11 extends directly to the nonhomogeneous problem.

Theorem 5.3.6. Let � be convex, (u, p, z) a solution of Problem (5.1.2), r0 the number of
Proposition 5.1.8, let g be as in Proposition 5.1.8, and let the assumptions of Theorem 1.4.14
hold, so that z ∈ W1,r(�), for some real number r in ]2, r0[. Let Th be a family of triangula-
tions satisfying (2.1.25) and let (uh, ph, zh) be any solution of (5.2.5), (5.2.6), (5.3.18). Then
we have the following inequality for zh − %h(z), where %h is the local L2 projection on IPk:

ν ‖zh − %h(z)‖
2
L2(�)

≤
7

ν

(
ν2
(
‖z− %h(z)‖

2
L2(�)

+ |uh − u|2H1(�)

)
+ α2σ 2

0 C1

(
|u|2W1,∞(�)

‖z− %h(z)‖
2
L2(�)

+ S2
r∗ |z|

2
W1,r(�)

|uh − u|2H1(�)

)
+
α2

4

(
‖div(uh − u)(z− %h(z))‖

2
L2(�)

+ ‖(div(uh − u))z‖2L2(�)

+ 4 ‖(uh − u) · ∇ z‖2L2(�)

))
+ α C2σ

2
0 ‖uh‖L∞(�)

∑
T∈Th

hT |z− %h(z)|
2
H1(T),

where σ0 is the constant of (2.1.25), C1 and C2 are constants independent of h, and

1

r∗
=

1

2
−

1

r
.

Because all solutions of (5.2.5), (5.2.6), (5.3.18) are such that zh is uniformly bounded
in L2(�), the statement of Proposition 5.3.3 extends immediately to the Discontinuous
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Galerkin scheme: By slightly restricting the mesh, there exists a constant C independent
of h such that

‖uh‖L∞(�) ≤ C.

Under all the above assumptions, by combining (5.3.24) with the bounds of Theorem 5.3.6
and this bound for uh, we derive the following error estimate for small enough data and
smooth enough solutions:

ν‖zh − z‖2L2(�)
+ α

∑
T∈Th

1

2

∫
∂T−

|uh · nT |((zh − z)ext
− (zh − z)int)2ds

≤ C

‖%h(z)− z‖2L2(�)
+ |u− P̃h(u)|2H1(�)

+ ‖p− rh( p)‖2L2(�)

+

∑
T∈Th

hT |z− %h(z)|
2
H1(T)

.
(5.3.26)

Thus, the asymptotic error of this scheme is the same as for the homogeneous problem.
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Chapter 6

Numerical Experiments

In this chapter, we present several numerical experiments both in the steady and time-
dependent cases. Some examples are academic and have a known explicit solution. They
allow to check convergence rates and confirm the theoretical analysis of the preceding chap-
ters. Others are benchmark problems for which no explicit solution is known, but their
qualitative results agree with the behavior expected from grade-two fluids. All results are
obtained with the package FreeFem++, see Hecht, Le Hyaric, Pironneau and Ohtsuka
[2008]. Numerical experiments with the methods developed in this work have also been
performed by Chammai [2006], Kanaan [2007], Sayah [2007]. As stated in Chapter 4, the
least-squares method has been implemented by Park [1998].

6.1. The steady problem

We consider first examples in an academic situation where an explicit solution is known, and
next in the more realistic benchmark cases of the step and driven cavity domains. In each
case, the nonlinear scheme is solved by Newton’s algorithm. Let us recall it for the reader’s
convenience. The scheme has the form

∀vh ∈ Xh, ν(∇ uh,∇ vh)+ (zh × uh, vh)− ( ph, div vh) = ( f , vh), (6.1.1)

∀qh ∈ Mh, (qh, div uh) = 0, (6.1.2)

∀θh ∈ Zh, ν (zh, θh)+ α c̃(uh; zh, θh) = ν (curl uh, θh)+ α (curl f , θh). (6.1.3)

For given zh, (6.1.1)–(6.1.2) is a discrete Stokes system with right-hand side
( f − zh × uh, vh). To be specific, let Shg denote the solution (vh, qh) ∈ Xh ×Mh of the dis-
crete Stokes system

∀wh ∈ Xh, ν(∇ vh,∇ wh)− (qh, div wh) = ( g,wh), (6.1.4)

∀rh ∈ Mh, (rh, div vh) = 0. (6.1.5)

Then (uh, ph) = Sh( f − zh × uh). Next, for given uh ∈ Xh, (6.1.3) is a discrete transport
equation with right-hand side (curl(νuh + αf ), θh). More precisely, let Th( g, vh) be the solu-
tion ζh ∈ Zh of

∀θh ∈ Zh, ν (ζh, θh)+ α c̃(vh; ζh, θh) = (curl(νvh + αg), θh). (6.1.6)

With this notation, (6.1.1)–(6.1.3) can be expressed implicitly as

Fh(uh, ph) := (uh, ph)− Sh ( f − Th( f ,uh)× uh) = 0. (6.1.7)

173
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Hence Newton’s algorithm applied to (6.1.7) reads: Compute (un+1
h , pn+1

h ) ∈ Xh ×Mh such
that

F ′h(u
n
h, pn

h) · (u
n+1
h − un

h, pn+1
h − pn

h) = −Fh(un
h, pn

h), (6.1.8)

starting from a given pair (u0
h, p0

h) ∈ Xh ×Mh. Although the auxiliary function zn
h ∈ Zh is

not explicitly mentioned in (6.1.7), its computation is included above. Here is the general
step, knowing (un

h, pn
h, zn

h) ∈ Xh ×Mh × Zh; let (un+1
h , pn+1

h , zn+1
h ) ∈ Xh ×Mh × Zh be the

next iterate and set

wuh = un+1
h − un

h, wph = pn+1
h − pn

h, wzh = zn+1
h − zn

h.

Then (wuh ,wph ,wzh) satisfies

∀vh ∈ Xh, ν(∇ wuh ,∇ vh)+ (wzh × un
h + zn

h × wuh , vh)− (wph , div vh)

= −ν(∇ un
h,∇ vh)− (zn

h × un
h, vh)+ ( pn

h, div vh)+ ( f , vh),

∀qh ∈ Mh, (qh, div wuh) = 0,

∀θh ∈ Zh, ν (wzh , θh)+ α c̃(wuh; z
n
h, θh)+ α c̃(un

h;wzh , θh)− ν(curl wuh , θh)

= −ν (zn
h, θh)− α c̃(un

h; z
n
h, θh)+ (curl(νun

h + αf ), θh),

(6.1.9)

provided this linear system has a solution. As is usual in Newton’s method, the solvability
of (6.1.9) is not always guaranteed. In order to reduce the bandwidth of the matrix, the zero
mean-value constraint on the test functions of Mh are ignored (the value of (qh, div wuh) is
unchanged), and the same constraint on ph is relaxed by adding to the second equation in
(6.1.9) the term ε( ph, qh) for a small parameter ε > 0. The starting functions (u0

h, p0
h) can

be computed, for instance, by solving an adequate Stokes problem and the starting auxiliary
function z0

h can be taken to be the L2 projection of curl u0
h onto Zh. The algorithm stops either

when the norm of (wuh ,wph ,wzh) is adequately small or the number of iterations exceeds a
chosen threshold (or (6.1.9) is not solvable!).

6.1.1. Explicit case

In these series of tests, the domain � is the unit square ]0, 1[×]0, 1[, the solution is
u = (u1, u2) and p with

u1 = 2
(

y2(1− y)− y(1− y)2
)

sin(πx)2,

u2 = 4πy2(1− y)2 sin(πx) cos(πx),

p = cos(x) cos(y)− C,

where the constant C is adjusted so that p has zero mean-value in �, i.e.,

C = (sin(1))2 .
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Fig. 6.1 Convergence curves: Taylor–Hood, α = 10−4, ν = 10−1, close to Navier–Stokes.

The auxiliary variable z is computed through the two-dimensional version of (1.3.7):

z = curl(u− α 1u).

The associated right hand-side f is computed by Maple so that the generalized Stokes prob-
lem (1.4.6) is satisfied, namely: (u, p, z) in V × L2

0(�)× L2(�) solves

−ν 1u+ z× u+∇ p = f in �,

div u = 0 in �,

u = 0 on ∂�,

and consequently, the transport equation (1.4.8) is also satisfied:

ν z+ α u · ∇ z = ν curl u+ α curl f .

The nonlinear scheme (6.1.1)–(6.1.3) is applied with the Taylor–Hood finite-element
(2.2.14), (2.2.15), with the mini-element (2.2.1), (2.2.2), and with the Bernardi–Raugel finite
element (2.2.11), (2.2.12). It is solved by Newton’s method with continuation in α and ν,
more precisely, we take

αn+1
=
√

3αn, νn+1
=

1

2
νn,
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Fig. 6.2 Convergence curves: Taylor–Hood, α = 10−3, ν = 10−1.
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Fig. 6.3 Convergence curves: Taylor–Hood, α = 10−1, ν = 10−1.
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Fig. 6.4 Convergence curves: Taylor–Hood, α = 1, ν = 10−1.
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Fig. 6.5 Convergence curves: Mini-element, α = 10−3, ν = 10−1.
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Fig. 6.6 Convergence curves: Bernardi–Raugel, α = 10−3, ν = 10−1.

starting with

α0
= min(α, 0.1), ν0

= max(ν, 0.01).

The absolute errors of the three finite-element schemes are depicted in Figures 6.1–6.6, for
typical values of α and ν.

The following tables show the progression with decreasing meshsize of the absolute
velocity error in the H1 norm and the velocity, pressure, and auxiliary variable errors in
the L2 norm. The meshsize is h and n is the number of meshpoints on each side of the
square. The CPU time gives an indication of the complexity of each algorithm, but note
that in these experiments, the implementation of the mini-element is not optimal because the
interior bubbles are not eliminated.

ν = 0.02, α = 0, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1075 0.1414 3.889 0.2938 0.5
0.1414 10 0.02321 0.02911 1.887 0.1453 1.0
0.0566 25 0.00352 0.0043 0.741 0.05795 6.1
0.0283 50 0.0008726 0.001061 0.3693 0.02896 28.1
0.0189 75 0.0003872 0.0004702 0.2461 0.0193 69.2
0.0141 100 0.0002177 0.0002642 0.1845 0.01448 124.3
0.0071 200 5.44e-05 6.6e-05 0.09224 0.007239 593.2
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ν = 0.02, α = 0.01, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1732 0.1428 6.289 0.2937 0.4
0.1414 10 0.03665 0.02917 3.001 0.1453 1.2
0.0566 25 0.005562 0.004301 1.178 0.05795 7.9
0.0283 50 0.001379 0.001061 0.587 0.02896 34.9
0.0189 75 0.0006121 0.0004702 0.3911 0.0193 86.2
0.0141 100 0.0003441 0.0002642 0.2933 0.01448 167.2
0.0071 200 8.598e-05 6.6e-05 0.1466 0.007239 758.1

ν = 0.02, α = 0.1, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 1.249 0.2611 34.86 0.318 1.0
0.1414 10 0.1637 0.03118 13.21 0.1454 3.5
0.0566 25 0.02428 0.004344 5.162 0.05795 20.8
0.0283 50 0.006018 0.001063 2.573 0.02896 95.3
0.0189 75 0.00267 0.0004707 1.714 0.0193 232.8
0.0141 100 0.001501 0.0002644 1.285 0.01448 441.7
0.0071 200 0.0003751 6.601e-05 0.6425 0.007239 1857.8

ν = 0.1, α = 0, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1072 0.09946 3.878 0.295 0.3
0.1414 10 0.02321 0.02591 1.887 0.1454 0.9
0.0566 25 0.00352 0.004209 0.741 0.05795 6.0
0.0283 50 0.0008726 0.001055 0.3693 0.02896 26.7
0.0189 75 0.0003872 0.000469 0.2461 0.0193 62.8
0.0141 100 0.0002177 0.0002639 0.1845 0.01448 117.5
0.0071 200 5.44e-05 6.598e-05 0.09224 0.007239 561.3

ν = 0.1, α = 0.01, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1687 0.09954 6.179 0.295 0.3
0.1414 10 0.03663 0.02591 3 0.1454 0.9
0.0566 25 0.005562 0.004209 1.178 0.05795 6.0
0.0283 50 0.001379 0.001055 0.587 0.02896 26.9
0.0189 75 0.0006121 0.000469 0.3911 0.0193 63.2
0.0141 100 0.0003441 0.0002639 0.2933 0.01448 118.7
0.0071 200 8.598e-05 6.598e-05 0.1466 0.007239 560.9
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ν = 0.1, α = 0.1, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.7768 0.103 28.09 0.2955 0.9
0.1414 10 0.1597 0.026 13.15 0.1454 2.8
0.0566 25 0.02426 0.004211 5.161 0.05795 17.4
0.0283 50 0.006017 0.001055 2.572 0.02896 76.2
0.0189 75 0.00267 0.000469 1.714 0.0193 184.6
0.0141 100 0.001501 0.0002639 1.285 0.01448 349.7
0.0071 200 0.0003751 6.598e-05 0.6425 0.007239 1587.8

ν = 0.1, α = 1, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 22.86 0.5571 478.5 2.625 3.1
0.1414 10 1.527 0.0331 116.1 0.1906 9.8
0.0566 25 0.2125 0.004362 45.09 0.058 55.9
0.0283 50 0.05255 0.001064 22.47 0.02896 261.5
0.0189 75 0.02331 0.0004708 14.97 0.0193 616.3
0.0141 100 0.01311 0.0002644 11.23 0.01448 1170.7
0.0071 200 0.003275 6.601e-05 5.612 0.007239 4896.2

ν = 1, α = 0, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1085 0.09734 3.877 0.3942 0.2
0.1414 10 0.02326 0.02577 1.887 0.1509 0.7
0.0566 25 0.00352 0.004205 0.741 0.05806 4.4
0.0283 50 0.0008726 0.001055 0.3693 0.02897 19.3
0.0189 75 0.0003872 0.000469 0.2461 0.01931 45.9
0.0141 100 0.0002177 0.0002638 0.1845 0.01448 86.2
0.0071 200 5.44e-05 6.597e-05 0.09224 0.007239 419.9

ν = 1, α = 0.01, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1694 0.09734 6.171 0.3936 0.3
0.1414 10 0.03666 0.02577 3 0.1509 0.7
0.0566 25 0.005562 0.004205 1.178 0.05806 6.0
0.0283 50 0.001379 0.001055 0.587 0.02897 26.3
0.0189 75 0.0006121 0.000469 0.3911 0.01931 63.3
0.0141 100 0.0003441 0.0002638 0.2933 0.01448 118.0
0.0071 200 8.598e-05 6.597e-05 0.1466 0.007239 559.5
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ν = 1, α = 0.1, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.7299 0.09737 27.09 0.3889 0.7
0.1414 10 0.1594 0.02577 13.14 0.1509 2.5
0.0566 25 0.02426 0.004205 5.161 0.05806 12.5
0.0283 50 0.006017 0.001055 2.572 0.02897 54.8
0.0189 75 0.00267 0.000469 1.714 0.01931 130.1
0.0141 100 0.001501 0.0002638 1.285 0.01448 243.4
0.0071 200 0.0003751 6.597e-05 0.6425 0.007239 1303.8

ν = 1, α = 1, Taylor–Hood

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 6.752 0.1003 245.1 0.4396 2.4
0.1414 10 1.393 0.02585 114.9 0.1511 8.2
0.0566 25 0.2117 0.004206 45.08 0.05805 48.3
0.0283 50 0.05253 0.001055 22.47 0.02897 196.5
0.0189 75 0.02331 0.000469 14.97 0.01931 450.1
0.0141 100 0.01311 0.0002638 11.23 0.01448 807.6
0.0071 200 0.003275 6.597e-05 5.612 0.007239 3370.3

ν = 0.02, α = 0, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.2774 0.5072 3.926 0.3059 0.3
0.1414 10 0.08504 0.2353 2.336 0.1601 0.7
0.0566 25 0.01769 0.09105 1.166 0.07032 4.5
0.0283 50 0.005687 0.04518 0.7287 0.04022 18.9
0.0189 75 0.002985 0.03005 0.5665 0.02986 45.1
0.0141 100 0.001902 0.02252 0.4777 0.02448 81.1
0.0071 200 0.0006521 0.01124 0.3237 0.01573 359.8

ν = 0.02, α = 0.01, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.304 0.5077 5.74 0.3075 0.3
0.1414 10 0.08833 0.2353 3.208 0.1602 1.0
0.0566 25 0.01801 0.09106 1.474 0.07031 5.7
0.0283 50 0.005745 0.04518 0.8587 0.04022 24.0
0.0189 75 0.003006 0.03005 0.6427 0.02986 57.5
0.0141 100 0.001912 0.02252 0.5294 0.02448 103.8
0.0071 200 0.000654 0.01124 0.3433 0.01573 458.6
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ν = 0.02, α = 0.1, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 2.014 0.545 40.21 0.4039 0.8
0.1414 10 0.4518 0.2372 15.17 0.1785 2.9
0.0566 25 0.06967 0.09116 5.371 0.07113 16.5
0.0283 50 0.01758 0.04519 2.672 0.04027 65.0
0.0189 75 0.007961 0.03006 1.797 0.02987 153.6
0.0141 100 0.004562 0.02252 1.362 0.02448 283.2
0.0071 200 0.001223 0.01124 0.7122 0.01573 1221.0

ν = 0.1, α = 0, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.2794 0.4409 3.931 0.5203 0.3
0.1414 10 0.08646 0.227 2.339 0.3625 0.7
0.0566 25 0.01796 0.09052 1.165 0.2071 4.5
0.0283 50 0.00577 0.04511 0.7286 0.1425 18.6
0.0189 75 0.003028 0.03003 0.5664 0.1155 43.9
0.0141 100 0.001929 0.02251 0.4777 0.09973 79.1
0.0071 200 0.0006613 0.01124 0.3237 0.07018 350.7

ν = 0.1, α = 0.01, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.3074 0.4409 5.739 0.521 0.2
0.1414 10 0.09052 0.227 3.217 0.3623 0.7
0.0566 25 0.0184 0.09052 1.474 0.2071 4.5
0.0283 50 0.005853 0.04511 0.8582 0.1425 18.8
0.0189 75 0.003059 0.03003 0.6423 0.1155 44.2
0.0141 100 0.001944 0.02251 0.5291 0.09972 79.8
0.0071 200 0.0006641 0.01124 0.3432 0.07018 350.5

ν = 0.1, α = 0.1, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.8983 0.4422 27.16 0.5374 0.7
0.1414 10 0.2132 0.2272 13.1 0.3623 2.1
0.0566 25 0.03495 0.09053 5.218 0.2069 13.0
0.0283 50 0.009405 0.04511 2.641 0.1424 53.9
0.0189 75 0.004472 0.03003 1.785 0.1155 138.2
0.0141 100 0.002672 0.02251 1.356 0.09971 252.1
0.0071 200 0.0008062 0.01124 0.7125 0.07018 1099.5
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ν = 0.1, α = 1, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 43.18 0.6873 709.5 3.234 2.7
0.1414 10 6.188 0.2352 173.7 1.041 8.3
0.0566 25 1.01 0.09093 54.77 0.2561 46.8
0.0283 50 0.2488 0.04516 24.29 0.1467 190.9
0.0189 75 0.1102 0.03005 15.69 0.1164 414.7
0.0141 100 0.06189 0.02252 11.61 0.1 770.7
0.0071 200 0.01544 0.01124 5.693 0.07019 3400.1

ν = 1, α = 0, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.4039 0.4379 3.934 4.287 0.2
0.1414 10 0.1391 0.2267 2.34 3.32 0.5
0.0566 25 0.03111 0.0905 1.165 1.989 3.3
0.0283 50 0.01049 0.04511 0.7286 1.395 13.7
0.0189 75 0.005623 0.03003 0.5664 1.139 31.6
0.0141 100 0.003624 0.02251 0.4777 0.9868 58.0
0.0071 200 0.001267 0.01124 0.3237 0.6981 259.6

ν = 1, α = 0.01, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.4242 0.4379 5.755 4.287 0.2
0.1414 10 0.1419 0.2267 3.22 3.32 0.5
0.0566 25 0.0314 0.0905 1.473 1.989 4.5
0.0283 50 0.01054 0.04511 0.858 1.395 18.6
0.0189 75 0.005643 0.03003 0.6422 1.139 43.7
0.0141 100 0.003634 0.02251 0.529 0.9868 79.6
0.0071 200 0.001268 0.01124 0.3432 0.6981 350.4

ν = 1, α = 0.1, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.8252 0.4379 26.07 4.282 0.6
0.1414 10 0.2096 0.2267 13 3.317 1.9
0.0566 25 0.03918 0.0905 5.213 1.989 11.7
0.0283 50 0.01204 0.04511 2.642 1.395 49.0
0.0189 75 0.006204 0.03003 1.786 1.139 114.0
0.0141 100 0.003912 0.02251 1.357 0.9868 206.8
0.0071 200 0.001319 0.01124 0.7131 0.6981 1002.0
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ν = 1, α = 1, Mini-element

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 7.719 0.4391 246.7 4.363 1.9
0.1414 10 1.812 0.2268 116.1 3.304 6.5
0.0566 25 0.2822 0.0905 45.16 1.986 38.1
0.0283 50 0.07047 0.04511 22.48 1.395 159.4
0.0189 75 0.03142 0.03003 14.98 1.139 371.3
0.0141 100 0.01775 0.02251 11.23 0.9867 674.1
0.0071 200 0.004519 0.01124 5.619 0.6981 2954.5

ν = 0.02, α = 0, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1442 0.2576 3.913 0.3177 0.4
0.1414 10 0.03932 0.1179 2.028 0.1533 0.8
0.0566 25 0.008685 0.04538 0.9029 0.06338 5.0
0.0283 50 0.002943 0.02245 0.5191 0.03396 21.8
0.0189 75 0.001579 0.01492 0.3855 0.0241 51.3
0.0141 100 0.001018 0.01117 0.3159 0.01911 95.3
0.0071 200 0.0003562 0.005573 0.2027 0.01139 434.6

ν = 0.02, α = 0.01, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.2014 0.2582 6.251 0.318 0.3
0.1414 10 0.04785 0.118 3.061 0.1533 1.0
0.0566 25 0.00957 0.04538 1.279 0.06336 6.4
0.0283 50 0.003106 0.02245 0.6889 0.03396 28.8
0.0189 75 0.001639 0.01492 0.4898 0.02409 69.5
0.0141 100 0.001048 0.01117 0.3888 0.0191 126.1
0.0071 200 0.0003616 0.005573 0.2322 0.01139 575.5

ν = 0.02, α = 0.1, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 1.417 0.3108 35 0.3813 0.9
0.1414 10 0.2055 0.1185 13.49 0.1537 3.0
0.0566 25 0.03163 0.04539 5.204 0.06331 18.0
0.0283 50 0.008131 0.02245 2.598 0.03393 77.3
0.0189 75 0.003723 0.01492 1.738 0.02408 188.9
0.0141 100 0.002152 0.01117 1.309 0.0191 338.0
0.0071 200 0.0005927 0.005573 0.6658 0.01139 1544.5
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ν = 0.1, α = 0, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1461 0.253 3.866 0.6368 0.3
0.1414 10 0.04013 0.1178 2.025 0.2845 0.8
0.0566 25 0.008835 0.04538 0.9022 0.1407 5.1
0.0283 50 0.002994 0.02245 0.519 0.09329 22.3
0.0189 75 0.001607 0.01492 0.3855 0.07463 53.1
0.0141 100 0.001036 0.01117 0.3159 0.06398 99.9
0.0071 200 0.0003624 0.005573 0.2027 0.04457 448.5

ν = 0.1, α = 0.01, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.1966 0.253 6.075 0.636 0.2
0.1414 10 0.04901 0.1178 3.061 0.2843 0.8
0.0566 25 0.009804 0.04538 1.281 0.1407 5.0
0.0283 50 0.003174 0.02245 0.6899 0.09329 22.0
0.0189 75 0.001673 0.01492 0.4904 0.07463 51.6
0.0141 100 0.001069 0.01117 0.3892 0.06398 95.4
0.0071 200 0.0003683 0.005573 0.2324 0.04457 433.2

ν = 0.1, α = 0.1, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.792 0.2537 27.82 0.6274 0.7
0.1414 10 0.1654 0.1178 13.13 0.2829 2.3
0.0566 25 0.0258 0.04538 5.174 0.1405 14.5
0.0283 50 0.006708 0.02245 2.594 0.09325 63.2
0.0189 75 0.00311 0.01492 1.737 0.07461 162.1
0.0141 100 0.00182 0.01117 1.309 0.06398 300.8
0.0071 200 0.0005207 0.005573 0.6667 0.04457 1403.8

ν = 0.1, α = 1, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 30.69 0.5207 537.9 3.387 2.8
0.1414 10 2.353 0.12 124.7 0.3687 8.6
0.0566 25 0.3905 0.04541 47.22 0.1414 48.5
0.0283 50 0.09911 0.02246 22.91 0.09304 204.5
0.0189 75 0.04436 0.01492 15.14 0.07449 481.4
0.0141 100 0.02504 0.01117 11.32 0.0639 884.6
0.0071 200 0.006292 0.005573 5.631 0.04456 4033.8
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ν = 1, α = 0, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.3387 0.2528 3.857 5.647 0.2
0.1414 10 0.08436 0.1177 2.024 2.455 0.6
0.0566 25 0.01819 0.04538 0.9021 1.284 3.7
0.0283 50 0.006236 0.02245 0.5189 0.8873 16.5
0.0189 75 0.003365 0.01492 0.3855 0.7211 38.7
0.0141 100 0.002177 0.01117 0.3158 0.6234 72.9
0.0071 200 0.0007653 0.005573 0.2027 0.4399 345.4

ν = 1, α = 0.01, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.3628 0.2528 6.047 5.646 0.2
0.1414 10 0.08898 0.1177 3.06 2.455 0.6
0.0566 25 0.01869 0.04538 1.281 1.284 5.2
0.0283 50 0.006326 0.02245 0.69 0.8873 22.8
0.0189 75 0.003399 0.01492 0.4905 0.7211 55.3
0.0141 100 0.002193 0.01117 0.3893 0.6234 101.6
0.0071 200 0.0007682 0.005573 0.2325 0.4399 478.1

ν = 1, α = 0.1, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 0.7977 0.2528 26.84 5.63 0.6
0.1414 10 0.1787 0.1177 13.09 2.453 2.2
0.0566 25 0.03008 0.04538 5.176 1.284 13.5
0.0283 50 0.008614 0.02245 2.595 0.8872 60.3
0.0189 75 0.004276 0.01492 1.738 0.7211 142.6
0.0141 100 0.002634 0.01117 1.31 0.6234 264.7
0.0071 200 0.0008502 0.005573 0.6671 0.4399 1165.9

ν = 1, α = 1, Bernardi–Raugel

h n err ‖u‖L2 err ‖p‖L2 err ‖z‖L2 err |u|H1 Cpu s

0.2828 5 6.797 0.2533 243.8 5.495 2.1
0.1414 10 1.433 0.1178 115 2.435 7.0
0.0566 25 0.2186 0.04538 45.09 1.282 43.3
0.0283 50 0.05441 0.02245 22.47 0.8869 190.5
0.0189 75 0.02422 0.01492 14.97 0.721 439.6
0.0141 100 0.01366 0.01117 11.23 0.6233 807.6
0.0071 200 0.003455 0.005573 5.614 0.4399 3565.2
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These experiments call for the following comments.

1. From a computational point of view, the convergence of Newton’s algorithm dete-
riorates sharply with increasing values of α with respect to ν. We have omitted
tables corresponding to ν = 0.02 and α = 1 for Taylor–Hood’s method, ν = 0.005
and α = 0.1, ν = 0.005 and α = 1, ν = 0.01 and α = 1, ν = 0.02 and α = 1 for
the mini-element method, and ν = 0.02 and α = 1 for the Bernardi–Raugel method
because Newton’s method clearly does not converge for these values.

2. Even if the error is large, what can be observed from the asymptotic behavior of
the error is consistent with the order predicted by the theory, and sometimes it is
better. In particular, the velocity error in the L2 norm seems to be systematically
one order larger than the order of the error in the H1 norm. But proving this fact is
an open problem because a duality argument on the auxiliary variable z is difficult.
Similarly, the pressure error for the mini-element is sometimes better than O(h) and
so is the error for the auxiliary variable z in the L2 norm. This can also be due to some
superconvergence behavior.

3. The auxiliary variable’s error in L2 is usually larger than the velocity’s error in H1.
This is not surprizing when α is large. When α is small, this discrepancy is due to the
ill-conditioning of the matrix.

4. The Bernardi–Raugel element is harder to implement than the mini-element, and its
CPU time is slightly larger, but, at least in these examples, its results are also more
accurate.

6.1.2. Benchmark problems

The driven cavity
The reader can compare the tests below with those performed in [Glowinski, 2003, §IX.44]
for the numerical simulation of an incompressible Navier–Stokes flow in a square cavity.

In the following tests, the domain� is the unit square ]0, 1[×]0, 1[. The boundary condi-
tions for u are: u = (0, 0) on the vertical sides and bottom horizontal side of �, i.e., x1 = 0,
x1 = 1, x2 = 0, and

u = (4x1(1− x1), 0) on the top horizontal side x2 = 1.

Note that on one hand this is a regularized driven cavity because u is continuous on
the boundary of �, and on the other hand u · n = 0. The nonlinear scheme (6.1.1)–(6.1.3),
applied with Taylor–Hood finite-elements (2.2.14), (2.2.15), is solved by Newton’s method
with continuation on ν: α varies from 0 to 1000 and ν varies from 0.001 to 1000. The
following Figures 6.7–6.16 depict the isovalues of the auxiliary variable zh, the pressure ph,
and the Euclidean norm of the velocity vector uh at different Reynolds numbers and for
different values of α. We observe some oscillations in zh, as expected considering that the
equation for zh has no upwinding. We also observe that ph does not behave like a pressure.
The reason is that the variable ph approximates the modified pressure p, which is related to
the fluid’s pressure π by (see Section 1.2)

p = π − α

(
u ·1u+

1

4
|A1|

2
)
+

1

2
|u|2.
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Fig. 6.7 Isovalues of zh at Reynolds number 100, for α = 0.001, 0.01, 0.1.

Fig. 6.8 Isovalues of ph at Reynolds number 100, for α = 0.001, 0.01, 0.1.

Fig. 6.9 Isovalues of |uh| at Reynolds number 100, for α = 0.001, 0.01, 0.1.

The backward step
The reader can compare the tests below see Figures 6.17–6.24 with those performed
in [Glowinski, 2003, §IX.44] for the numerical simulation of an incompressible Navier–
Stokes flow in a two-dimensional channel with a backward facing step.

In the following tests, the domain � is obtained by deleting the rectangle [−4, 0]×
[−1/2, 0] from the rectangular region ]− 4, 13[×]− 1/2, 1[. The boundary 0 is split into
four parts: 0i the left part (inlet), 0o the right part (outlet), 0u the upper part, and 0b the bot-
tom part. In addition to the velocity and pressure, we compute an approximation ψh of the
stream function ψ defined by u = curlψ (see [Girault and Raviart, 1986, § 5.2]). When
the flow is stationary, the streamlines for the flow are the isovalues of the stream function ψ .
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Fig. 6.10 Isovalues of zh at Reynolds number 400, for α = 0.001, 0.01, 0.1.

Fig. 6.11 Isovalues of ph at Reynolds number 400, for α = 0.001, 0.01, 0.1.

Fig. 6.12 Isovalues of |uh| at Reynolds number 400, for α = 0.001, 0.01, 0.1.

The discrete stream function ψh belongs to the finite-element space:

8h = {ϕ ∈ H1(�); ∀T ∈ Th, ϕ|T ∈ IP2},

and solves the problem: Find ψh ∈ 8h such that

(curlψh, curlϕh) = (curl uh, ϕh) ∀ϕh ∈ 80h ,

ψh = 0 on 0b, (6.1.10)

ψh = −
∫
0i

uh · nds on 0u ,

where 80h = {ϕh ∈ 8h; ϕh|0b∪0u
= 0}.
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Fig. 6.13 Isovalues of zh at Reynolds number 1000, for α = 0.001, 0.01, 0.1.

Fig. 6.14 Isovalues of ph at Reynolds number 1000, for α = 0.001, 0.01, 0.1.

Fig. 6.15 Isovalues of |uh| at Reynolds number 1000, for α = 0.001, 0.01, 0.1.

6.2. The time-dependent case

In these tests, see Figures 6.25–6.36 (compare with the numerical simulation of an incom-
pressible Navier–Stokes flow past a cylinder in [Glowinski, 2003, §X.53.7]) we take
f = 0, and the domain � is a rectangle with a circular hole: � =]− 4, 17[×]− 4, 4[\{x ∈
IR2
; |x| ≤ 1

2 }. In the sequel, the boundary of the rectangle is denoted by 0r, the hole is named
cylinder and its boundary is denoted by 0c. The boundary conditions for u are as follows:

• u = (1, 0) on the segments of 0r, i.e., x = (x, y) with −4 ≤ x ≤ 17 and y = ±4, or
−4 ≤ y ≤ 4 and x = −4, x = 17,
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Fig. 6.16 Isovalues of zh, ph, |uh| at Reynolds number 1000, for α = 0.001 (very close to the solution of
the classical Navier–Stokes equation).

Fig. 6.17 Isovalues of zh, ψh, ph, |uh| at Reynolds number 10, for α = 0.1.

Fig. 6.18 Zoom around the step of the isovalues of zh, ψh, ph, |uh| at Reynolds number 10, for α = 0.1.

• u = uc(t)(−y, x) on the circle 0c, i.e., on |x| = 1
2 , where uc(t) is the angular velocity

of the cylinder at time t. This angular velocity is used to initialize the Von Kármán
vortex street.

We approximate problem (3.2.1), (3.2.2) with the linear backward Euler scheme defined
by (3.3.2), (3.3.3), (3.3.4), with the initial condition (3.3.1). Note, however, that since the
boundary data are not tangential on the inflow and outflow part of 0r, the space for the
unknown velocity un

h is a variant, say X̄h, of Xh, and similarly, the operator approximating
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Fig. 6.19 Isovalues of zh, ψh, ph, |uh| at Reynolds number 50, for α = 0.1.

Fig. 6.20 Zoom around the step of the isovalues of zh, ψh, ph, |uh| at Reynolds number 50, for α = 0.1.

Fig. 6.21 Isovalues of zh, ψh, ph, |uh| at Reynolds number 113, for α = 0.1.

the initial velocity u0
h is a variant P̄h of Ph. Of course, the test functions vh must belong to

Xh. With these straightforward modifications, we solve:
• Initial step

u0
h = P̄h(u0), z0

h = Rh(z0), z0
h = (0, 0, z0

h),
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Fig. 6.22 Zoom around the step of the isovalues of zh, ψh, ph, |uh| at Reynolds number 113, for α = 0.1.

Fig. 6.23 Isovalues of zh, ψh, ph, |uh| at Reynolds number 150, for α = 0.1.

Fig. 6.24 Zoom around the step of the isovalues of zh, ψh, ph, |uh| at Reynolds number 150, for α = 0.1.

• Knowing u0
h ∈ X̄h and z0

h ∈ Zh, find sequences (un
h)n≥1, (zn

h)n≥1, and ( pn
h)n≥1 such that

un
h ∈ X̄h, zn

h ∈ Zh, and pn
h ∈ Mh solve for 1 ≤ n ≤ N,

∀vh ∈ Xh,
1

k
(un

h − un−1
h , vh)+

α

k
(∇(un

h − un−1
h ),∇ vh)+ ν(∇ un

h,∇ vh)

+ (zn
h × un

h, vh)− ( pn
h, div vh) = ( f n, vh),

∀qh ∈ Mh , (qh, div un
h) = 0,

∀θh ∈ Zh,
α

k
(zn

h − zn−1
h , θh)+ ν(z

n
h, θh)+ αc̃(un

h; z
n
h, θh) = ν(curl un

h, θh)

+ α(curl f n, θh),
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where f n is defined by (3.2.18):

f n(x) =
1

k

tn∫
tn−1

f (x, s) ds,

so that in our experiments, f n
= 0.

In order to generate an unsteady solution, we start with a solution of the steady grade-two
fluid that has been computed with the methods of Section 6.1 for ν = 0.01 and α = 0.005.
We prescribe on the cylinder the following oscillatory rotation

uc(t) =

{
cos( 2π

5.2 t) if 0 ≤ t ≤ 3π
10.4

0 if t > 3π
10.4

during three-fourth of the 5.2 period (corresponding to a classical Strouhal number for this
flow), with 100 time steps per period so that k = 0.052, and we stop the computation just
after time t = 100 (that is 1998 time steps), when the flow becomes periodic in time.

In Figures 6.25–6.30, we plot the drag and lift on the cylinder, and the velocity
un(a) = (un

1(a), un
2(a)) at time step n and point a = (0, 2). The drag and lift are the two

components of the resulting force on the cylinder:

Fn
=

∫
0c

T(un, πn) · ndσ.

By applying Green’s formula to the discrete analog of the normal stress on the body, these
components are given, for i = 1, 2, by

Fn
i = −ν(∇ un

h,∇ vi)− (zn
h × un

h, vi)− ( pn
h, div vi), (6.2.1)

where the two functions v1 and v2 belong to X̄h, vanish on 0r and are unit vectors on 0c,
v1 = (1, 0), v2 = (0, 1).

We also compute an approximation of the stream function ψ , i.e., such that u = curlψ .
In the present case, the streamlines of the flow are not the isovalues of the stream functionψ ,
but these isovalues give some information on the flow. The discrete stream function ψh is the
solution of problem (6.1.10), with other constant Dirichlet boundary conditions on 0c and
on the top and bottom parts of 0r, adjusted so that the flux between these three boundaries
is compatible with the flow.

Because the solutions at time steps 1914, 1939, and 1964 correspond respectively to
extreme values and to the point of inflection of the drag F2, we present the solution at these
time steps in Figs 6.34, 6.35, 6.36, and an enlarged view in Figs 6.31, 6.32, 6.33.

Remark 6.2.1. (1) A large number of tests had to be performed in order to obtain a really
unsteady solution because the parameters had to be carefully tuned. For example, if α = 0.01
and ν = 0.01, the steady state occurs at time 50. Another example, if the time step is too
large, for instance k ≥ 0.1, we observe a continuous decay of the lift and drag variation
in time.



Section 6.2 Numerical Experiments 195

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

0 20 40 60 80 100 120

F_1

Fig. 6.25 Drag F1 versus time, ν = 0.01, α = 0.005, k = 0.052.
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Fig. 6.26 Lift F2 versus time, ν = 0.01, α = 0.005, k = 0.052.
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1(a) versus time, ν = 0.01, α = 0.005, k = 0.052.
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Fig. 6.29 Zoom of the drag F1 versus time, ν = 0.01, α = 0.005, k = 0.052.
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Fig. 6.31 Isovalues of zh, ph, |uh|, ψh at time step 1914.

Fig. 6.32 Isovalues of zh, ph, |uh|, ψh at time step 1939.

Fig. 6.33 Isovalues of zh, ph, |uh|, ψh at time step 1964.
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Fig. 6.34 Zoom of isovalues of zh, ph, |uh|, ψh at time step 1914.

Fig. 6.35 Zoom of isovalues of zh, ph, |uh|, ψh at time step 1939.
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Fig. 6.36 Zoom of isovalues of zh, ph, |uh|, ψh at time step 1964.

(2) In these experiments, the velocity is not tangential on the inflow and outflow parts of the
boundary. As a result, we have to prescribe a boundary condition on the auxiliary variable z
where the flow is entering 0r because u · n < 0 there. This is made clear by formula (1.3.12)

α

∫
�

(u · ∇ z)z dx =
α

2

∫
∂�

(u · n)|z|2ds.

The theory developed here does not address this situation (see Remark 1.3.14), but in the
present experiments, we observed a stable flow with a suitable boundary condition on z,
whereas the flow became unstable without this boundary condition.
(3) We were not able to compute a solution satisfying natural boundary conditions on the
outflow part of 0r. The difficulties arose from the transport equation, but we do not know
what boundary conditions should complement this equation.
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Régularité. Thèse de l’Université Pierre et Marie Curie, Paris VI.

Bernard, J.M. (1999). Stationary problem of second-grade fluids in three dimensions: existence, unique-
ness and regularity. Math. Methods Appl. Sci. 22, 655–687.

Bernardi, C. (1989). Optimal finite element interpolation on curved domains. SIAM J. Numer. Anal. 26,
1212–1240.

Bernardi, C., Girault, V. (1998). A local regularization operator for triangular and quadrilateral finite
elements. SIAM J. Numer. Anal. 35 (5), 1893–1916.

Bernardi, C., Raugel, G. (1985). Analysis of some finite elements for the Stokes problem. Math. Comp.
44 (169), 71–79.

Boland, J., Nicolaides, R. (1983). Stablility of finite elements under divergence constraints. SIAM J.
Numer. Anal. 20 (4), 722–731.

Brenner, S., Scott, L.R. (1994). The Mathematical Theory of Finite Element Methods, TAM 15
(Springer-Verlag, Berlin).

Bresch, D., Lemoine, J. (1998). On the existence of solutions for nonstationary second-grade fluids.
In: Ammann, H., et al. (eds.), Navier-Stokes Equations and Related Nonlinear Problems (VSP/TEV,
Vilnius, Lithuania), pp. 15–30.

Brezzi, F. (1974). On the existence, uniqueness and approximation of saddlepoint problems arising from
Lagrange multipliers. RAIRO, Anal. Num. R2, 129–151.

Brezzi, F., Fortin, M. (1991). Mixed and Hybrid Finite Element Methods (Springer-Verlag, New York).
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de l’Université Pierre et Marie Curie, Paris VI.
Sayah, T. (2007). Numerical solution of a time-dependent two-dimensional Grade-Two fluid model, Inter-

nal Report, Fac. Sciences, Université Saint-Joseph, Beirut.
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τ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

S∞,r constant of Sobolev imbedding W1,r in L∞, (1.1.5) . . . . . . . . . . . . . . . . . . . 8

S̃∞,r constant of Sobolev imbedding W1,r
∩ H1

τ in L∞, (1.1.9) . . . . . . . . . . . . . 8

T(u, π) Cauchy stress tensor of a Grade-Two fluid, (1.2.4) . . . . . . . . . . . . . . . . . . .13

Th family of triangulations of � . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38



List of Notation 209

τ quasi-uniformity parameter of Th, (2.1.37) . . . . . . . . . . . . . . . . . . . . . . . . . 40

u · ∇ A
∑d

i=1 ui
∂A
∂xi

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

ug lifting of g supported by �ε , Theorem 5.1.2 . . . . . . . . . . . . . . . . . . . . . . . 145

uh,g lifting of gh ∈ Gh in �ε , Hypothesis 5.2.1 . . . . . . . . . . . . . . . . . . . . . . . . . 150

V H1
0 with zero divergence, (1.1.10) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8

V⊥ orthogonal of V in H1
0 , (1.1.11) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Vα V with α curl1 v in L2, (1.4.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

‖v‖Vα graph norm of Vα , (1.4.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .24

‖v‖α
(
‖v‖2

L2(�)
+ α|v|2

H1(�)

)1/2
, (3.1.9) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Vh approximately divergence-free functions of Xh, (2.1.2) . . . . . . . . . . . . . . .32

V⊥h orthogonal of Vh in Xh, (2.1.3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

W H1
τ with zero divergence, (1.1.12) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9

Wm,r(�) Sobolev space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

W (3.1.10) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Wα W with curl(v− α 1 v) in L2, (5.1.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Wh approximately divergence-free functions of Xh,τ , (5.2.1) . . . . . . . . . . . . 149

|v|Wm,r(�) seminorm of Sobolev space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

‖v‖Wm,r(�) norm of Sobolev space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

‖z‖u graph norm of Xu, (1.3.17) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

‖ζ‖Y graph norm of Y , (4.1.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

| · | Euclidian or Frobenius norm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Xh,Mh,Zh discrete spaces for velocity, pressure, auxiliary variable . . . . . . . . . . . . . . 32

Xu L2 with u · ∇ z in L2, (1.3.16) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Xh,τ discrete subspace for velocity in H1
τ (�)

2 . . . . . . . . . . . . . . . . . . . . . . . . . 149

xi common vertex of 0i and 0i+1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Y ζ in H−1 with curl ζ in L2, (4.1.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125



This page intentionally left blank



The Langevin and Fokker–Planck
Equations in Polymer Rheology

Alexei Lozinski
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Centre-Ville, Montréal QC H3C 3J7, Canada
E-mail: owens@dms.umontreal.ca

Timothy N. Phillips
School of Mathematics, Cardiff University, Cardiff CF24 4AG, United Kingdom
E-mail: PhillipsTN@cardiff.ac.uk

Numerical Methods for Non-Newtonian Fluids Copyright c© 2011 Elsevier B.V.
Special Volume (R. Glowinski and Jinchao Xu, Guest Editors) of All rights reserved
HANDBOOK OF NUMERICAL ANALYSIS, VOL. XVI ISSN 1570-8659
P.G. Ciarlet (Editor) DOI 10.1016/B978-0-444-53047-9.00002-2

211



Contents

Chapter 1 Introduction 213

1.1. The Langevin and Fokker–Planck equations 214

1.2. Recent progress in the mathematical analysis and numerical

simulation of flows of polymeric fluids 223

1.3. Article summary 227

Chapter 2 Stochastic Simulation Techniques 231

2.1. Introduction to stochastic differential equations 231

2.2. First-generation micro–macro techniques 235

2.3. Second-generation micro–macro techniques 241

2.4. Implicit micro–macro schemes 247

2.5. Stochastic methods for reptation models 249

Chapter 3 Fokker–Planck-Based Numerical Methods 253

3.1. Dilute solutions, locally homogeneous flows 253

3.2. Numerical methods for flows without the local homogeneity assumption 262

3.3. Numerical methods for concentrated solutions 268

3.4. Models with high-dimensional configuration spaces 269

Chapter 4 Numerical Results 283

4.1. Second-generation micro–macro techniques 284

4.2. Fokker–Planck-based numerical methods for locally homogeneous flows of

dilute polymeric solutions 289

4.3. Fokker–Planck-based numerical methods for

nonhomogeneous flows of dilute polymeric solutions: steady

Poiseuille flow in a narrow channel 292

4.4. Fokker–Planck-based numerical methods for melts and concentrated

polymeric solutions: Couette flow of a Doi–Edwards fluid 293

4.5. Fokker–Planck-based numerical methods for high-dimensional

configuration spaces 294

212



Chapter 1

Introduction

Traditionally, and as exemplified, for example, in the classic treatise on the subject by
Crochet, Davies and Walters [1984], the mathematical description and numerical simula-
tion of the flow of complex (polymeric) fluids have involved the coupling of the macroscopic
equations for the conservation of linear momentum and of mass with the determination of
the polymeric contribution to the Cauchy stress tensor through some differential or inte-
gral constitutive equation. The system has to be completed with the addition of appropriate
boundary and initial conditions, of course, and the exact solution being unavailable to all but
the simplest of problems, a perturbation method or grid-based numerical method has usually
been employed for its solution. So stood the state of the art in 1984, at least.

Progress since then, and in particular since the ground-breaking paper of Laso and
Öttinger [1993] with its introduction of the CONNFFESSIT (Calculation of Non-
Newtonian Flow: Finite Elements and Stochastic Simulation Technique) approach to the
stochastic simulation of the polymer dynamics as an alternative to solving a constitutive
equation for the polymeric stress, has been rapid. A whole new class of numerical meth-
ods, commonly referred to as “micro–macro” or multiscale methods, has been spawned,
these methods having as their common theme that the polymeric stress is calculated from a
kinetic theory model that takes account of the configurations Xt (say) of some coarse-grained
microstructure in the fluid. A detailed and thorough survey of micro–macro methods up to
the start of the twenty-first century has been prepared by Keunings [2004] so that we will
mainly be concerned in this Introduction with highlighting major research contributions over
the past 6 years or so.

The starting point for micro–macro methods in the context of incompressible isothermal
complex fluids is the system of equations describing the conservation of linear momentum
and of mass. This may be written as

ρ
Dv
Dt
− ηN∇

2v+∇p = ∇ · τ , (1.1)

∇ · v = 0, (1.2)

where v denotes the fluid velocity, ρ is the fluid density, ηN is the viscosity of the (New-
tonian) solvent, and p is the pressure. τ is the polymeric contribution to the Cauchy stress
tensor, and although closure approximations allow an integral or differential constitutive
equation to be solved for τ , it is now widely recognized (see, for example, Shaqfeh
and Jagadeeshan [2008]) that this approach has not been promising and, indeed, often
leads to models that are unsympathetic to the underlying fluid physics. The coupling of
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stochastic microscale equations for the microstructure configurations with the macroscopic
momentum-continuity equations is viewed much more favorably by the rheological com-
munity as a consequence. If the first two elements in the multiscale modeling of complex
fluids are the macroscale equations of motion and a suitable mathematical description of
the evolving microstructure, the third is the coupling of the first two elements via a stress
calculator. That is, we have to be able to compute the macroscopic polymeric stress field τ
by taking suitable ensemble averages of the microstructural configuration Xt.

1.1. The Langevin and Fokker–Planck equations

In general, the probability density function (pdf) ψ(x, t) of a time-dependent stochastic pro-
cess Xt satisfying some stochastic differential equation

dXt = A(x, t)dt + B(x, t)dWt, (Langevin) (1.3)

also evolves in time and satisfies a Fokker–Planck equation. In (1.3), the function A is a drift
term and represents the deterministic part of this equation. Wt denotes a Wiener process,
which is Gaussian process having zero mean and covariance 〈WtWt′〉 = min(t, t′). The use
of Itô’s formula and Kolmogorov’s forward equation (see Öttinger [1996] or Gardiner
[2003] for the details) allows one to conclude that the Fokker–Planck equation associated
with the Itô stochastic differential equation (1.3) is

∂ψ

∂t
= −

∂

∂x
(A(x, t)ψ(x, t))+

1

2

∂2

∂x2

(
B2(x, t)ψ(x, t)

)
. (1.4)

The function B2 in (1.4) is a diffusion coefficient. For the multivariate Itô stochastic differ-
ential equation,

dXt = A(Xt, t)dt + B(Xt, t)dWt, (1.5)

the equivalent Fokker–Planck equation reads

∂ψ

∂t
= −

∂

∂x
· [A(x, t)ψ(x, t)]+

1

2

∂

∂x
∂

∂x
:
[
B(x, t)BT(x, t)ψ(x, t)

]
, (1.6)

where now A is a vector-valued function, B is a matrix function, and Wt is a multidimen-
sional Wiener process. We use the notation ∂/∂x∂/∂x : when applied to a Cartesian ten-
sor to mean the divergence of its divergence, i.e., given a twice differentiable Cartesian
tensor C,

∂

∂x
∂

∂x
: C :=

∂

∂x
·

(
∂

∂x
· C
)
.

We now proceed to provide several examples drawn from the modeling of melts and both
concentrated and dilute polymer solutions where both Langevin and the equivalent Fokker–
Planck equations may be written down.
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1.1.1. Concentrated and dilute polymer solutions modeled by dumbbells or
chains of dumbbells

We suppose that a polymer molecule may be adequately modeled using a single dumbbell
or a chain of such dumbbells joined end-to-end. Figure 1.1 shows a typical dumbbell that
consists of two point beads joined by a massless spring. The end-to-end vector is denoted
by q, the position vector of the ith bead is denoted by ri, and the velocity of the fluid at the
point having position vector ri is denoted by vi (i = 1, 2). In the subsequent pages, let rc

denote the position vector of the center of mass of a dumbbell or chain of dumbbells and
vc := v(rc) the fluid velocity at the center of mass. The spring force F1 acting on bead “1”
will be that of the finitely extensible nonlinear elastic (FENE) model (see Warner [1972]
or Bird, Curtiss, Armstrong and Hassager [1987b], for example):

F1 :=
Hq

1− q2/q2
max

, (1.7)

where H is a spring constant, q = ‖q‖2 is the inter-bead distance, and qmax is the maximum
extensibility of the spring. Obviously, F2 = −F1.

Concentrated polymer solutions: the encapsulated dumbbell model of Bird and
Deaguiar [1983] For concentrated solutions, one of the simplest models is the encap-
sulated FENE dumbbell model of Bird and Deaguiar [1983]. In a concentrated polymer
solution or melt, the motion of a molecule is restricted by the presence of other molecules,
and it is appropriate under these circumstances that the hydrodynamic drag on the beads of
the dumbbell should be anisotropic.

m1

m2

F2

F1

r1

r2O

Fig. 1.1 Simple dumbbell consisting of two point masses having position vectors r1 and r2 joined by a
spring. The end-to-end vector q := r2 − r1 and the spring force F := F1 = −F2.
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Let u = q/q denote a unit vector in the direction of q. Then, Bird and Deaguiar [1983]
defined a drag force Fd

i on bead i of the dumbbell as

Fd
i = ζ

(
vi −

d ri

dt

)
, (1.8)

where the friction tensor ζ is defined as

ζ := ζ(uu+ σ−1(δ − uu)), (1.9)

and ζ and σ are parameters. We note that when σ = 1, the friction tensor is isotropic and
that when σ < 1, the molecule experiences greater resistance to movement in a direction
normal to the connector vector q.

We denote the masses of the two beads by m1 and m2 and may write down their equations
of motion as follows:

m1
d2r1

dt2
= ζ

(
v1 −

d r1

dt

)
+ F1 + B1, (1.10)

m2
d2r2

dt2
= ζ

(
v2 −

d r2

dt

)
+ F2 + B2, (1.11)

where Bi denotes a Brownian force on the ith bead due to bombardment by the surrounding
solvent molecules and is defined in terms of the infinitesimal increment in a Wiener process
Wi as

Bidt =
√

2kBTζ

(
uu+

1
√
σ
(δ − uu)

)
dWi. (1.12)

In (1.12), kB denotes Boltzmann’s constant, and T is the absolute temperature. In the devel-
opments that follow, we will assume, for simplicity, that the bead masses m1 = m2 = m
(some common value) and that the flow is homogeneous, this last assumption meaning that
the velocity difference v2 − v1 may be written as

v2 − v1 = ∇vc · q.

We note here that Schieber and Öttinger [1988], Schieber [1992] considered a gener-
alization of (1.10) and (1.11) in the context of Rouse chains whereby the rate of change of
the relative velocity ṙ− vi of the ith bead (rather than its acceleration r̈i) appeared on the
left-hand sides of these equations. The validity of doing this rests on the assumption that
the fluid appears to be in equilibrium locally in the frame of reference that stays concomi-
tant with the macroscopic streaming velocity of the fluid. However, in order to follow their
subsequent ideas for the derivation of a Fokker–Planck equation, it is not necessary to make
this assumption. Accordingly, let us subtract (1.10) from (1.11) and introduce the relative
velocity

V :=
d q
dt
−∇vc · q. (1.13)
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Then, we may write down the following first-order system of equations, which is equivalent
to (1.10) and (1.11):

mdV = −(ζV + 2F1 + m(∇ v̇c · q+∇vc(V +∇vc · q))) dt

+ 2
√

kBTζ

(
uu+

1
√
σ
(δ − uu)

)
dW, (1.14)

d q = (V +∇vc · q) dt, (1.15)

where ∇ v̇c denotes the time derivative of the fluid velocity gradient. The Wiener process W
appearing in (1.14) is defined by

W :=
(W2 −W1)
√

2
.

Let 9 = 9(q,V, t) denote the pdf of the stochastic process Xt = (q,V)T . Then, from (1.5)
and (1.6), we see that the Fokker–Planck equation corresponding to the stochastic system
(1.14) and (1.15) is

∂9

∂t
= −

∂

∂q
· ((V +∇vc · q)9)

+
∂

∂V
·

(
1

ζλB
(ζV + 2F1)9 + (∇ v̇c · q+∇vc(V +∇vc · q))9

)
+

2kBT

mλB

∂

∂V
∂

∂V
:

((
uu+

1

σ
(δ − uu)

)
9

)
, (1.16)

where λB := m/ζ is a characteristic timescale for velocity fluctuations of the beads due to the
action of the Brownian forces. In general, λB � λH , where λH := ζ/4H is a characteristic
relaxation time for the dumbbell configuration. Let us now define the marginal pdf ψ =
ψ(q, t) by integrating 9 over the entire velocity space V (say):

ψ(q, t) :=
∫
V

9(q,V, t) dV. (1.17)

Then, integrating the Fokker–Planck equation (1.16) throughout with respect to V over all
of V and using the divergence theorem leads to the following continuity equation:

∂ψ

∂t
= −

∂

∂q
· ((� V � +∇vc · q)ψ), (1.18)

where the velocity space average� · � is defined by

� · �:=
1

ψ

∫
V

·9(q,V, t) dV. (1.19)
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Let us now multiply (1.16) throughout by λBV. Integrating with respect to V over all of V ,
using the divergence theorem, taking the limit λB → 0, and retaining only terms of order
(λBV)0 and

√
λBV then leads to

λB
∂

∂q
· (� VV � ψ)+

ζ

ζ
� V � ψ +

2

ζ
F1ψ = 0. (1.20)

Finally, we multiply (1.16) throughout by λ2
BVV, integrate throughout with respect to V

over all of V , use the divergence theorem several times, allow λB → 0, and again keep only
terms of order (λBV)0 or

√
λBV, to arrive at the Maxwell–Boltzmann relation for the kinetic

energy of the dumbbell in equilibrium:

λB � VV �=
2kBT

ζ
δ ⇒

1

2
m� VV �= kBTδ. (1.21)

Combining Eqns (1.18), (1.20), and (1.21), we deduce that a Fokker–Planck equation may
be written for the pdf ψ(q, t) in the form

∂ψ

∂t
= −

∂

∂q
·

(
∇vc · qψ − 2ζ−1F1ψ − 2kBTζ−1 ∂ψ

∂q

)
, (1.22)

where ζ−1, the inverse of the friction tensor ζ , is given by

ζ−1
= ζ−1(uu+ σ(δ − uu)).

We now introduce a dimensionless end-to-end vector

q∗ = q/`0, (1.23)

where `0 :=
√

kBT/H and define τs = 2λH and D = σ/(2λH). We henceforth drop the aster-
isk on q. The Fokker–Planck equation (1.22) now simplifies to

∂ψ

∂t
= −

∂

∂q
·

[
∇vc · qψ −

1

2λH
Fψ −

1

2λH
[uu+ σ(δ − uu)] ·

∂ψ

∂q

]
, (1.24)

and a corresponding Itô stochastic differential equation is easily shown to be

d q =
[
∇vc · q−

1

τs
F+

(
2

τs
− 2D

)
u
q

]
dt +

[√
2

τs
uu+

√
2D(δ − uu)

]
dW. (1.25)

In (1.24) and (1.25), the nondimensional force law

F = F(q) = q
/(

1−
q2

b

)
, (1.26)
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and b is a dimensionless maximum spring extensibility defined by

b = q2
max. (1.27)

Dilute polymer solutions: the FENE dumbbell and FENE chain models In the isotropic
case (σ = 1), (1.24) becomes

∂ψ

∂t
= −

∂

∂q
·

(
∇vc · qψ −

1

2λH
Fψ −

1

2λH

∂ψ

∂q

)
, (1.28)

and this is just the Fokker–Planck equation for a dilute solution of dumbbells. A more gen-
eral Fokker–Planck equation for dilute polymer solutions may be derived by starting with
the system of stochastic differential equations for a bead-spring FENE chain consisting of
d + 1 identical beads joined by d massless FENE springs. Suppose that rj ( j = 1, . . . , d + 1)
denotes the position vector of the jth bead in the chain. Introducing the nondimensionalized
jth connector vector

qj =
1

`0
(rj+1 − rj), j = 1, . . . , d, (1.29)

and the position vector of the center of mass

rc =
1

d + 1

d+1∑
j=1

rj, (1.30)

it may be shown (see Delaunay, Lozinski and Owens [2007], for example) that these
satisfy the stochastic differential equations

d qj(t) =

[
1

`0
(v(rj+1)− v(rj))−

1

4λH

d∑
k=1

AjkF(qk)

]
dt +

√
1

λH
dWq

j (t), (1.31)

d rc(t) =
1

d + 1

d+1∑
j=1

v(rj) dt +

√
`2

0

2(d + 1)λH
dWc(t), (1.32)

where both Wq
j (t) =

Wj+1−Wj
√

2
and Wc(t) = 1

√
d+1

∑d+1
j=1 Wj(t) have the same distribution as

Wj, where Wj is a multidimensional Wiener process. The matrix

A :=


2 −1 (0)

−1
. . .

. . .

. . .
. . . −1

(0) −1 2


is tridiagonal and is known as the Rouse matrix. Suppose, first, that the flow is homoge-
neous so that we are permitted to write vj+1 − vj = `0∇v · qj, where v is evaluated at the
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center of mass of the jth connector vector. Then, again using the equivalence noted above
between (1.5) and (1.6), the Fokker–Planck equation corresponding to (1.31) and (1.32) and
describing the evolution of the configuration pdf ψ is

∂ψ

∂t
=

d∑
k=1

∂

∂qk
·

(
−∇v · qkψ +

1

2λH
F(qk)ψ +

1

2λH

∂ψ

∂qk

)

−
1

4λH

d−1∑
k=1

∂

∂qk
·

(
F(qk+1)ψ +

∂ψ

∂qk+1

)

−
1

4λH

d∑
k=2

∂

∂qk
·

(
F(qk−1)ψ +

∂ψ

∂qk−1

)
. (1.33)

It may be seen that Eq (1.28) is a particular case of (1.33) when d = 1.
A second case of interest of a Fokker–Planck equation that may be inferred from the

system of stochastic differential equations is when d = 1, but we do not make the homo-
geneous flow assumption. Then, it follows in a fully nonhomogeneous flow, and we would
have a Fokker–Planck equation

Dψ

Dt
= −

∂

∂q
·

(
(v2 − v1)ψ −

1

2λH
F(q)ψ −

1

2λH

∂ψ

∂q

)
+

`2
0

8λH

∂2ψ

∂r2
c
, (1.34)

where the material derivative D/Dt is defined by

D

Dt
=
∂

∂t
+
(v1 + v2)

2
·
∂

∂rc
.

Let L be some macroscopic length scale. Suppose that the velocity field v varies approxi-
mately linearly over the length of a dumbbell so that l0/L is sufficiently small that terms
which are quadratic (or higher) in l0/L may be neglected. This will be referred to throughout
this chapter as locally homogeneous flow. Thus, there is no diffusion term in real space and
v1 − v2 ≈ −∇vc · q and v1 + v2 ≈ 2vc. The Fokker–Planck equation now becomes

Dψ

Dt
= −

∂

∂q
·

(
∇vc · qψ −

1

2λH
Fψ −

1

2λH

∂ψ

∂q

)
. (1.35)

In an interesting recent short communication, Schieber [2006] has identified the Fokker–
Planck equation (1.35) with the stochastic differential equation

d q =
[
−vc · ∇q+∇vc · q−

1

2λH
F
]

dt +

√
1

λH
dW, (1.36)

which is satisfied by a so-called Brownian configuration field q(x, t) (Hulsen, van Heel
and van den Brule [1997], and Öttinger, van den Brule and Hulsen [1997]). Equation
(1.36) is the same as (1.25) in the case σ = 1 except for the presence of a convective deriva-
tive acting on q, which is now an Eulerian vector field defined over the entire flow domain.
We note that the Wiener process in (1.36) is a function only of time so that the physical
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interpretation of the Brownian configuration field is as a continuous-in-space ensemble of
dumbbells having the same initial configuration and subject to the same sequence of random
forces throughout the domain (Öttinger, van den Brule and Hulsen [1997]). Schieber
[2006] also proposed a stochastic differential equation for a Brownian configuration field
that corresponds to a fully nonhomogeneous Fokker–Planck equation, an example of which
is that given in (1.34). Note that in an entirely homogeneous flow, the material derivative in
(1.35) is replaced by a partial derivative, and we once again have Eq (1.28).

It is worth adding here and for future reference that a useful approximation to the FENE
spring law (1.26), leading to a closed-form differential equation for the elastic stress τ , is
that of the FENE-P model, given by

F = q
/(

1−
〈q2
〉

b

)
. (1.37)

In the definition above, 〈·〉 is an ensemble average, defined as

〈·〉 :=
∫
Q

·ψ(x, q, t) d q, (1.38)

where ψ is the appropriate pdf. The “P” in the name of the model stands for Peterlin
[1966], the author who originally proposed the closure approximation.

The elastic stress for a simple dumbbell model or for a single segment of a bead-spring
chain with force law F is given by the Kramers [1944] expression (see page 69 of Bird,
Armstrong and Hassager [1987a]):

τ (x, t) =
ηp

λH
αb,d (−δ + 〈qF〉), (1.39)

where ηp denotes the zero shear-rate polymeric viscosity, and, if d now denotes the number
of space dimensions,

αb,d :=


1 Hookean (b→∞) dumbbell,

b+ d + 2

b
d − dimensional FENE dumbbell,

b+ d

b
d − dimensional FENE-P dumbbell.

(1.40)

In the case of a stochastic description of the process q, the ensemble average 〈qF〉 would
be computed as an average of the diadic product qF over a large number of realizations
q of the solution to the stochastic equations (1.25), (1.31), or (1.36), the limit as the
number of realizations tends to infinity being 〈qF〉 by the strong law of large numbers.
In the (Lagrangian) CONNFFESSIT approach of Laso and Öttinger [1993] calculat-
ing the stress in a finite element thus implies tracking huge numbers of model polymers
and performing the averages in (1.39) over the dumbbells that are present at time t in
that finite element. Difficulties may be encountered however in maintaining an adequate
number of dumbbells in a given finite element. The Brownian configuration field method
of Hulsen, van Heel and van den Brule [1997] circumvents the difficulty of track-
ing a large number of individual polymers since the fields are defined throughout the
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domain at all times. One major issue of concern with the Lagrangian stochastic approach
to the evaluation of the elastic stress is that a great number of dumbbells may have to be
employed in order to reduce noise in the solution. A variant of the CONNFFESSIT method
that is more efficient in this respect is the Lagrangian particle method of Halin, Lielens,
Keunings and Legat [1998], which tracks ensembles of polymer molecules rather than
individual dumbbells. Depletion of particles in some finite elements may be overcomed
either by the direct insertion, where needed, of more particles (Gallez, Halin, Lielens,
Keunings and Legat [1999]) or by specifying particle positions at the current time a pri-
ori in each element of the mesh and calculating the particle trajectories leading to these
locations at the specified time (Wapperom, Keunings and Legat [2000]). Variance reduc-
tion methods make it possible to reduce the noise levels in Lagrangian simulations (Bon-
vin and Picasso [1999] and Jourdain, Le Bris and Lelièvre [2004a]), but these may
become less efficient as the relaxation time increases and the fluid becomes more elas-
tic (Bonvin [2000]). It is pertinent to remark here that a further advantage of the use
of Brownian configuration fields over the tracking of individual configuration vectors is
that the strong spatial correlations that exist in the configuration fields formulation leads
to natural variance reduction. Giving rise to a deterministic set of equations, the Fokker–
Planck formulation completely obviates the problem of variance in the calculated stress,
however.

1.1.2. Reptation models: The Doi–Edwards model (Doi and Edwards [1978a,b,c])

Arguably the most popular coarse-grained models for describing the behavior of con-
centrated solutions of polymers and of polymer melts are those of reptation type, origi-
nally introduced by de Gennes [1971] and later extended in scope by Doi and Edwards
[1978a,b,c]. In the Doi–Edwards model, a molecule moves through a tube formed from
the surrounding polymers except for the chain ends which are free to move in any direction.
Doi and Edwards assumed that after deformation the polymer molecules retract immediately
back to their equilibrium lengths. They also assumed affine tube deformation by the flow and
that the tube segments are independently aligned. We denote by u the unit orientation vector
of a tube segment and by s ∈ [0, 1] the normalized arc length of a polymer chain. A config-
uration pdf ψ(u, s, x, t) may be introduced so that ψ(u, s, x, t)duds is the joint probability
that at time t a tube segment with position vector x has an orientation vector in the interval
[u,u+ du] and contains the part of the polymer chain labeled in the interval [s, s+ ds].
In the Doi–Edwards model, the configuration pdf is the solution to the Fokker–Planck
equation

Dψ

Dt
= −

∂

∂u
· [(δ − uu) · ∇vuψ]+

1

π2τd

∂2ψ

∂s2
, (1.41)

where τd denotes the reptation time, defined as the characteristic time for a polymer to escape
its original tube. The boundary conditions at s = 0 and s = 1 for the Fokker–Planck equation
(1.41) are

ψ(u, s, x, t) =
1

4π
δ(|u| − 1), s = 0, 1. (1.42)
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Equivalent to (1.41) is the following system of stochastic differential equations for the
processes Ut and St:

dUt = ((δ − UtUt) · ∇vUt) dt, (1.43)

dSt =
1

π

√
1

τd
dWt, (1.44)

where Wt is the Wiener process. As pointed out by Öttinger [1996], the boundary condi-
tions (1.42) may be shown to be reflecting boundary conditions for St, and when St reaches
one of these boundaries, Ut is chosen as a random unit vector. In this sense, then, Ut and St

are coupled through the boundary conditions (1.42).
The polymeric stress τ is now calculated from

τ = 5G0
N〈uu〉, (1.45)

where G0
N is an elastic modulus and the orientation tensor 〈uu〉 is defined by

〈uu〉 =

1∫
s=0

∫
B(0,1)

uuψ(u, s, x, t) duds, (1.46)

B(0, 1) denoting the surface of the unit sphere centered at the origin. Again, where a system
of stochastic equations (1.44) is solved for the processes (Ut, St), an average of UtUt would
be computed over a large number of realizations.

One important difference between modern reptation theory and that of Doi and Edwards
is the incorporation of a release of constraints by motion of the members of the matrix
that forms the tube around a polymer molecule. Some modern reptation models have also
been described in the literature in terms of both stochastic processes and an evolution equa-
tion for a pdf. For example, the so-called simplified uniform model (Öttinger [1999]) was
evaluated in various transient and steady shear and extensional flows by Fang, Kröger and
Öttinger [2000] using a stochastic method and comparing the results with experimental
data. Then, Fang, Lozinski and Owens [2004] used a spectral method to solve the equiva-
lent Fokker–Planck equation satisfied by the configurational distribution function.

1.2. Recent progress in the mathematical analysis and numerical
simulation of flows of polymeric fluids

Mathematical analyses Despite the insurmountable difficulty of solving exactly the field
equations for fluids with microstructure in all but the most basic of cases, recent develop-
ments have led to what now constitutes a considerable body of literature on the mathematical
analysis of the macroscopic equations (1.1) and (1.2) coupled with either a Fokker–Planck
or stochastic equation for the microstructural configuration. Studies of the well posedness of
the equations for dilute solutions of Hookean dumbbells (leading to the Oldroyd-B model)
exist (see Guillopé and Saut [1990], and Lin, Liu and Zhang [2005] for the Oldroyd-B
model and Lions and Masmoudi [2000] for a corotational variant, for example) but our
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interest here is to briefly review some published results on analyses when no closed-form
constitutive equation exists.

In one of the earliest analyses of the model equations resulting from the kinetic theory
of polymer solutions, Renardy [1991] proved a local existence and uniqueness theorem in
the case of both infinitely extensible and finitely extensible dumbbells in the absence of a
solvent. Technical assumptions were made about the spring force, which excluded the FENE
model, however. Local existence results for solutions of the nonlinear dumbbell equations
have also been derived by Weinan, Li and Zhang [2004], Li, Zhang and Zhang [2004],
Zhang and Zhang [2006]. Weinan, Li and Zhang [2004] proved well-posedness for gen-
eral nonlinear spring laws with smooth potential by directly deriving a priori estimates on
the stochastic equation satisfied by a Brownian configuration field, whereas Li, Zhang and
Zhang [2004], Zhang and Zhang [2006] chose to couple the momentum-continuity pair
with a Fokker–Planck equation. The analysis of Li, Zhang and Zhang [2004] extended
that of Renardy [1991] but again excluded the case of a FENE spring. All three groups
of authors required high regularity of the initial data. Zhang and Zhang [2006] showed
additionally that, subject to the technical limitations outlined in the paper, a preassigned
boundary condition of the FENE-type Fokker–Planck equation was unnecessary as a result
of the singularity on the boundary of the configuration domain. A similar conclusion was
drawn by Liu and Liu [2008] in the case of FENE models under a steady flow field when
b ≥ 2.

Jourdain, Lelièvre and Le Bris [2004b] have studied the FENE dumbbell model in
the case of a simple shear flow and b sufficiently large. Existence of a unique solution to the
FENE Langevin equation was proved, and a local-in-time existence and uniqueness result
for the system coupling the stochastic differential equation and the linear momentum equa-
tion was deduced. The long-time behavior of some micro–macro models for polymeric fluids
was investigated by Jourdain, Le Bris, Lelièvre and Otto [2006], and entropy inequal-
ities were used to prove exponential convergence to equilibrium. Lions and Masmoudi
[2007] had previously based their proof of global-in-time weak solutions to the corotational
Oldroyd-B model on propagation of compactness (see Lions and Masmoudi [2000]) and
now adopted a similar approach in order to prove global existence of weak solutions for
the corotational FENE dumbbell model (where ∇vc in (1.35) is replaced by its antisym-
metric part) and the Doi model for rigid rods (see Doi and Edwards [1988]). Use of the
antisymmetric part of the velocity gradient in (1.35) enabled better estimates to be obtained
for the pdf ψ . Masmoudi [2008] proved global existence for the FENE dumbbell model if
the initial state was close to equilibrium and for the corotational FENE dumbbell model
in two dimensions. Global existence for smooth solutions for the coupled microscopic–
macroscopic two-dimensional corotational FENE model has also been established by Lin,
Zhang and Zhang [2008]. Continuity of velocity gradients in dilute suspensions of rod-like
molecules described by the Doi model was investigated recently by Otto and Tzavaras
[2008], and the authors considered perturbations of the stationary steady state. It was proved
that discontinuities could not occur in finite time.

Although almost all mathematical studies of the well posedness of the micro–macro
equations for polymeric fluids are limited to homogeneous or locally homogeneous flows
an exception is the study of Barrett and Süli [2007]. Here, the authors worked with the
coupled macroscopic, nonhomogeneous Fokker–Planck equation system for the bead-spring
model and established the existence of global-in-time weak solutions for a general class
of spring-force potentials including that for the FENE spring. The directional Friedrichs
mollifiers in the Kramers expression for the stress (see their Eq (1.11)) were replaced,
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however, by their isotropic counterparts to simplify the analysis. Earlier, Barrett, Schwab
and Süli [2005] had proved the existence of global-in-time weak solutions to the coupled
locally homogeneous system, with an x-mollified velocity gradient in the Fokker–Planck
equation and an x-mollified pdf ψ in the Kramers expression for the stress.

Stochastic techniques for the solution of a Langevin equation As intimated in Section
1.1.1 above, a major advance in the numerical multiscale modeling of viscoelastic fluids
was taken with the introduction by Hulsen, van Heel and van den Brule [1997] of the
Brownian configuration field method as an alternative to the Lagrangian frameworks of the
original CONNFFESSIT method of Laso and Öttinger [1993] or the Lagrangian particle
method (Halin, Lielens, Keunings and Legat [1998], Gallez, Halin, Lielens, Keun-
ings and Legat [1999], and Wapperom, Keunings and Legat [2000]) and avoiding the
costly particle tracking of these methods. The original Brownian configuration field method
has undergone continuous improvement since its inception. Noting that micro–macro meth-
ods have been put at a disadvantage through the common use of explicit time marching
schemes, Laso, Ramı́rez and Picasso [2004], Ramı́rez and Laso [2005] have developed
fully implicit methods for the Brownian configuration field method and CONNFFESSIT.
Laso, Ramı́rez and Picasso [2004] showed how the size of the linear system resulting from
the discretization of start-up planar Couette flow for both Brownian configuration fields
and CONNFFESSIT could be reduced using a Schur complement approach. These ideas
were extended for Brownian configuration fields simulations for complex flows in their 2005
paper. The earlier Brownian configuration field-based semi-implicit method of Somasi and
Khomami [2000] was combined to good effect with a predictor-corrector scheme coming
from Somasi, Khomami, Woo, Hur and Shaqfeh [2002] by Koppol, Sureshkumar and
Khomami [2007] to solve benchmark problems with bead-spring chain descriptions of the
polymer molecules. Their algorithm was approximately 50 times faster than the method
of Ramı́rez and Laso [2005] and scaled linearly with the number of processors and with
the number of chain segments. Free surface slot coating flows were solved with the Brow-
nian configuration field method coupled with an arbitrary Lagrange–Eulerian method by
Bajaj, Bhat, Prakash and Pasquali [2006]. A fully implicit time integration scheme was
used for simulations using Hookean and FENE-P dumbbells, and in this case, the algorithm
was found to be stable at much higher numbers than purely macroscopic calculations. The
authors also extended the semi-implicit scheme of Somasi and Khomami [2000] to non-
homogeneous flows of nonlinear dumbbells with hydrodynamic interactions and coupled
this with a predictor-corrector method due to Somasi, Khomami, Woo, Hur and Shaqfeh
[2002].

For integral type models, another Eulerian multiscale simulation technique, the deforma-
tion field method of Peters, Hulsen and van den Brule [2000a], does away completely
with any need for particle tracking and monitoring of the deformation history along parti-
cle paths. An improved deformation field method based on a change of the reference time
relative from an absolute time to one relative to the current time was proposed by Hulsen,
Peters and van den Brule [2001]. Both the Brownian configuration field method and the
deformation field method have been used for simulations involving single segment repta-
tion models in complex geometries (see, for example, van Heel, Hulsen and van den
Brule [1999], Peters, van Heel, Hulsen and van de Brule [2000b], and Wapperom
and Keunings [2000]). However, Gigras and Khomami [2002] showed that these meth-
ods cannot be used for all reptation-type models and, in particular, proposed a new hybrid
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Eulerian multiscale simulation technique for simulations with Öttinger’s simplified uniform
model (Öttinger [1999]).

Numerical methods for the solution of the Fokker–Planck equation (1.6) Until compar-
atively recently, little had been done to advocate the use of numerical methods for the solu-
tion of an equivalent Fokker–Planck equation. Some exceptions include the earlier work of
Warner [1972], Fan [1985a,b,c] on steady-state shearing flows and small amplitude oscil-
latory shear flows of solutions and melts described with dumbbell models. Computations in
the paper of Fan [1989b] were, to the best of our knowledge, the first to be published of
complex flows using the Fokker–Planck equation. Significant contributions to the corpus of
literature on Fokker–Planck-based numerical techniques in the 1990s and early twenty-first
century include those of the Armstrong group at MIT (Armstrong, Nayak, Ghosh and
Brown [1996], Nayak [1998], and Suen, Joo and Armstrong [2002]), who used discon-
tinuous Galerkin methods to spatially discretize the Fokker–Planck equation for dumbbell
and Doi–Edwards models and a Daubechies wavelet basis for representations in configura-
tional space.

Operator splitting methods have proved to be important for the efficient solution of
the Fokker–Planck equation. Although Brownian configuration fields are continuous across
the whole flow domain, Jendrejack, de Pablo and Graham [2002] observed that they
may encounter a loss of smoothness in physical space for strong flows. In an attempt
to overcome this loss of smoothness, the authors used an operator splitting method for
the Fokker–Planck equation for a bead-spring chain model by solving the configuration
(diffusion) and convection parts separately. A Brownian configuration field method was
used for the first part to give a delta function representation of the intermediate config-
uration distribution function, and the convective update was performed in an orthogo-
nal (Legendre-type) polynomial representation. An important factor in the affordability of
some recent Fokker–Planck methods proposed by Chauvière, Fang, Lozinski and Owens
[2003], Chauvière and Lozinski [2004a,b], Lozinski and Chauvière [2003], Lozinski,
Chauvière, Fang and Owens [2003] was the time-splitting employed for the solution of
a configuration distribution function ψ whereby two half-time steps were performed: one
corresponding to a solution in configuration space and the other in physical space (con-
vective step). Chauvière, Fang, Lozinski and Owens [2003], Chauvière and Lozinski
[2004b] used a mixed finite difference-spectral method to solve for the distribution func-
tion for a dilute solution of FENE dumbbells and showed that considerable time savings
could be gained over an equally accurate Brownian configuration field method. In Lozinski
and Chauvière [2003], the authors introduced a fast solver based on a rotation operator
applied to all terms in the configuration step, and this led to yet greater savings in CPU
time over stochastic techniques. Significant computational savings over stochastic meth-
ods were also made by using a Fokker–Planck solver for single segment reptation mod-
els in the paper by Lozinski, Chauvière, Fang and Owens [2003]. The fast solver of
Lozinski and Chauvière [2003] was employed by Lozinski, Owens and Fang [2004]
to solve for nonhomogeneous tube flow of a FENE-type fluid. More recently, the splitting of
the Fokker–Planck operator into a transport (convective) part and a diffusion part allowed
Helzel and Otto [2006] to study the Doi model for suspensions of rod-like molecules and
to investigate the spurt phenomenon both in the dilute and concentrated regimes. A finite
volume method was used for the convective transport step, and a second-order accurate
finite difference method was employed for the solution of a heat equation.
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The papers described above all treat problems where the total number of configuration
space dimensions is low. Unfortunately, the cost advantage of Fokker–Planck-based methods
when compared to stochastic techniques such as CONNFFESSIT or the Brownian config-
uration field method is rapidly lost once simulations in strong flows (with highly localized
distribution functions) or involving high-dimensional spaces are attempted. In the former
case, this is because the accurate representation of the configuration distribution function
necessarily increases the number of basis functions employed, even if an adaptive strat-
egy is employed. In the latter case, loss of competitiveness is due to the so-called curse
of dimension: the size of standard tensor-product bases for the representation of the con-
figuration distribution function can grow exponentially with total dimension. Delaunay,
Lozinski and Owens [2007] attempted to use sparse tensor product spaces to represent the
distribution function, and the authors performed calculations with bead-spring chains hav-
ing up to 5 spring links. Results for steady simple shear flow were demonstrably superior in
terms of cost and accuracy to a traditional full tensor product representation of the polymer
configuration distribution function.

The number of degrees of freedom involved in the solution of the Fokker–Planck equa-
tion in high dimensions was significantly reduced by Ammar, Ryckelynck, Chinesta and
Keunings [2006b] by using an a priori reduction method based on the Karhunen-Love
decomposition (also known as the “method of snapshots” in the proper orthogonal decom-
position literature). The basis was then enriched using Krylov subspaces related to the solu-
tion residual at an earlier time. Although the number of degrees of freedom was reduced
compared to techniques based on standard tensor product basis representations, extension
of the basis reduction technique to multi-bead-spring models is not direct. Despite lacking
the generality of solvers such as the sparse grid technique for the resolution of multidimen-
sional partial differential equations, the new generation of Fokker–Planck solvers proposed
by Ammar, Mokdad, Chinesta and Keunings [2006a], Ammar, Mokdad, Chinesta and
Keunings [2007] is nonetheless suitable for highly multidimensional parabolic partial dif-
ferential equations with homogeneous boundary conditions. However, this is not seen as a
serious limitation since the distribution function of some of the commonest microstructures
is defined in some bounded domain and vanishes on its boundary. The new basis reduction
technique is based on a finite separated representation of the distribution function and the use
of an iterative method whereby the basis is progressively enriched until a calculated resid-
ual drops below a prescribed tolerance. The viability of the method was demonstrated in the
steady case for a bead-spring chain of up to 10 FENE connector vectors in a two-dimensional
flow. In the unsteady case, calculations in one space dimension of dumbbell chains having
up to 7 springs and in two space dimensions of a simple FENE model demonstrated the fea-
sibility of the proposed technique. Regrettably, however, no calculations were performed for
complex flows or comparisons made with stochastic techniques in order to compare the rel-
ative costs. Further improvements in Fokker–Planck-based methods as a viable alternative
to stochastic techniques may be anticipated in the future.

1.3. Article summary

The outline of the remainder of this article is as follows:
Chapter 2 is devoted to stochastic simulation techniques for solving the Langevin equa-

tion. Section 2.1 provides an introduction to stochastic differential equations for dilute poly-
mer solutions modeled by dumbbells. The basic concepts and theoretical results related to
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stochastic differential equations are presented in this section. Sections 2.2 and 2.3 describe
micro–macro techniques for simulating flows of polymeric fluids. These methods are based
on coupling macroscopic techniques for solving the conservation equations with micro-
scopic methods for determining the polymeric stress in the fluid. Section 2.2 charts the
early developments in this field based on the original CONNFFESSIT method of Laso and
Öttinger [1993]. Some of the early attempts to reduce the statistical error in the stochastic
simulations without increasing the number of realizations are described. Section 2.3 presents
some of the major advances in the development and implementation of micro–macro tech-
niques. Of particular note here is the method of Brownian configuration fields of Hulsen,
van Heel and van den Brule [1997]. This method avoids the need to track a large number
of particles, which was an inherent component of the first-generation techniques.

Section 2.4 is devoted to a description of efficient implicit schemes for micro–macro
simulations developed by Laso, Ramı́rez and Picasso [2004]. These schemes give rise to
a large nonlinear system of algebraic equations for both the macroscopic and microscopic
degrees of freedom at each time step with efficiency being achieved using size reduction
techniques. Section 2.5 provides a brief account of the solution of stochastic differential
equations for linear polymer melts based on the Doi–Edwards model. Section 3 is devoted
to the deterministic numerical methods based on the Fokker–Planck equation for several
kinetic theory models of polymer fluids. We begin in Section 3.1 with a detailed presentation
of such methods for dilute solutions of polymer molecules modeled by FENE dumbbells. We
deal there with globally or locally homogeneous flows. A much more complicated situation
of a fully nonhomogeneous flow is treated in Section 3.2. Our methods are based on spectral
representation of the pdf using higher order polynomials and Fourier modes. This enables
us to construct numerical methods, which compete favorably with the stochastic simula-
tions. Essentially the same techniques can be employed to simulate flows of concentrated
solutions and melts. This is illustrated in Section 3.3 on the example of the Doi–Edwards
reptation model. The number of configuration space dimensions in all the models mentioned
above is relatively low (≤ 3). A more detailed description of the polymer molecules, how-
ever, often gives rise to models with significantly more degrees of freedom. Developing
deterministic numerical methods for such models is a challenging problem, which is a topic
of active research. In Section 3.4, we review two promising approaches on the example of
the model of FENE chains: sparse tensor product representation and the low-rank separation
algorithms. While the former method is already well studied (albeit usually for the problems
that are simpler than the Fokker–Planck equation of interest here), the latter approach is in
its very beginnings. We attempt therefore to put it in a broader context of greedy algorithms
extensively studied by Temlyakov et al. (see, for example, DeVore and Temlyakov [1996]).

Chapter 4 reviews some of the simulations that have been performed using these tech-
niques and presents some results and comparisons between the approaches in terms of
computational cost, accuracy, and stability. In particular, we compare the performance of
stochastic methods based on the Langevin equation with deterministic methods based on the
Fokker–Planck equation for both simple and complex flows. Section 4.1 is concerned with
one of the major benchmark problems in computational rheology, viz. flow past a cylin-
der in a channel. Numerical results are presented comparing macroscopic simulations with
equivalent micro–macro simulations for Hookean dumbbells. Numerical predictions using
the FENE dumbbell model, for which there is no closed-form constitutive equation, are also
presented. In Sections 4.2.1 and 4.2.2, the problems of start-up of plane Couette flow and
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of steady Poiseuille flow are solved using both a Fokker–Planck-based spectral method and
Brownian dynamics, and comparisons are made. The capacity of spectral methods to solve
the nonhomogeneous Fokker–Planck equation (1.34) is demonstrated in Section 4.3 in the
case of steady Poiseuille flow in a narrow channel. Stochastic and deterministic discretiza-
tion methods are used for solving start-up Couette flow of a Doi–Edwards fluid in Section
4.4. Finally, a comparative study of sparse tensor product spectral methods and low-rank
separation algorithms is made for some simple problems involving bead-spring chains in
Section 4.5.
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Chapter 2

Stochastic Simulation Techniques

2.1. Introduction to stochastic differential equations

In Chapter 1, the Fokker–Planck equation

∂ψ

∂t
= −

∂

∂q
·

[
∇vc · qψ −

1

2λH
Fψ −

1

2λH

∂ψ

∂q

]
, (2.1)

for the configuration pdf,ψ , was derived (cf. Eqn (1.24) with σ = 1) starting from a descrip-
tion of the polymer dynamics of a dilute polymer solution using kinetic theory. In terms of
the general Fokker–Planck equation

∂ψ

∂t
= −

∂

∂q
· [A(q, t)ψ(q, t)]+

1

2

∂

∂q
∂

∂q
: [D(q, t)ψ(q, t)] , (2.2)

the drift term, A, and the diffusion tensor, D, are given by

A(q, t) = ∇vc · q−
1

2λH
F, (2.3)

and

D(q, t) = B(q, t)BT(q, t) =
1

2λH
δ, (2.4)

respectively.
The solution of the Fokker–Planck equation enables the stress in a polymeric liquid to be

determined. This is achieved by performing an ensemble average over configuration space
using the Kramers expression (1.39). In a general macroscopic flow, the polymer chains will
experience a viscous drag force, in addition to the spring force and Brownian force on the
beads, which influences their configuration. Thus, in general, the configuration pdf will vary
in space and time. Nonequilibrium conditions will induce a polymeric contribution to the
extra-stress tensor as a result of the anisotropic orientation and stretch of the polymer chains.
Therefore, in a general macroscopic flow, one must solve the Fokker–Planck equation at
each discretization point in space and time. Clearly, this is a computationally expensive
process, particularly if the dimension of configuration space is large, and is only feasible if
computationally efficient techniques can be utilized. This will form the subject of the next
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chapter. For the remainder of this chapter, we will consider numerical techniques for solving
the equivalent stochastic differential equation

d qt = A(qt, t)dt + B(qt, t)dWt, (2.5)

associated with the Fokker–Planck equation (2.2) where qt is a d-dimensional stochastic pro-
cess. The components of the multidimensional Wiener process Wt are independent Wiener
processes, i.e., Gaussian processes with zero mean and covariance 〈WtWt′〉 = min(t, t′)δ.
The increments Wt −Wt′ of the Wiener process are themselves Gaussian processes for
which

〈Wt −Wt′〉 = 0, 〈(Wt −Wt′)
2
〉 = |t − t′|δ. (2.6)

For t1 ≤ t2 ≤ t3 ≤ t4, we can show using these properties that

〈(Wt4 −Wt3)(Wt2 −Wt1)〉 = 〈Wt4 Wt2〉 − 〈Wt3 Wt2〉

+ 〈Wt3 Wt1〉 − 〈Wt4 Wt1〉

= (t2 − t2 + t1 − t1)δ

= 0.

Thus, increments of the Wiener process for disjoint time intervals are uncorrelated. There-
fore, since the increments are Gaussian random variables, they are also independent. It fol-
lows, from the expression for the mean-square of the increment of the Wiener process given
in (2.6), that typical increments of the Wiener process are of the order of

√
1t in a time

interval of size 1t.
Let T = [0,T]. We have the following existence and uniqueness result (Öttinger

[1996]).

Theorem 1. If the functions A and B on IRd
× T satisfy the Lipschitz conditions

|A(Q, t)− A(Q̃, t)| ≤ c|Q− Q̃|,

|B(Q, t)− B(Q̃, t)| ≤ c|Q− Q̃|,
(2.7)

and the linear growth conditions

|A(Q, t)| ≤ c(1+ |Q|),

|B(Q, t)| ≤ c(1+ |Q|),
(2.8)

for all Q, Q̃,Q ∈ IRd, t ∈ T, for some constant c, then the unique solution of the stochastic
differential (2.5) is a Markov process. The infinitesimal generator of this Markov process is
given by the second-order differential operator, Lt, defining the right-hand side of (2.2), i.e.,

Lt = A(q, t) ·
∂

∂q
+

1

2
D(q, t) :

∂

∂q
∂

∂q
. (2.9)

Note that for this theorem to hold, the force F must be Lipschitz continuous. Although
this is the case for the Hookean force law, it is not for the FENE force law. As far as we are
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aware there is no corresponding existence and uniqueness result for FENE dumbbells. How-
ever, some partial results have been derived by Jourdain, Lelièvre and Le Bris [2004b]
for simple Couette flow provided b is sufficiently large.

Consider the numerical integration of the stochastic differential equation (2.5) with ini-
tial condition Q = Q0 at time t = 0. The time interval T is partitioned into subintervals
[ti, ti+1), i = 0, . . . , n− 1, where 0 = t0 < t1 < · · · < tn = T . Let Qi denote the approxi-
mation to Qt at time t = ti. To solve the stochastic differential equation (2.5), an ensemble
of trajectories is generated using a suitable integration scheme. To introduce some of the
basic concepts associated with the solution of stochastic differential equations, the Euler–
Maruyama scheme, which is perhaps the simplest scheme for integrating (2.5), is considered.
The Euler–Maruyama scheme applied to (2.5) is

Qi+1 = Qi + A(Qi, ti)1ti + B(Qi, ti)1Wi, (2.10)

where the components of the d-dimensional vector of increments 1Wi = Wti+1 −Wti are
Gaussian random variables with zero mean and variance 1ti = ti+1 − ti.

The concept of the order of strong and weak convergence is used to obtain a quantitative
description of the accuracy of an approximation scheme for solving the stochastic differen-
tial equation (2.5). Let 1t = max1≤i≤n1ti, then a given approximation scheme is said to
converge strongly of order ν > 0 at time T = tn if there exists a constant C independent of
1t such that

〈|Q(T)− Qn|
2
〉 ≤ C(1t)2ν .

We have the following result concerning the strong convergence of the Euler–Maruyama
scheme.

Theorem 2. Consider the stochastic differential equation (2.5), where the ensemble aver-
age 〈Q2

0〉 is finite, the functions A and B satisfy (2.7) and (2.8), and

|A(Q, t)− A(Q, t′)| ≤ c(1+ |Q|)|t − t′|1/2,

|B(Q, t)− B(Q, t′)| ≤ c(1+ |Q|)|t − t′|1/2,
(2.11)

for all Q ∈ IRd and t, t′ ∈ T, where c is a constant. Then, the Euler scheme (2.10) for solving
(2.5) converges strongly with order ν = 1/2.

Proof. See Öttinger [1996], for example.
From this result, we see that the order of convergence of the Euler scheme applied to a

stochastic differential equation is one half lower than when the scheme is applied to a corre-
sponding deterministic equation. To proffer an explanation for this, consider the integrated
form of the stochastic differential equation (2.5) over the time interval [ti, ti+1]:

Qti+1
= Qti +

ti+1∫
ti

A(Qt, t) dt +

ti+1∫
ti

B(Qt, t) · dWt, (2.12)

The Euler–Maruyama scheme (2.10) is obtained from (2.12) by approximating the inte-
grands at the initial time ti in the interval of integration.
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Although the error introduced in this approximation by replacing t by ti is O(1ti), the
deviation between Qt and Qti is of order (t − ti)1/2. The corresponding leading order correc-
tions to B are obtained from the Itô formula

B(Qt, t) ≈ B(Qti , ti)+ (Wt −Wti) · B
T(Qti , ti) ·

∂

∂Q
B(Qti , ti). (2.13)

These corrections, which are of order O(1t
1
2
i ), should be accommodated into an approxi-

mation of the stochastic integral in (2.12) in order to obtain a method with strong order of
convergence ν = 1.

In the Euler–Maruyama scheme, B is evaluated at the initial configuration (Qti , ti)
throughout the interval [ti, ti+1] instead of a time-dependent configuration. As we have
shown in (2.13), the time-dependent configurations differ from the initial ones by stochas-
tic terms of O(1t1/2), which is responsible for the Euler–Maruyama scheme having strong
order of convergence ν = 1/2. Note, however, that when the diffusion coefficient functions
B are independent of Q (additive noise), the scheme has strong order of convergence ν = 1.

Mil‘shtein [1974] used the correction (2.13) to obtain the following scheme with strong
order of convergence ν = 1:

Qi+1 = Qi + A(Qi, ti)1ti + B(Qi, ti)Wi

√
1ti

+


ti+1∫
ti

(Wt −Wti)dWt


T

: BT(Qti , ti) ·
∂

∂Q
B(Qti , ti).

Although, the symmetric part of the stochastic integral in this correction term can be evalu-
ated in terms of increments of the Wiener process, the full integral is expensive to simulate
since it requires the time evolution of the Wiener process throughout the interval [ti, ti+1].
Under the conditions of Theorem 2 supplemented with similar Lipschitz and growth condi-
tions on certain first- and second-order spatial derivatives of the coefficient functions A and
B, Kloeden and Platen [1992] have established rigorously the order of strong convergence
for this scheme.

The concept of strong convergence provides information on the accuracy of individual
trajectories. However, if the main interest is in the accuracy of the averages of certain quan-
tities, then a more meaningful measure of accuracy is weak convergence. An approximation
scheme is said to converge weakly with order ν > 0 at time T if, for all sufficiently smooth
functions g : IRd

→ IR with polynomial growth, there exists a constant Cg > 0, independent
of 1t, such that for sufficiently small 1t

|〈g(Q(T)〉 − 〈g(Qn)〉| ≤ Cg(1t)ν .

If the drift and diffusion coefficients, A and B, satisfy suitable smoothness and growth con-
ditions, the Euler–Maruyama scheme (2.10) can be shown to be weakly convergent of order
ν = 1 (see theorem 14.5.1 of Kloeden and Platen [1992]).

Since the whole point of computing the solution to the stochastic differential equa-
tion (2.5) is to generate an approximation to the polymeric contribution to the extra stress
rather than individual trajectories, the concept of weak convergence is more relevant in
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the context of polymer dynamics. In particular, to determine the polymeric contribution to
the extra stress at a particular point in space, the stochastic differential equation (2.5) is
solved for a large number of realizations, NR, of the stochastic process Q. Suppose that Q(k),
k = 1, . . . ,NR, are the realizations generated in this way. The configuration pdf is not known
since it has not been computed explicitly. Therefore, the polymeric extra stress given by the
Kramers expression (1.39) is approximated by the ensemble average

τ =
ηp

λH
αb,d

(
−δ +

1

NR

NR∑
k=1

Q(k)F(Q(k))

)
, (2.14)

where αb,d is a model-dependent parameter, defined in (1.40).

2.2. First-generation micro–macro techniques

2.2.1. CONNFFESSIT

Until fairly recently, the established approach to determining the stress in a viscoelastic flow
calculation was to solve a closed form constitutive equation. As mentioned in Chapter 1, it
was not until the early 1990s that an alternative approach to determining the polymer stress in
a viscoelastic fluid, which bypassed the need to solve a constitutive equation with its incum-
bent problems, was advocated by Laso and Öttinger [1993]. The new approach developed
by Laso and Öttinger [1993] is based on the solution of a stochastic differential equation to
determine the polymer stress. In their paper, Laso and Öttinger [1993] described the first
micro–macro technique for solving viscoelastic flow problems based on kinetic theory mod-
els. The essence of the micro–macro approach is that it couples the coarse-grained molecular
scale of kinetic theory to the macroscopic scale of continuum mechanics. In their particu-
lar implementation of the micro–macro technique, Laso and Öttinger [1993] combined
a finite element solution of the conservation equations with a stochastic simulation technique
for computing the polymer stress. The polymeric contribution to the extra stress is computed
from the configuration of a large ensemble of model polymers. The time evolution of this
ensemble is calculated using Brownian dynamics, in which, for each model polymer, the
trajectory of the center of mass is calculated from the local velocity field, and the evolution
of the configuration of the molecules is determined by integrating the stochastic differential
equation corresponding to the internal degrees of freedom of the model being considered.
This hybrid method was named CONNFFESSIT (see Chapter 1), and micro–macro methods
for polymer dynamics were born.

A major advantage of the micro–macro approach is that it allows for greater flexibility
in the kinetic theory models that can be studied and simulated numerically since it does not
require the existence of an equivalent or approximate closed-form constitutive equation. This
means that models based on kinetic theory considerations that do not possess a closed-form
equivalent, such as the FENE model, can be simulated directly without resorting to clo-
sure approximations, such as the FENE-P approximation, that are not universally accurate.
Another advantage of the micro–macro approach is that effects such as polydispersity and
hydrodynamic interactions can be fairly easily incorporated into the numerical procedure
since the motion of individual polymer molecules is simulated (Feigl, Laso and Öttinger
[1995]). The function of the model polymer “molecules” is to permit the computation of the
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polymer stress. This is achieved through the configurations of the molecules which contain
information about the strain history.

Most numerical methods that are based on the micro–macro approach, with the notable
exception of Somasi and Khomami [2000], Laso, Ramı́rez and Picasso [2004], decouple
the solution of the conservation laws from the integration of the stochastic differential equa-
tion for the polymer configurations. The latter serves to determine the polymer contribution
to the extra stress. At each time step (for transient flows) or iteration (for steady flows), the
micro–macro algorithm proceeds as follows:

(1) Using the current approximation to the polymer stress as a source term in the momen-
tum equation, the conservation equations are solved using standard discretization
techniques (finite element, finite volume, or spectral element, for example) to obtain
updated approximations to the velocity and pressure fields.

(2) The new velocity field is then used to convect a sufficiently large number of model
polymer molecules through the flow domain. This is achieved by integrating the
stochastic differential equation associated with the kinetic theory model along par-
ticle trajectories.

(3) The polymer stress within an element is determined using Kramers expression in
which the ensemble average is computed by taking an average over a large number
of realizations of the configurations of the polymer molecules in that element.

These steps are repeated until convergence is obtained.
The nonlinear coupling between the conservation laws and the Langevin equation

has been investigated theoretically by Jourdain, Lelièvre and Le Bris [2002, 2004b],
Lelièvre [2004] for start-up of 2D planar shear flow of Hookean and FENE dumbbells.
In this flow problem, all convection terms vanish in the governing equations. The Cauchy
problem for Hookean dumbbells is shown to be well posed. Furthermore, the authors estab-
lish convergence of a finite element approximation to the exact solution to the problem. An
optimal error estimate was derived by Lelièvre [2004].

The extension of this analysis for FENE dumbbells is more complicated due to the non-
linear and singular nature of the drift term in the Langevin equation (2.5) and the fact that
the model is not closed and both components of the dumbbell connector vector depend on
the spatial variable. For b sufficiently large, Jourdain, Lelièvre and Le Bris [2004b] have
proved the existence of a unique solution to the Langevin equation (2.5) for simple Couette
flow. In the same paper, the authors established a local-in-time existence and uniqueness
result for the coupled micro/macro problem for data that is sufficiently regular. The extension
of this existence result for arbitrary large time or for a class of data that is less regular remains
elusive.

Let us look at the stochastic part of the calculation for the FENE dumbbell model in
more detail. The Euler–Maruyama scheme for solving the stochastic differential equation
(2.5) with A and B defined by (2.3) and (2.4), respectively, for the FENE dumbbell model is

Qi+1 = Qi +

(
∇vc · Qi −

1

2λH
F(Qi)

)
1ti +

1
√
λH
1Wi. (2.15)

The scheme (2.15) may be used to generate a set of NR independent trajectories, Q( j), j =
1, . . . ,NR, by selecting realizations of the random vectors Wi. These trajectories may be
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characterized in time by (Q( j)
0 , . . . ,Q( j)

n ), j = 1, . . . ,NR, where n is the current value of the
time counter. At each time t = ti, the polymeric stress is computed by taking an ensemble
average over individual realizations of the stochastic process Q, i.e.,

τ (ti) =
ηp

λH

(
b+ d + 2

b

)(
−δ +

1

NR

NR∑
k=1

Q(k)i F(Q(k)i )

)
. (2.16)

Since Q( j), j = 1, . . . ,NR, are independent, the strong law of large numbers guarantees that
the arithmetic mean in (2.16) converges to the ensemble average as NR →∞.

Higher order time integration schemes based on the predictor-corrector approach may
also be used for stochastic differential equations. For example, the Euler-trapezoidal
predictor-corrector pair

Qi+1 = Qi + A(Qi, ti)1ti + B(Qi, ti)1Wi,

Qi+1 = DQi +
1

2

[
A(Qi+1, ti+1)+ A(Qi, ti)

]
1ti

+
1

2

[
B(Qi+1, ti+1)+ B(Qi, ti)

]
1Wi.

(2.17)

for solving the general stochastic differential equation (2.5) has weak order of convergence
ν = 2 in the case of additive noise, i.e., when the diffusion coefficient B depends only on t.
In the case of multiplicative noise, the order of weak convergence of this scheme is reduced
to ν = 1. The diffusion coefficient defined in (2.4) is independent of q, and therefore, one
can expect weak order of convergence ν = 2 when this predictor-corrector scheme is applied
to the numerical solution of the stochastic differential equation (2.5).

Stability problems may be experienced when the Euler–Maruyama scheme is applied
to the stochastic differential equation (2.5) for the FENE model. In particular, if the time
step 1t used in the stochastic part of the calculation is too large, then it is possible for
the dimensionless length of a dumbbell to exceed

√
b, the dimensionless finite extensibility

parameter, which is clearly physically unrealistic. It is possible to circumvent this problem in
several ways. For example, one can reset the dimensionless length of offending dumbbells to
a value less than

√
b by “reflecting” the excess length back through the maximum value

√
b

(Laso and Öttinger [1993]). An alternative means of avoiding dumbbell configurations
that violate the maximum extensibility constraint is to use an implicit scheme such as the
predictor-corrector scheme (2.17) of weak order 2 in which the spring force law is treated
implicitly:

Qi+1 = Qi +

[
∇vc ·Qi −

1

2λH
F(Qi)

]
4ti

+1Wi, (2.18)[
1+

1ti
4λH

F(Qi+1)

]
Qi+1 = Qi +

1

2

[
∇vc · Qi+1 +∇vc ·Qi

]
−
1ti
4λH

F(Qi)+1Wi. (2.19)
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However, note that the corrector stage of the scheme (2.19) is a cubic equation for Qi+1.
The direction of Qi+1 is given by the direction of the right-hand side of (2.19). The length
of Qi+1 is determined by solving a cubic equation of the form

q3
− Lq2

−

(
1+

1t

4λ

)
bq+ Lb = 0, (2.20)

where L is the length of the vector on the right-hand side of (2.19). This equation possesses
exactly one real root in the interval [0,

√
b] for an arbitrary value of L (see Öttinger [1996],

for example).
Laso and Öttinger [1993] described the basic components of the CONNFFESSIT

approach by simulating the time development of plane Couette flow using several model
polymers such as Hookean and FENE dumbbells. In this one-dimensional problem, the gap
between the two plates was divided into M finite elements and an ensemble of model poly-
mers assigned to each element. During the transient development of this flow, the dumbbells
do not migrate across finite element boundaries. Instead they reside in their initial element
for all time. In this problem, therefore, there is no need to keep track of the spatial locations
of the dumbbells in order to allocate them to particular finite elements as a precursor to the
evaluation of the polymer stress. In their computations, Laso and Öttinger [1993] chose
M = 40 with O(106) dumbbells per finite element. The time step for the stochastic part of
the calculation was chosen to be 1tstoch = λH/1000, where λH is a characteristic relaxation
time of the dumbbell.

An initial distribution of dumbbell configuration vectors, Q( j)
0 , j = 1, . . . ,NR, is required

to begin the numerical simulations. It is natural to choose these from the equilibrium distri-
bution,ψeq, found by solving the Fokker–Planck equation (2.1) with u ≡ 0. For 3D Hookean
dumbbells, with dimensionless force law

F = q,

the equilibrium distribution is

ψeq =
1

(2π)3/2
exp

(
−

q2

2

)
, (2.21)

(see Bird, Curtiss, Armstrong and Hassager [1987b]), a three-dimensional Gaussian
distribution with zero mean and unit covariance matrix.

Comparisons of stochastic simulations using Hookean dumbbells were made with con-
ventional finite element computations using the equivalent Oldroyd-B model. Excellent
agreement was found between the two approaches within statistical error. These initial
studies using the CONNFFESSIT methodology also revealed important differences in the
dynamic behavior of the FENE and FENE-P models. However, the early implementations
of CONNFFESSIT proved to be considerably more expensive in terms of computer memory
and CPU time than the corresponding macroscopic computations. The expense is attributable
to the very large number of dumbbells that need to be simulated to obtain convergence and
also the generation of MNRd random numbers at each time step in the simulation of the
stochastic differential equation in d dimensions, where M is the number of finite elements.
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A feature of stochastic simulations is the presence of temporal and spatial fluctuations in
the computed stress and velocity fields. The temporal fluctuations arise from the statistical
error incurred in approximating ensemble averages such as (2.16), for example, using a finite
number, NR, of trajectories. These fluctuations may be controlled by increasing the number
of trajectories that are simulated. However, as we have already remarked, this approach to
statistical error reduction is undesirable because of the computational cost. Spatial fluctu-
ations arise through the computation of the divergence of a nonsmooth stress field in the
momentum equation. As we shall see these fluctuations may be reduced using correlated
local ensembles of model polymers to approximate (2.16).

Despite the advantages of the CONNFFESSIT approach in terms of the kinetic theory
models that can be simulated, there were a number of computational shortcomings in the
original implementations of the idea. First, the trajectories of a large number of molecules
have to be determined. Second, to evaluate the local polymer stress, the model polymer
molecules must be sorted according to elements every time step. Naturally, problems will
also arise if elements become deficient of particles. Third, the computed stress may be non-
smooth, and this may cause problems when it is differentiated to form the source term in the
momentum equation. In subsequent developments of the technique, these shortcomings have
been overcome to a certain extent. Some of the new ideas will be described in the remainder
of this chapter.

2.2.2. Variance reduction

Variance reduction is a means of reducing the statistical error in a stochastic simulation
without increasing the number of trajectories that are simulated. To compute the polymeric
stress at some time t̄ in the case of the Hookean or FENE dumbbell models, we need to
determine

〈Q(t̄)F(Q(t̄))〉 ≈
1

NR

NR∑
k=1

Q(k)(t̄)F(Q(k)(t̄)). (2.22)

Let2 = Var[Q(t̄)F(Q(t̄))] denote the variance of QF(Q). Then, the statistical error incurred
in approximating the ensemble (2.22) is

√
2/N. In a variance-reduced simulation, the idea

is to construct a random variable Y such that 〈Y〉 = 〈Q(t̄)F(Q(t̄))〉 and Var(Y) = 2Y < 2.
Melchior and Öttinger [1995, 1996] proposed a number of variance reduction meth-

ods in the context of the CONNFFESSIT methodology based on importance sampling strate-
gies and the idea of control variables. Large variances in stochastic simulations invariably
occur when very few realizations make a significant contribution to the mean value (2.22)
giving rise to a large variance. Since the equilibrium distributions for Hookean and FENE
dumbbells are peaked at the origin, the majority of the configurations that are generated are
centered there. These configurations do not make a significant contribution to the approxi-
mation of the ensemble average. The idea in importance sampling is to introduce a bias that
gives greater weight to the realizations that make a substantial contribution to the average.
The bias is constructed from an approximate solution of a stochastic differential equation
for a modified stochastic process Q̃ that gives greater weight to the important realizations
(Melchior and Öttinger [1995]). In the second approach, based on control variables
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(Melchior and Öttinger [1996]), the idea is to find a random variable that possesses
the same fluctuations as the random variable of interest, Q, but with a zero mean. When the
control variable is subtracted from the original variable, then the mean remains unchanged
while the fluctuations are reduced. Melchior and Öttinger [1995, 1996] described two
techniques for constructing control variables: direct control and parallel process simulations.

Öttinger, van den Brule and Hulsen [1997] applied the control variable method to
the problem of start-up of weak homogeneous shear flow in order to demonstrate the power
of variance reduction techniques within the CONNFFESSIT framework for micro–macro
simulations. Two stochastic simulations were performed for an ensemble of FENE dumb-
bells, one assuming equilibrium (no flow) and the other under flowing conditions. Using the
same initial ensemble and with the same sequence of random numbers in the simulations, the
fluctuations in the transient development of the shear stress were virtually indistinguishable.
In this application of the control variable technique, the equilibrium simulation is suited
to the role of parallel process simulation since it has virtually the same fluctuations as the
original simulation at small shear-rates, and the average of the shear stress vanishes at equi-
librium due to symmetry considerations. Consequently, the subtraction of the equilibrium
control variable from the original variable results in substantial variance reduction, and reli-
able results were obtained with far fewer dumbbells in the ensemble than would otherwise
have been necessary.

An alternative approach to variance reduction is to use local correlated ensembles of
model polymers. The idea is that corresponding model polymers in each material element
feel the same Brownian force. More precisely, the same initial ensemble of model polymers
is defined in each material element, and corresponding model polymers in each material
element are allowed to evolve using the same sequence of random numbers. This approach
leads to strong correlations in the stress fluctuations in neighboring material elements. The
evaluation of the divergence of the stress in the momentum equation involves the difference
between stresses and leads to a cancellation of fluctuations and dramatic variance reduc-
tion. The Brownian configuration field method of Hulsen, van Heel and van den Brule
[1997], Öttinger, van den Brule and Hulsen [1997] and the Lagrangian particle method
of Halin, Lielens, Keunings and Legat [1998] are examples of variance-reduced stochas-
tic simulation methods based on the idea of correlated local ensembles of model polymers.
Not only do these techniques reduce the spatial fluctuations in the computed velocity and
stress fields but they also require the generation of fewer random numbers. This greatly
reduces the computational cost associated with these stochastic simulation techniques. The
cost of achieving variance reduction is that unphysical correlations in the random forces are
introduced into the simulations. For problems in which physical fluctuations are important,
one must revert to calculations based on uncorrelated Brownian forces even though this is
likely to be more expensive.

In the continuous formulation of the problem, the velocity and polymeric contribution to
the extra stress are deterministic, while the microstructural variables are random. In the cor-
responding discrete problem, all the variables are random. Therefore, the accuracy of a given
simulation depends on the variance of the discrete variables. A large variance would imply
that independent simulations would yield vastly different solutions for the same problem.
Clearly, this would not be a satisfactory state of affairs.

Numerical results performed using Brownian configuration fields (Öttinger, van den
Brule and Hulsen [1997]) showed that the variance of the discrete velocity is reduced
significantly. This led the authors to regard the method to be a powerful variance reduction
technique. However, this only tells part of the story. It has been shown by Halin, Lielens,
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Keunings and Legat [1998], Bonvin and Picasso [1999] that although the use of corre-
lated ensembles reduces the variance in the velocity approximation, the variance in the poly-
meric stress is increased (for nonlinear FENE dumbbells). This must be due to the nonlinear
interaction between the macroscopic and microscopic parts of the calculation. Jourdain,
Le Bris and Lelièvre [2004a] have confirmed this experimental finding in a theoretical
analysis in the case of start-up of shear flow of Hookean dumbbells.

2.3. Second-generation micro–macro techniques

2.3.1. Brownian configuration fields

To overcome the problem of having to track particle trajectories, Hulsen, van Heel and
van den Brule [1997] developed a method based on the evolution of Brownian config-
uration fields (see Chapter 1). The collection of discrete particles that is used in the CON-
NFFESSIT approach is replaced by an ensemble of configuration fields. Rather than comput-
ing the configuration of discrete particles along flow trajectories, as in the CONNFFESSIT
approach, the method determines the evolution of a finite number of continuous configu-
ration fields. The configuration fields are convected by the flow, and their deformation is
governed by the kinematics, elastic retraction, and Brownian motion. As far as the determi-
nation of the stress is concerned, the evolution of configuration fields is equivalent to the
tracking of individual particles. At each point (x, t), an ensemble of configuration vectors
Qi, i = 1, . . . ,Nf , is generated that experienced the same history in terms of the kinematics
but which underwent different stochastic processes.

The method of Brownian configuration fields may be interpreted as an Eulerian imple-
mentation of the concept of correlated local ensembles. The idea behind the use of corre-
lated local ensembles of model polymer molecules is to use the same local ensemble of
model polymer molecules initially in each Lagrangian particle and then to subject corre-
sponding model polymer molecules in each particle to the same sequence of random forces.
In the method of Brownian configuration fields, the configurations of corresponding model
polymer molecules within each local ensemble are combined to form a configuration field.
Therefore, at each instant in time, each configuration field experiences a random kick that is
uniform in space.

The method of Brownian configuration fields is based on the evolution of an ensemble
of Nf configuration fields Qi(x, t), i = 1, . . . ,Nf , defined throughout the flow domain. One
can identify the configuration field Qi(x, t) with the configuration of the ith model polymer
molecule in the local ensemble at the point having position vector x at time t. Initially these
fields are chosen to be spatially uniform, and their values are independently sampled from
the equilibrium distribution function of the dumbbell model so that Qi(x, 0) = Q0

i (x). The
evolution of the ith configuration field, Qi(x, t), is governed by the stochastic differential
equation

dQi(x, t) = (−u(x, t) · ∇Qi(x, t)+ A(Qi(x, t)))dt + B(Qi(x, t)) dWi(t). (2.23)

This equation is similar to (2.5) except that an additional term has been included to account
for the convection of the configuration field by the flow. It is the Eulerian formulation of
the stochastic differential equation (2.5). Note that the spatial gradients of the configuration
fields are well-defined and smooth since dWi(t) only depends on time. Since these fields
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are spatially smooth, they can be approximated by finite elements (Hulsen, van Heel and
van den Brule [1997]) or spectral elements (Phillips and Smith [2006]), for example.
Therefore, the evaluation of the divergence of the polymeric contribution to the extra-stress
tensor, which forms the source term in the momentum equation, contributes to a reduction
in the stress fluctuations due to the strong spatial correlations in these quantities that develop
at neighboring points in the flow domain.

The integration of the stochastic differential equation (2.23) only requires dNf random
variables in d dimensions since dW(t) only depends on time and not on position. This means
that the same sequence of random numbers is used to determine the configuration of the ith
model polymer molecule in the local ensemble throughout the flow domain.

Hulsen, van Heel and van den Brule [1997] used a discontinuous Galerkin method
for solving the stochastic differential equation (2.23) for each configuration field. Let Q
denote the appropriate function space for the configuration field. Then, the weak formulation
of (2.23) is as follows: for each finite element e, find Qi ∈ Q such that(

dQi + (u · ∇Qi + A(Qi))dt − B(Qi)dWi,R
)

e

+ (n · u(Q+i − Qi)dt,R)γ in = 0, (2.24)

∀ R ∈ Q, for i = 1, . . . ,Nf , where Q+i is the value of Qi in the neighboring upstream ele-
ment or the value imposed at inflow and γ in is the part of the boundary of e for which
u · n < 0 (n is the unit outward normal to the boundary of e). Discontinuous bilinear poly-
nomials were used to approximate Qi in each element.

The polymeric contribution to the extra-stress tensor is determined by projecting the
ensemble average

1

Nf

Nf∑
i=1

QiF(Qi)

onto Q to obtain a tensor C and then evaluating τ using

τ =
ηp

λH
αb,d (−δ + C),

where αb,d is the model-dependent parameter defined in (1.40).
Hulsen, van Heel and van den Brule [1997] have used this technique to simulate

the start-up of planar flow of an Oldroyd-B fluid past a cylinder between two parallel plates.
The Brownian configuration field method overcomes the weaknesses of the original methods
based on Brownian simulation techniques in that it does not require individual particles to
be tracked and sorted according to residency in a particular finite element at each time step.
Another advantage is that the statistical error at any point in the flow domain is governed
by the number, Nf , of configuration fields, which is independent of the mesh. In contrast,
for particle-based methods, mesh refinement requires an increase in the number of particles
in order to maintain a given statistical error. In fact, since the smallest elements typically
contain the fewest number of particles, the statistical error will be largest in the regions of
the flow where the greatest accuracy is required.

Bonvin and Picasso [1999] have applied a variance reduction method, viz. the con-
trol variable method, in order to reduce the level of noise in their simulations based
on Brownian configuration fields. However, Bonvin [2000] points out that this variance
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reduction technique does not always reduce the noise. In particular, for flows with large
Deborah numbers, the scheme without control variates can produce less noisy solutions than
the variance reduced method based on control variates.

Chauvière [2002] has derived an efficient method for solving the stochastic differential
equation (2.23) that removes the noise from the micro–macro simulations. It should noted,
however, that the original analysis, performed for the Oldroyd-B and FENE-P models, is
only applicable to models where a closed form constitutive equation exists. A more efficient
version of this method that is competitive with macroscopic computations was developed by
Chauvière and Lozinski [2003]. Chauvière and Lozinski [2003] express the backward
Euler scheme for solving the stochastic differential equation (2.5) in the case of the Hookean
dumbbell model in the form

EuQ(x, ti) = Q(x, ti−1)+

√
1

λH
(W(ti)−W(ti−1)) (2.25)

where the linear operator Eu is defined by

Eu(x, ti) = Q(x, ti)+

(
u(x, ti) · ∇Q(x, ti)

−κ(x, ti)Q(x, ti)+
1

2λH
Q(x, ti)

)
1t, (2.26)

where κ is the velocity gradient. Now each of the random vectors W(ti)−W(ti−1) con-
tains d independent Gaussian random scalar variables each having zero mean and vari-
ance 1t. Therefore, at time ti, the Gaussian random vector 8(ti) can be introduced such
that 〈8(ti)〉 = 0, 〈8(ti)8T(ti)〉 = δ, and W(ti)−W(ti−1) =

√
1t8(ti). Note that 8(ti) are

mutually independent, i.e., 〈8(ti)8T(tj)〉 = 0, if i 6= j. Therefore, in terms of 8, we can
write (2.25) in the form

EuQ(x, ti) = Q(x, ti−1)+

√
1t

λH
8(ti). (2.27)

Initially, the fluid is in an equilibrium state so that the initial condition for (2.27) is of the
form

Q(x, t0) = 8(t0). (2.28)

This ensures that the extra stress defined by (2.16) is zero at time t = t0.
In the method of Brownian configuration fields, we have Nf configuration fields

{Qm(x, t)}, m = 1, . . . ,Nf , which model the random quantities Q(x, t). Each configuration
field, Qm, satisfies an equation of the form (2.27) with 8 replaced by a pseudo-random vec-
tor 8m having approximately Gaussian distribution. An approximation to the extra-stress
tensor is then determined through

τ (x, ti) ≈
ηp

λH

−δ + 1

Nf

Nf∑
m=1

Q(x, ti)QT(x, ti)

, (2.29)

in the case of Hookean dumbbells.
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Theorem 3. Let Q(x, ti) be the solution to the stochastic differential equation (2.5) with
initial condition (2.28) at time ti = i1t, where Eu is defined by (2.27).
Let A(x, ti) for i ≥ 1 denote symmetric positive definite d × d matrices defined by

A2(x, ti) = Â(x, ti)Â
T
(x, ti)+ Ã(x, ti)Ã

T
(x, ti), (2.30)

where Ã(x, ti) and Â(x, ti) are d × d matrices satisfying the following equations

EuÃ(x, ti) = A(x, ti−1) (2.31)

EuÂ(x, ti) =

√
1t

λH
δ, (2.32)

and

A(x, t0) = δ. (2.33)

Then, we have

Q(x, ti) ∼ A(x, ti)8̃(ti), (2.34)

where 8̃(ti) is a d-dimensional Gaussian random vector.

Proof. See Chauvière and Lozinski [2003].

This theorem can be used to derive an expression for the extra-stress tensor.

Theorem 4. The extra-stress tensor τ (x, ti) at time t = i1t is given by

τ (x, ti) =
ηp

λH

(
−δ + A2(x, ti)

)
, (2.35)

where A(x, ti) is the d × d matrix defined by eqn (2.30).

Chauvière and Lozinski [2003] proceed to show that the extra-stress tensor computed
using (2.27), (2.28), (2.30)–(2.33), and (2.35) satisfies the Oldroyd-B constitutive equation
in the limit 1t→ 0.

Chauvière and Lozinski [2003] embed this method for determining a noise-free extra
stress within a micro–macro technique as follows. Suppose that a generalized Stokes prob-
lem has been solved using the extra stress at time ti−1 = (i− 1)1t to obtain the velocity
field u(x, ti−1). Let the computational grid consist of points xj, j = 1, . . . ,Nc, and let Eu(ti)
be the matrix arising from the spatial discretization of the linear operator Eu at time ti for a
given velocity u. The Nc d × d matrices A(xj, ti−1), j = 1, . . . ,Nc are formed into a single
(dNc)× d matrix A(ti−1) by stacking them on top of each other. The (dNc)× d matrix I
is formed from Nc identity d × d matrices in the same way. New (dNc)× d matrices are
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calculated by solving the equations

Eu(ti)Ã(ti) =A(ti−1)

Eu(ti)Â(ti) =

√
1t

λH
I.

The d × d symmetric positive definite matrices A(xj, ti) are computed by solving the
algebraic equation

A2(xj, ti) = Â(xj, ti)Â
T
(xj, ti)+ Ã(xj, ti)Ã

T
(xj, ti), (2.36)

at every grid point xj, j = 1, . . . ,Nc. Then finally, the extra-stress tensor is computed using
(2.35) at each grid point.

This process can be extended quite simply to the FENE-P model, in which case the
expression for the extra-stress tensor is

τ (x, ti) =
ηp

λH

(
b+ d

b

)(
−δ +

A2(x, ti)

1− 1
b tr(A2(x, ti))

)
. (2.37)

In fact, this procedure is able to deliver noise-free expressions for the stress for the Hookean
and FENE-P dumbbell models precisely because they have Gaussian statistics and an equiv-
alent closed-form constitutive equation. This approach can be applied to any model for
which this is the case.

2.3.2. Lagrangian particle method

The Lagrangian particle method (LPM) (see Chapter 1) introduced by Halin, Lielens,
Keunings and Legat [1998] provides a refinement of the CONNFFESSIT approach. In
common with CONNFFESSIT, LPM is based on a decoupled micro/macro scheme in which
the solution of the conservation laws using finite element techniques is combined with the
solution of the evolution equation

dQ(x, t) = (−u(x, t) · ∇Q(x, t)+ A(Q(x, t))) dt + B(Q(x, t)) dW(t), (2.38)

using a method of characteristics. The polymeric contribution to the extra stress is computed
at a number of Lagrangian particles, Np, that are convected by the flow.

Let {xn
i : 1 ≤ i ≤ Np} denote the positions of a set of Lagrangian particles at time tn =

n1t. The trajectory, xi(t), tn ≤ t ≤ tn+1, of each Lagrangian particle is determined using the
velocity field, u(tn), at time t = tn by solving the initial value problem

d xi

dt
= un(xi), xi(tn) = xn

i . (2.39)

This problem can be solved using high-order methods such as the fourth-order Runge- Kutta
method (Gallez, Halin, Lielens, Keunings and Legat [1999]), for example, using an
intermediate time step 1tint = 1t/K, where K ≥ 1 is an integer.
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Although the particle tracking in the microscopic part of LPM is similar to that used
in CONNFFESSIT, it differs from it in a computationally significant way since each
Lagrangian particle carries information about a number, Nd, of model polymer molecules.
Therefore, LPM reduces the number of particles that need to be tracked from Np × Nd in a
CONNFFESSIT calculation to Np.

Over the time interval [tn, tn+1], the microscopic part of LPM involves the following cal-
culations: along the trajectory of each of the Lagrangian particles, the stochastic differential
equation (2.38) is solved for each of the Nd model polymer molecules using Q = Q(x, tn) as
the initial condition. The polymer stress associated with each Lagrangian particle is then
approximated by taking an ensemble average over the Nd realizations of the stochastic
process Q

τ (x(tn+1)) ≈
ηp

λH
αb,d

(
−δ +

1

Nd

Nd∑
i=1

Q(i)F
(

Q(i)
))
, (2.40)

where Q(i) is an individual realization of the stochastic process and αb,d is defined in (1.40).
The polymeric stress associated with the Lagrangian particles is then known at time t = tn+1.
The stress approximation within each finite element is determined by computing the best
linear least squares polynomial that fits the data associated with the Lagrangian particles
within that element. Clearly, this requires that there are at least three particles within each
element at all times. The least-squares approximation to the stress in each element is then
used to form the source term in the momentum equation as a precursor to the macroscopic
part of the calculation.

The LPM may be implemented in one of two modes which correspond to using either
uncorrelated or correlated local ensembles of model polymer molecules. In the first mode, a
total of Np × Nd independent Wiener processes are required for the stochastic part of the cal-
culation. This mode corresponds to the original CONNFFESSIT method in the case when Nd

particles are located at each of Np positions at each time step rather than all Np × Nd parti-
cles being dispersed throughout the flow. The second mode is very close in philosophy to the
method of Brownian configuration fields in that it uses correlated local ensembles of model
polymer molecules. It is implemented by using the same initial ensemble of model polymer
molecules in each Lagrangian particle and the same Nd independent Wiener processes to
compute the configurations of corresponding polymer molecules within each particle. Thus,
LPM may be viewed as a discrete version of the method of Brownian configuration fields.

The adaptive Lagrangian particle method (ALPM) was developed by Gallez, Halin,
Lielens, Keunings and Legat [1999] to ensure that there are sufficiently many Lagrangian
particles within each element for all time. More precisely, the ALPM ensures that the number
of Lagrangian particles in each element lies within a specified interval by creating or destroy-
ing particles. Although Gallez, Halin, Lielens, Keunings and Legat [1999] found that
ALPM was superior to LPM in terms of numerical accuracy and computational cost, they
found that it was more elaborate to implement due to the work involved when new particles
are created. When a new Lagrangian particle is created within a given element, to ensure
that there are sufficiently many particles, the configuration of the local Nd model polymer
molecules must be initialized appropriately before the stochastic differential equation (2.38)
can be integrated along the trajectory of the particle. Gallez, Halin, Lielens, Keunings
and Legat [1999] perform the initialization of each Q(i), i = 1, . . . ,Nd, associated with
the new particle using a linear least-squares approximation based on the corresponding
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configurations of the particles present in the element. Obviously, this procedure can
only be implemented in conjunction with correlated local ensembles of model polymer
molecules.

A further development of the LPM methodology was the backward-tracking Lagrangian
particle method (BLPM) (Wapperom, Keunings and Legat [2000]). Rather than tracing
the trajectories of the Lagrangian particles through the flow in time, the approach adopted in
BLPM for determining the polymeric contribution to the extra stress is to fix the positions
of the particles on the background finite element mesh and to track them backwards in time
over a single time step. Once the location of the particles has been determined at the previous
time step, suitable initial values of the configurations are evaluated at those points using the
procedure outlined above for the ALPM, and then the stochastic differential equation (2.38)
is integrated forwards in time over a single time step along the trajectories that have been
computed. The polymeric contribution to the extra stress is then evaluated at the fixed points
on the mesh. Wapperom, Keunings and Legat [2000] choose the fixed positions to be the
nine nodal points associated with a quadrilateral finite element mesh. Therefore, instead of
solving the initial value problem (2.39) to determine the trajectories of the particles, in the
BLPM, they are found by integrating the initial value problem

d xi

dt
= un+1(xi), xi(tn+1) = xn+1

i , (2.41)

backwards in time over the interval [tn, tn+1]. Note that since the velocity field, in general,
changes from one time step to the next, the particle trajectory that terminates at the fixed
particle locations on the mesh will also change in time so that different Lagrangian particles
arrive at these points as time proceeds.

Of the different versions of the LPM that have been developed, the BLPM, which uses
correlated ensembles of model polymer molecules, possesses the more attractive features in
terms of the numerical properties of the method and the computational overhead.

2.4. Implicit micro–macro schemes

Most micro–macro schemes for time-dependent problems are based on schemes in which
the solution of the microscopic and macroscopic equations is decoupled within each time
step. This is because the utilization of fully implicit methods in which the macroscopic
and microscopic unknowns are updated simultaneously is expensive in terms of computer
memory. Decoupled micro–macro schemes are explicit with respect to the degrees of free-
dom associated with the other stage within the time step. More specifically, in the macro-
scopic stage, the polymeric stress is treated explicitly in the momentum equation, and in
the microscopic stage, the velocity gradient is treated explicitly in the Langevin equation.
The restriction on the time step dictated by stability requirements in decoupled micro–macro
schemes is generally much more severe than required for accuracy considerations. The small
time steps that are required to ensure numerical stability of these schemes also leads to
reduced computational efficiency. The lack of development of fully implicit schemes has
placed micro–macro methods at a disadvantage compared with their purely macroscopic
counterparts. However, Laso, Ramı́rez and Picasso [2004] have made some progress in
the development of efficient coupled (implicit) schemes for time-dependent micro/macro
calculations. The feasibility of solving the very large nonlinear system of equations for both
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the macroscopic and microscopic degrees of freedom at each time step was achieved by
means of a size reduction technique. The basis of this technique was to reduce the size of
the system to one having the same size as the corresponding macroscopic description of the
same problem using Schur’s complement in which the microstructural degrees of freedom
are eliminated from the system at the block level. The additional fill-in with respect to the
macroscopic formulation is minor, and there is no deterioration of the conditioning of the
Schur complement system with respect to the corresponding macroscopic system.

The nonlinear system at each time step is linearized using Newton’s method, for example,
giving rise to a system of the form

Axn+1
= bn, (2.42)

where the Jacobian matrix A has the partitioned form

A =

(
AMM AMm

AmM Amm

)
. (2.43)

The first block of rows corresponds to the discretization of the conservation laws with the
polymeric stress replaced by the approximation to the Kramers expression. Therefore, the
diagonal block AMM expresses the interconnectedness between the macroscopic degrees
of freedom such as the nodal values of velocity and pressure, and the off-diagonal block
AMm expresses the dependence of the macroscopic unknowns on the microscopic unknowns
through the substitution of the polymeric stress in terms of the ensemble average (2.14). The
last block of rows corresponds to the discretization of the stochastic differential equation. In
this case, the diagonal block Amm expresses the interconnectedness between the microscopic
degrees of freedom such as the components of the dumbbell connector vectors, and the off-
diagonal block AmM expresses the dependence of the microscopic unknowns on the macro-
scopic unknowns through terms containing the velocity gradient in the Langevin equation,
for example. The solution and right-hand side vectors can also be partitioned accordingly:

x =
(

xM

xm

)
, b =

(
bM

bm

)
. (2.44)

Generally, the size of xm is much larger than xM since there are many more microscopic than
macroscopic degrees of freedom. Therefore, the size of the system (2.42) renders its solution
by direct methods infeasible, in general.

The approach of Laso, Ramı́rez and Picasso [2004] exploits the structure of the diagonal
block Amm to ensure that the computational work required to solve the system (2.42) is
comparable to that required to solve an equivalent macroscopic problem. The structure of
Amm can be arranged so that it has desirable properties.

If the microscopic degrees of freedom in CONNFFESSIT or LPM are ordered by element
and then by model polymer molecules within an element, then Amm is block diagonal. In this
case, the number of blocks is equal to the total number of model polymer molecules, and
the size of each block corresponds to the number of degrees of freedom associated with
each model polymer molecule, i.e., the dimension of configuration space. For the method
of Brownian configuration fields, a block diagonal structure for Amm is also obtained if the
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degrees of freedom are ordered field-wise. In this case, the diagonal blocks are sparse, and
the number of blocks is equal to the number of configuration fields.

Eliminating the microstructural degrees of freedom leads to the Schur complement sys-
tem for the macroscopic degrees of freedom(

AMM − AMmA−1
mmAmM

)
xn+1

M = bn
M − AMmA−1

mmbn
m, (2.45)

which is a modified discrete Navier–Stokes problem. Once xn+1
M is known, the microstruc-

tural degrees of freedom are found from

xn+1
m = A−1

mm

(
bn

m − AmMxn+1
M

)
. (2.46)

Laso, Ramı́rez and Picasso [2004] argue that the systems (2.45) and (2.46) can be
solved with a moderate amount of computational effort. They also show that the Schur com-
plement AMM − AMmA−1

mmAmM remains sparse with bandwidth bounded by the bandwidth of
AMM and that there is no deterioration in the conditioning of the reduced system compared
with the corresponding macroscopic system.

The very simple structure of the diagonal blocks in Amm for fully implicit imple-
mentations of CONNFFESSIT and LPM means that, in general, the diagonal block A−1

mm
can be constructed analytically. A comparison of the CPU times for implicit and explicit
CONNFFESSIT showed that the former was only two or three times slower per time step
than the latter.

Analytical expressions for A−1
mm are not available for the method of Brownian configura-

tion fields resulting in a greater computational overhead to construct and solve the reduced
system. However, in a later paper, Ramı́rez and Laso [2005] propose an efficient iterative
method for solving the modified Navier–Stokes problem (2.45) that avoids the explicit and
costly construction of the Schur complement. The iterative method employed, which is a
preconditioned GMRES method, is based on the use matrix-vector multiplications. Since
the Jacobian is not available in explicit form, a preconditioner that is known to work well
for the Navier–Stokes problem is used. This preconditioner is not optimal, however, so that
there is scope for further improvements to be made to the algorithm.

Laso, Ramı́rez and Picasso [2004] have implemented the fully implicit micro–macro
method to simulate the start-up of Couette flow and have shown that enhanced stability and
accuracy are achieved compared with the decoupled scheme for both CONNFFESSIT and
BCF. Since each model polymer molecule or configuration field is treated independently,
these implicit micro–macro methods are well suited for efficient implementation on parallel
computing systems.

2.5. Stochastic methods for reptation models

The Doi–Edwards model (see page 222) provides a description of the configuration pdf of
the model polymer in terms of two variables: the unit orientation vector of a tube segment u
and the normalized arc length of a polymer chain s (see Fig. 2.1).
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u

s=0

s=1
s

Fig. 2.1 The Doi–Edwards model polymer.

The stochastic process Ut satisfies a deterministic differential equation since there is only
a first-order derivative with respect to u in (1.41):

DUt

Dt
= (δ − UtUt) · ∇vUt. (2.47)

In this equation, the term ∇vUt communicates the fact that Ut follows the flow field, while
the operator δ − UtUt ensures that the property |Ut| = 1 is preserved.

The stochastic process St is a pure diffusion process that describes the reptational motion
of the chain. It specifies the part of the polymer chain that is currently resident in the tube
segment with the orientation u.

Although the evolution equations (1.43) and (1.44) for the stochastic processes Ut and St

are decoupled, the processes themselves are coupled through the boundary conditions (1.42)
imposed when the chain escapes from its original tube. This provides the mechanism for
the reptation process. The stochastic differential equation for St may be solved, for example,
using either the Euler–Maruyama scheme

Si+1 = Si +Wi
1

π

√
1ti
τd
, (2.48)

or the predictor-corrector scheme (2.17) described earlier in this chapter. If the value of Si+1

obtained by this scheme lies outside the interval [0, 1], it is replaced by the value obtained
by reflection at the boundary it has just traversed, i.e., Si+1 →−Si+1 for Si+1 < 0, and
Si+1 → 2− Si+1 for Si+1 > 1, and U is reset to a randomly oriented unit vector. The stress
tensor is calculated from the tube segment orientation tensor using (1.37).

Micro–macro simulations of polymer melts can be performed in much the same way as
for polymer solutions combining a macroscopic treatment of the conservation equations with
stochastic techniques for determining the polymer stress. Very few numerical simulations
have been performed using the Doi–Edwards model in complex flows. An exception is the
contribution of van Heel, Hulsen and van den Brule [1999] in which the Brownian
configuration field and deformation gradient field methods were compared in simulations
of the Doi–Edwards model with the independent alignment assumption in the start-up of
two-dimensional flow past a cylinder confined between two parallel plates.

The Brownian configuration field method has already been described for dumbbell mod-
els for dilute polymer solutions (see Section 2.3). The application of the technique to the
Doi–Edwards model follows a similar procedure except that it is based on the evolution of
a number, Nf , of configuration fields uk, k = 1, . . . ,Nf , that represent the orientation dis-
tribution of the tube segments rather than the dumbbell connector vector. The configuration
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field approach avoids the need to follow the evolution of the orientation of tube segments
associated with a number of discrete particles, a process that involves the determination of
the trajectories of these particles. Each of the Nf configuration fields is a global and contin-
uous representation of the tube segment orientation. These fields evolve according to

Duk

Dt
= (δ − ukuk) · ∇vuk, (2.49)

for k = 1, . . . ,Nf . Associated with each field is a stochastic process or random walker sk

that satisfies

dsk =
1

π

√
1

τd
dWk, (2.50)

where sk is a function of time but not of position. At the beginning of the simulation, the
configuration fields are initialized using a spatially uniform configuration, i.e.,

uk(x, 0) = u0
k,

where u0
k is drawn from the isotropic distribution on the surface of the unit sphere. The initial

orientation of the configuration fields is uncorrelated. The associated random walkers sk are
set to independent random numbers from a uniform distribution in the interval [0, 1]. During
a simulation, whenever the random walker sk is reflected, the associated configuration field
is removed and replaced by a new and spatially uniform random configuration.

More recent reptation models such as the single segment reptation model of Fang,
Kröger and Öttinger [2000] have resolved, to a large extent, the failure of the Doi–
Edwards model to predict the nonlinear rheology of entangled linear polymers. The model
of Fang, Kröger and Öttinger [2000] assumes uniform monomer density and isotropic
tube cross section. In this model, the fields no longer evolve according to an equation that
is purely deterministic as in the Doi–Edwards model (2.49). Furthermore, the associated
random walkers evolve according to a stochastic differential equation that contains a deter-
ministic drift term unlike (2.50), which is purely stochastic. The local velocity gradient influ-
ences the evolution of sk through a stretch parameter that represents the ratio of the contour
length of the chain to its equilibrium contour length. This means that reflections of sk are
dependent on both time and space. For this reason, it is not possible to replace the entire field
upon reflection of sk at a certain location, since it is highly unlikely that the tube completes
its life span at the same time for all the locations in the flow domain. Since the tube survival
probability is different at different locations in the flow domain, the method of Brownian
configuration fields cannot be used for this model. However, Gigras and Khomami [2002]
have developed an adaptive configuration fields method (ACFM) that combines the essen-
tial aspects of the method of Brownian configuration fields and the deformation fields meth-
ods for reptation models with a stochastic strain measure and local variations of life span
distribution.
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Chapter 3

Fokker–Planck-Based Numerical
Methods

3.1. Dilute solutions, locally homogeneous flows

As outlined in the Introduction, the polymer dynamics of a dilute polymer solution modeled
by FENE dumbbells with the force law (1.26) can be described in a locally or globally
homogeneous flow by the Fokker–Planck equation

Dψ

Dt
= LFP(∇v)ψ =

∂

∂q
·

(
1

2λH

∂ψ

∂q
+

1

2λH
F(q)ψ −∇vqψ

)
. (3.1)

Unlike in the previous chapter, we will here describe some numerical methods that solve
(3.1) directly for the pdf ψ . Although this equation can be discretized in q-space using any
numerical method, we argue that spectral methods are especially appropriate in this case
because in the whole simulation of a complex flow, (3.1) should be coupled with the con-
servation equations (1.1) and (1.2), and the dependence of ψ on position in physical space x
should be taken into account, thus making the whole problem multidimensional. We there-
fore prefer to discretize the dependence of ψ on q in such a way as to have the least pos-
sible number of degrees of freedom, hence the choice of spectral methods. Another attrac-
tive choice can be a wavelet-based method as in Armstrong, Nayak, Ghosh and Brown
[1996], Nayak [1998], Suen, Nayak, Armstrong and Brown [2003], for example.

We shall be interested in two-dimensional planar flows. However, even in this case, there
is no physical reason to suppose that the dumbbells lie in the plane of the flow; hence, the
configuration vector q should be three dimensional. For simplicity, one can also consider a
simplified model where q is restricted to lie in the plane of the flow. In the latter case, we
will denote the model as 2D FENE and in the former case as 3D FENE.

Collocation spectral method were applied by Chauvière and Lozinski [2004b],
Lozinski and Chauvière [2003] to 2D FENE simulations and by Chauvière and Lozin-
ski [2004a] to 3D FENE simulations. Unlike these papers, we shall here construct spec-
tral approximations based on the Galerkin method with numerical quadrature. Similar spec-
tral methods were used in Du, Liu and Yu [2005], Knezevic [2008], Knezevic and Süli
[2009]. The last paper also contains a theoretical study of the convergence of the numerical
method. Earlier spectral implementations are reported in Fan [1989a,b, 1985c]. Note also a
finite difference scheme in Yu, Du and Liu [2005].

253
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3.1.1. A spectral discretization of the Fokker–Planck operator in the 2D FENE model

We consider first Eqn (1.28) alone for the probability density ψ(t, q) with (t, q) ∈ [0, T]×
D, D = {q ∈ R2 : q <

√
b}, modeling a globally homogeneous flow with the imposed and

fixed velocity gradient κ = ∇v. Equation (1.28) is completed with the initial condition at
time t = 0, which is usually chosen as the equilibrium stationary solution (κ = 0) that takes
the following form for 2D FENE dumbbells:

ψeq =
b+ 2

2πb

(
1−

q2

b

)b/2

. (3.2)

The behavior of ψ on the boundary ∂D is conditioned by the requirement that the random
vector q(t), the solution to the corresponding SDE (1.25), of which ψ is the probability
density, is supposed to stay inside D. This requirement is incorporated into the stochas-
tic simulation scheme (cf. Section 2.2), and it has also been proved to be satisfied by the
exact solution of the corresponding SDE, at least in some special cases provided b > 2 (see
Jourdain and Lelièvre [2003]). Hence, dealing with the probability density function ψ of
q(t), we need to make sure that the normal component j · n of the probability flux

j =
1

2λH

∂ψ

∂q
+

1

2λH
F(q)ψ − κqψ,

vanishes on the boundary q =
√

b. The weak formulation now reads: find ψ(t, q) such that∫
D

∂ψ

∂t
φd q+

∫
D

(
−κqψ +

1

2λH
F(q)ψ +

1

2λH
∇ψ

)
· ∇φd q = 0 (3.3)

for any sufficiently smooth test function φ(q) for which all the integrals above make sense.
Note that the boundary conditions specified above would imply both ψ = 0 and ∂ψ/∂n = 0
on ∂D for a solution smooth up to the boundary. We do not prescribe the behavior of ψ near
the boundary for the moment, but rather perform the change of variable

ψ(t, q) =
(

1−
q2

b

)s

α(t, q) (3.4)

with some (as yet) unspecified parameter s ≥ 0. Making a symmetric ansatz in the test func-

tion φ =
(

1− q2

b

)−s
β in (3.3), we arrive at the weak problem in terms of α and any appro-

priate test function β(q)∫
D

∂α

∂t
βd q+ aκ (α, β) = 0 (3.5)

with

aκ (α, β) =
∫
D

(
−κqα +

b− 2s

2λHb
F(q)α +

1

2λH
∇α

)
·

(
2s

b
F(q)β +∇β

)
d q. (3.6)
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The bilinear form aκ (α, β) is studied thoroughly by Knezevic and Süli [2009] in the
case s = b/4, i.e., for the change of variables ψ ∼

√
ψeqα. The mathematical analysis is

greatly simplified in this case because the form a0(α, β) becomes symmetric. It is then
natural to pose the problem in the weighted Sobolev space H with the norm ||α||2H =∫

D

(
α2
+

∣∣∣ 1
2 F(q)α +∇α

∣∣∣2)d q since the bilinear form aκ (α, β)+ K
∫

D αβd q is bounded

and coercive onH for a sufficiently large number K. Moreover, the spaceH is continuously
and densely embedded into L2(D), thus proving that the parabolic problem (3.5) is well
posed inH. Some additional properties of the functional spaceH permit also an analysis of
a spectral discretization of (3.5) with s = b/4. We prefer, however, to leave this parameter
unspecified for the moment for the reasons explained below. Note that some results on the
Fokker–Planck equation with the ansatz (3.4) with any 1/2 < s < b/2 are also available in
the above-cited paper, but they do not seem to be readily applicable to the analysis of the
weak formulation (3.5) and (3.6).

Since the vector q in the 2D FENE model lies in the disc D, it is natural to represent it in
polar coordinates, i.e,

q1 = r cos θ, q2 = r sin θ, with r ∈ [0,
√

b] and θ ∈ [0, 2π ]. (3.7)

The passage to polar coordinates in (3.5) necessitates boundary conditions at r = 0,
which can be taken as ∂ψ

∂r = 0. Indeed, changing the vector q to −q means physically just
relabeling the beads of the dumbbell; hence, one should have ψ(t, q) = ψ(t,−q). In other
words, the unknowns ψ and α can be considered functions of r2 and θ . We map r2

∈ (0, b)
to η ∈ (−1, 1) as is standard in spectral methods and summarize the change of variables
from ψ(t, r, θ) to α(t, η, θ) as

ψ(t, r, θ) =

(
1− η

2

)s

α(t, η, θ) with r2
= b

1+ η

2
, η ∈ [−1, 1]. (3.8)

We will search for an approximate solution αN(t, η, θ) to (3.5) in the finite dimensional
space

VN = span{hk(η)8il(θ), i = 0, 1, i ≤ l ≤ NF, 1 ≤ k ≤ NR}. (3.9)

Here,8il(θ) = (1− i) cos(2lθ)+ i sin(2lθ), i = 0, 1, l = i, . . . ,NF and hk(η), 1 ≤ k ≤ NR

are Lagrange interpolating polynomials based on the Gauss–Legendre (GL) points ηi,
i = 1, . . . ,NR (see Canuto, Hussaini, Quarteroni and Zang [2006] for details). Note
that the set {ηi} is chosen so that it does not include the endpoints η = ±1. Only the Fourier
modes of even order are kept in the approximation space VN because of the symmetry of α.

Let (u, v)NR,NF for any two functions u, v of η, θ denote the approximation of∫ 1
−1

∫ 2π
0 uvdθdη, in which the integrals with respect to η are evaluated using Gauss quadra-

ture rule on GL points with weights ωi on the nodes ηi, i = 1, . . . ,NR, whereas the integrals
with respect to θ are computed analytically:

(u, v)NR,NF =

NR∑
i=1

ωi

2π∫
0

u(ηi, θ)v(ηi, θ)dθ. (3.10)
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Similarly, we denote by aκ,NR,NF (u, v) the approximation of the bilinear form aκ (u, v)
defined in (3.6) in which the integrals are replaced by the same quadrature rule as in (3.10).
A semidiscretization of (3.5) in q-space can be then written as(

∂αN

∂t
, χ

)
NR,NF

= aκ,NR,NF (αN, χ), ∀χ ∈ VN . (3.11)

Note that aκ,NR,NF (α, β) is well defined for any α, β ∈ VN unlike aκ (α, β) which becomes
infinite if α or β does not vanish at η = ±1. The scheme (3.11) works well in prac-
tice although there is no mathematical justification for it for the moment. The alterna-
tive approach of Knezevic and Süli [2009] circumvents this difficulty by modifying the
approximation space (3.9) by taking only the functions vanishing at η = 1 and at η = −1,
the latter only for the Fourier harmonics 8il with l ≥ 1.

The spectral method (3.11) conserves the integral of the probability density ψN =(
1−η

2

)s
αN reconstructed as in (3.8) provided the parameter s is an integer from 0 to NR.

Indeed, for such s, we can put χ =
(

1−η
2

)s
in (3.11). Noting that GL quadrature on NR

points is exact for the polynomials of degree up to 2NR − 1 in η and our integration rule is
exact in θ , this yields

d

dt

∫
D

ψNd q =
b

4

1∫
−1

2π∫
0

∂αN

∂t

(
1− η

2

)s

dθdη =

(
∂αN

∂t
,

(
1− η

2

)s)
NR,NF

= −aκ,NR,NF

(
αN,

(
1− η

2

)s)
= 0.

The last equality here follows from the fact the χ can be written in the original variables as
(1− q2/b)s so that ∇χ + 2s

b F(q)χ = 0 and aκ,NR,NF (α, χ) vanishes for any α.
In view of an implementation of (3.11), we note that VN is a linear space of dimension

N = NR(2NF + 1), and any αN ∈ VN can be represented by an N-tuple α = {αi
kl} where

αi
kl are the coefficients in the expansion αN =

∑NR
k=1

∑1
i=0

∑NF
l=i α

i
klhk(η)8il(θ). With this

representation, the problem (3.11) is rewritten as a system of linear ODEs

dα

dt
=MFP(κ)α, (3.12)

where the matrix MFP(κ) is calculated by setting χ in (3.11) to all the basis functions in
(3.9) and then multiplying by the inverse of the mass matrix obtained from the left-hand
side of (3.11). By the above remark on the conservation of the integral of ψN , MFP(κ) is
singular for an appropriate choice of s so that the approximate stationary solution of (1.28)
can be obtained by calculating the eigenvector ofMFP(κ) corresponding to zero eigenvalue
and normalizing it, i.e., by solving the linear system with a matrix obtained from MFP(κ)

by modifying one row in it. If we are interested in the time-dependent solution, the ODE
(3.12) can be discretized by, e.g., implicit Euler scheme

αj+1
− αj

1t
=MFP(κ)α

j+1. (3.13)
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Either way, with an approximate solution αN ∈ VN , one can compute an approximation to
the elastic extra stress by Kramers expression (1.39), or in terms of αN ,

τ =
ηp

λH

b+ 4

b

(
−δ +

(
αN, qq

(
1−

q2

b

)s−1)
NR,NF

)
. (3.14)

Let us now return to the choice of parameter s in (3.8). As already mentioned, an a
priori attractive choice for s would be s = b/4, as in Knezevic and Süli [2009]. One can
also argue that an optimal choice should be s = b/2 since F(q) becomes unbounded near
the boundary ∂D of the disc, and the term with κqψ in the governing equation (1.28) is
negligible there. Therefore, ψ should behave in the vicinity of the boundary ∂D like the
solution of (1.28) with κ = 0, i.e., like (3.2). Moreover, it is proved in Jourdain, Le Bris,
Lelièvre and Otto [2006] that if the initial condition satisfies c0(1− q2/b)b/2 < ψ0(q) <
C0(1− q2/b)b/2 with some positive constants c0, C0, then necessarily c(t)(1− q2/b)b/2 <
ψ0(t, q) < C(t)(1− q2/b)b/2 with positive c(t), C(t) varying exponentially in time. Some
more estimates in the same spirit are available in Liu and Liu [2008]. A numerical scheme
based on the ansatz (3.8) with s = b/2 is also implemented in Du, Liu and Yu [2005].

However, our numerical experiments demonstrate that taking smaller values of s may
be advantageous for the stability of the simulation. By stability, we mean here the expo-
nential convergence of ψ(t, q) as t→∞ to the stationary solution ψ∞(q). Note that
the existence and uniqueness of the stationary solution is an open problem, but sup-
posing that such a solution exists and satisfies some natural hypotheses, one can prove
the exponential convergence to it for the time-dependent problem with any initial con-
dition (see Jourdain, Le Bris, Lelièvre and Otto [2006]). On the discrete level, this
notion of stability translates simply to the requirement that all the nonzero eigenvalues of
the matrix −MFP(κ) in (3.12) have a positive real part. To verify this, we have calcu-
lated the spectrum of the matrix MFP(κe) with κe = diag(ε̇,−ε̇) corresponding to exten-
sional flow. Equation (3.1) has in this case an analytical stationary solution of the form
Cψeq(q) exp(λHκe : qq) so that one can also check the convergence of the numerical
method. In Table 3.1.1, we report the relative error in the polymeric stress for the station-
ary solution and the minimum nonzero eigenvalue of the discretization matrix <λmin =

minλ∈sp(−MFP(κ)), λ6=0<(λ) computed for the extensional flow of the FENE dumbbells with
b = 12 on several meshes with NR = NF = N. We take three different values of ε̇ and
four values of s: 0, 1, 3 = b/4, 6 = b/2. The relative error is reported only if the cor-
responding discretization is stable, i.e., <λmin > 0 so that the stationary solution can be
attained in a time-dependent simulation. We observe that the numerical method seems to
be stable for any value of s and ε̇ provided the mesh is sufficiently fine. However, the larger
the value of s taken, the finer should be the mesh in order not to obtain spurious unstable
modes. This phenomenon is particular pronounced in a strong flow (large ε̇). One observes
as well the influence of the parameter s on the convergence. While the method converges
eventually for any choice of s, the convergence is generally the fastest under s = 1. We adopt
therefore this value of s for all the simulations below.

The lack of stability with larger values of s can be explained by observing that the solu-
tion of the Fokker–Planck equation under a strong extensional flow (in fact, under any
strong flow) tends to have high peaks near the boundary of the disc D, i.e., η ≈ 1. Since
α = ψ/(1− η)s, the peaks will be more pronounced for large values of s, and there is a
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Table 3.1.1
The minimum real part of the eigenvalues of the matrixM(κe) discretizing the Fokker–Planck operator in
extensional flows and the relative error εrel in the polymeric stress at steady state when the latter is attained

(a) ε̇ = 1:

N = 4 N = 8 N = 12 N = 16

s <λmin εrel <λmin εrel <λmin εrel <λmin εrel

0 0.62 4.6 · 10−2 0.69 8.0 · 10−3 0.69 3.4 · 10−4 0.69 1.1 · 10−5

1 0.55 0.11 0.69 1.1 · 10−4 0.69 9.4 · 10−9 0.69 3.9 · 10−13

3 2.8 · 10−2 0.80 0.68 1.8 · 10−3 0.69 1.0 · 10−6 0.69 9.7 · 10−12

6 −39 − −0.27 − 0.69 7.8 · 10−5 0.69 2.7 · 10−10

(b) ε̇ = 5:

N = 8 N = 16 N = 24 N = 32

s <λmin εrel <λmin εrel <λmin εrel <λmin εrel

0 3.8 4.2 · 10−2 4.9 1.1 · 10−2 4.5 1.5 · 10−3 4.5 4.2 · 10−5

1 0.55 1.7 4.3 3.1 · 10−2 4.5 1.2 · 10−5 4.5 3.0 · 10−10

3 −12 − −28 − 5.5 4.8 · 10−3 4.5 5.6 · 10−8

6 −313 − −205 − −2.5 − 4.4 2.0 · 10−4

(c) ε̇ = 10:

N = 8 N = 16 N = 24 N = 32

s <λmin εrel <λmin εrel <λmin εrel <λmin εrel

0 −3.7 − 5.1 3.4 · 10−2 10.3 1.5 · 10−2 9.5 2.1 · 10−3

1 −52 − −3.1 − 6.8 5.4 · 10−2 9.4 1.8 · 10−4

3 −268 − −48 − −14 − 3.6 0.18
6 −4750 − −2692 − −589 − −75 −

higher likelihood of instability if the peaks are not sufficiently well resolved by the mesh.
We illustrate this by two pictures: in Fig. 3.1, we plot the stationary solution for ψ in the
extensional flow with ε̇ = 5 computed on a sufficiently fine mesh with NR = NF = 32 and
with s = 1. Note here the presence of two peaks near the boundary. In Fig. 3.2, we plot the
results for α for the same flow on the same mesh but with three values of s. To see better
the difference between the three simulations, we plot only the dependence on η with θ = 0
fixed and rescale α so that its maximum is equal to 1.

3.1.2. An alternative time discretization of the Fokker–Planck equation

Let us now describe another time discretization of (3.11), which proves useful in com-
plex flow simulations. The goal is to arrive at an implicit scheme where, unlike (3.13), the
approximation matrix in the right-hand side will depend on the velocity gradient through
only one scalar parameter. We decompose first the velocity gradient for a planar flow into
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Fig. 3.1 The stationary solution of the Fokker–Planck equation for ψ in the extensional flow with ε̇ = 5
computed with s = 1 and NR = NF = 32.
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Fig. 3.2 The stationary solution in terms of α of (3.5) as a function of η for θ = 0. Extensional flow with
ε̇ = 5 computed on the mesh NR = NF = 32.

symmetric and antisymmetric parts and rotate the coordinates to the principal axes of the
symmetric part. We thus have

κ = kπφδ1π−φ + kaδa, (3.15)

where

δ1 =

(
1 0
0 −1

)
, δa =

(
0 1
−1 0

)
, (3.16)
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and πφ is the matrix of the rotation by angle φ. The scalars k, φ, and ka appearing in (3.15)
are calculated from κ via

k =
√
κ2

11 + (κ12 + κ21)2/4, ka =
κ12 − κ21

2
(3.17)

sin 2φ =
κ12 + κ21

2k
, cos 2φ =

κ11

k
, (3.18)

Let 5φ be the operator defined for an arbitrary 2π -periodic function 8(θ) by

5φ8(θ) = 8(θ + φ), (3.19)

i.e., the result of the rotation of coordinates π−φ . By substituting (3.15) into (3.11), and
using the relations δaq · ∂

∂q = −
∂
∂θ

and5φ(π−φ∇α) = ∇(5φα), we arrive at the following
variational problem for αN , which should be verified for all β ∈ VN(

∂α

∂t
− ka

∂α

∂θ
, β

)
NR,NF

+ ka1
NR,NF

(5φα,5φβ)+ a0
NR,NF

(5φα,5φβ) = 0, (3.20)

where a0
NR,NF

is the part of the bilinear form aκ,NR,NF in (3.11) independent of κ , i.e.,

a0
NR,NF

= a0,NR,NF and a1
NR,NF

= aδ1,NR,NF − a0
NR,NF

. The form a0
NR,NF

is invariant under the
rotations 5φ , which is why the rotations can be included into the last term in (3.20).

We discretize (3.20) in time by a Crank–Nicolson scheme on the interval [tn, tn+1]
treating the derivative in θ by a method of characteristics and approximating α((tn +
tn+1)/2) by

α̃n+ 1
2 =

1

2

(
5
−

1
2 ka1tα

n+1
+5 1

2 ka1tα
n
)
.

The time discretization reads(
5
−

1
2 ka1tα

n+1
−5 1

2 ka1tα
n

1t
, β

)
NR,NF

+ ka1
NR,NF

(
5φ α̃

n+ 1
2 ,5φβ

)
+ a0

NR,NF

(
5φ α̃

n+ 1
2 ,5φβ

)
= 0. (3.21)

Noting that 5φVN = VN since

5φ8il(θ) = cos(2lφ)8il(θ)− (−1)i sin(2lφ)8il(θ), (3.22)

we can replace the test function β by 5−φβ so that we obtain for any β ∈ VN(
5
ϕ− 1

2 ka1tα
n+1
−5

ϕ+ 1
2 ka1tα

n

1t
, β

)
NR,NF

+ ka1
NR,NF

(
5φ α̃

n+1/2, β
)

+ a0
NR,NF

(
5φ α̃

n+1/2, β
)
= 0. (3.23)
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Going to matrix notation, we again represent αj
N ∈ VN by N-tuples αj. The rotation operator

5φ becomes, in these notations, the rotation matrix, which we still denote by the same
symbol and which is very easy to implement in the basis (3.9) thanks to (3.22). Equation
(3.23) now becomes

αn+1
= 5

−φ+ 1
2 ka1t

(
δ −

1t

2
M0 −

k1t

2
M1

)−1

(
δ +

1t

2
M0 +

k1t

2
M1

)
5
φ+ 1

2 ka1tα
n. (3.24)

The matrices M0 and M1 here correspond to the discretizations of the forms a0
NR,NF

and

a1
NR,NF

, respectively.

Finally, supposing that the matrix M = 1t
2

(
δ − 1t

2 M0
)−1M1 is diagonalizable, we

write it in the form M = PDP−1 where D is the diagonal matrix formed with the eigen-
values of M. Thus, we can express (3.24) in the form

αn+1
= 5 1

2 ka1t−φP (δ − kD)−1 P−1(R+ kM)5
φ+ 1

2 ka1tα
n, (3.25)

with M =
(
δ − 1t

2 M0
)−1 (

δ + 1t
2 M0

)
. Note that none of the matrices D, P, P−1, M, and

R depend on κ .

3.1.3. Complex flow simulations

By a complex flow we mean here a locally (but not globally) homogeneous flow of a 2D
FENE fluid governed by the Fokker–Planck equation (3.1) coupled with the momentum
and mass conservation equations (1.1) and (1.2). As in the case of stochastic micro–macro
simulations (cf. Section 2.2), it is natural to decouple numerically the solution of conserva-
tion equations (1.1) and (1.2) from that of the Fokker–Planck equation. This gives in par-
ticular the velocity gradient field that feeds (3.1). The last equation is then integrated from
t to t +1t in order to compute the extra-stress τ (t +1t, x). The whole loop can be then
repeated on the next time step.

Let us recapitulate the method. We suppose that some finite element spaces on a tri-
angulation T of � are chosen to approximate the velocity and pressure in the conserva-
tion equations (1.1) and (1.2) and the probability density function ψ is represented by the
N-tuple αn(x) for any grid point x in T via (3.8) and (3.9). On the (n+ 1)-st time step, we
perform the following:

• Update velocity and pressure vn and pn using a discretization of (1.1)–(1.2) supplying
at the right-hand side of the momentum equation the known approximation of the
elastic extra-stress τ n(x) at time tn = n1t.
• Update the approximation of α(tn) solving the Fokker–Planck equation without the

convective terms. We thus calculate αn+1/2(x) at each grid point x of the physical
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domain � using the velocity gradient κkl = ∂vn
k/∂xl calculated from the latest avail-

able velocity field at the grid point x.

αn+1/2(x)− αn(x)
1t

=MFP(κ(x))αn+1/2(x). (3.26)

• Update the approximation of α(tn) accounting for the convective terms in the Fokker–
Planck equation. We solve thus N copies of the transport equation in �:

αn+1
− αn+1/2

1t
+ vn
· ∇αn+1

= 0. (3.27)

• Use αn+1 to calculate the elastic extra-stress τ n+1(x) at time tn+1 at each grid point x.

In practice, the configuration step (3.26) can be a bottleneck in this algorithm since it
requires the solution of a linear system of size N with the matrix varying from one grid
point to another. This step can be implemented much more efficiently if we replace (3.26)
by (3.25), which should be applied again at each grid point x with the parameters ka, k,
and φ calculated from the latest available velocity gradient at x. Since all the matrices in
(3.25) are independent from the velocity gradient, they can be constructed in a preprocessing
stage. Thus, implementing (3.25) will amount only to some matrix-vector multiplications
and rotations that can be cheaply calculated by (3.22).

3.2. Numerical methods for flows without the local homogeneity assumption

We turn now to situations when the flow domain is of a size comparable with that of the
polymer molecules so that the effects of diffusion of polymer molecules outside from the
streamlines cannot be neglected. Assuming again that the solution is dilute and that polymer
molecules can be sufficiently well represented by FENE dumbbells, we recall that config-
uration of dumbbells is governed by the Fokker–Planck equation (1.34) for the probability
density ψ(t, rc, q) where rc points to the center of mass of the dummbells and q is their
end-to-end vector nondimensionalized as in (1.23). The main difficulty for the numerical
treatment of this equation is of geometrical nature. The domain of definition for rc, q is
given by the requirement that both beads of the dumbbell cannot leave the flow domain �
and the length of the dumbbell cannot exceed

√
b, i.e., for a given rc ∈ � the vector q “lives”

in the domain

D(rc) = {q : q <
√

b}
⋂
{q : rc ± `0q/2 ∈ �}.

It is thus difficult to discretize in q using straightforward spectral methods like that of
the previous section because D(rc) is no longer of a simple form. We will therefore use
a fictitious domain approach by embedding D(rc) in a simple domain D̃(rc) (typically a
rectangle) and requiring that ψ vanishes in D̃(rc) \ D(rc). Note that such an approach was
used also in Ammar, Mokdad, Chinesta and Keunings [2006a], Ammar, Ryckelynck,
Chinesta and Keunings [2006b] in the context of finite element methods for the Fokker–
Planck equation for a homogeneous flow of 2D FENE dumbbells, i.e., when the domain of
q is a disc.
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It is simpler to physically interpret the boundary conditions for the Fokker–Planck equa-
tion written in the variables r1, r2

∂ψ

∂t
= −

∂

∂r1
·

[
v(r1)ψ −

1

4λH
F
(

r1 − r2

`0

)
ψ

]
−

∂

∂r2
·

[
v(r2)ψ −

1

4λH
F
(

r2 − r1

`0

)
ψ

]
+

`2
0

4λH

∂2ψ

∂r2
1

+
`2

0

4λH

∂2ψ

∂r2
2

, (3.28)

rather than for Eq (1.34) in rc, q. Assume, for example, that the wall 0 is purely repulsive,
and v · n = 0 on 0 means that the normal component of the probability flux in terms of r1, r2

vanishes for configurations where one of the beads touches the wall:(
`2

0
∂ψ

∂ri
+ F

(
ri − r3−i

`0

)
ψ

)
· n = 0 for ri ∈ 0, i = 1, 2. (3.29)

Combining Eqn (3.28) with (3.29) yields the weak formulation of the problem:∫ ∫
r1,r2∈�

∂ψ

∂t
ϕ d r1d r2 =

∫ ∫
r1,r2∈�

(
v(r1) ·

∂ϕ

∂r1
+ v(r2) ·

∂ϕ

∂r2

)
ψ d r1d r2

−
1

4λH

∫ ∫
r1,r2∈�

(
`2

0
∂ψ

∂r1
+ F

(
r1 − r2

`0

)
ψ

)
·
∂ϕ

∂r1
d r1d r2

−
1

4λH

∫ ∫
r1,r2∈�

(
`2

0
∂ψ

∂r2
+ F

(
r2 − r1

`0

)
ψ

)
·
∂ϕ

∂r2
d r1d r2, (3.30)

where ϕ = ϕ(r1, r2) is a suitable test function. We note that this weak formulation is difficult
to discretize efficiently since proper account should be taken of the localization of ψ in the
subdomain of small |r1 − r2|. We prefer therefore to rewrite the problem again in terms of
rc and q, cf. (1.34). After rescaling the force as in (1.26), this yields∫

�

∫
D(rc)

∂ψ

∂t
ϕ d qd rc −

∫
�

∫
D(rc)

1

2
(v(rc + `0q/2)+ v(rc − `0q/2))ψ ·

∂ϕ

∂q
d qd rc

−

∫
�

∫
D(rc)

1

`0
(v(rc + `0q/2)− v(rc − `0q/2))ψ ·

∂ϕ

∂q
d qd rc

+
1

2λH

∫
�

∫
D(rc)

(
∂ψ

∂q
+ F(q)ψ

)
·
∂ϕ

∂q
d qd rc

+
`2

0

8λH

∫
�

∫
D(rc)

∂ψ

∂rc
·
∂ϕ

∂rc
d qdrc = 0. (3.31)
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Let us now simplify the model by approximating the difference of velocities 1
`0
(v(rc +

`0q/2)− v(rc − `0q/2)) by the differential ∇v(rc)q. This is reasonable because the most
important features of the fully nonhomogeneous flows come from the diffusion of the cen-
ters of mass of the molecules, i.e., the last term in (3.31), which we keep unchanged. We can
replace 1

2 (v(rc + `0q/2)+ v(rc − `0q/2)) by v(rc) for the same reasons. A time discretiza-
tion of (3.31) can be done by operator splitting, i.e., starting from ψn that approximates
ψ(tn), we find an approximation for ψ(tn+1) by solving two problems for ψn+1/2 and ψn+1,
the first of which takes care of the differential operators with respect to q and the second one
of those with respect to rc:∫

�

∫
D(rc)

ψn+1/2
− ψn

1t
ϕ d qd rc −

∫
�

∫
D(rc)

∇vn(rc)q · ψ
∂ϕ

∂q
d qd rc

+
1

2λH

∫
�

∫
D(rc)

(
∂ψ

∂q
+ F(q)ψ

)
·
∂ϕ

∂q
d qd rc = 0, (3.32)

∫
�

∫
D(rc)

ψn+1
− ψn+1/2

1t
ϕ d qd rc −

∫
�

∫
D(rc)

vn(rc)ψ ·
ϕ

rc
d qd rc

+
`2

0

8λH

∫
�

∫
D(rc)

∂ψ

∂rc
·
∂ϕ

∂rc
d qd rc = 0. (3.33)

We are now going to describe a discretization of problems (3.32) and (3.33) applying it to
nonhomogeneous start-up plane Poiseuille flow of a 2D FENE fluid. The flow geometry
is shown in Fig. 3.3(a) and consists of two plates y = ±d between which a dilute polymer
solution flows under a constant pressure gradient. We assume that stress and velocity depend
only on y so that the dependence on the position vector rc will be denoted in the sequel of
the section by dependence on y. Figure 3.3(b) illustrates the configuration spaces D( y) for
two different choices of y.

First step (3.32): discretization in configuration space Suppose that some grid yk ∈

[−d, d], k = 1, . . . ,Ny in the physical space. Since problem (3.32) does not contain the
derivatives in rc, it can be discretized separately at each grid point yk. As in the case of
homogeneous flows in Section 3.1, we introduce the change of variables (3.8) so that prob-
lem (3.32) can be rewritten as (cf. (3.5))∫

D( yk)

α
n+1/2
k − αn

k

1t
βd q

+

∫
D( yk)

(
−κn

kqαn+1/2
k +

b− 2s

2λHb
F(q)αn+1/2

k +
1

2λH
∇α

n+1/2
k

)

·

(
2s

b
F(q)β +∇β

)
d q = 0, (3.34)

with κn
k = ∇vn( yk). Here, αn

k is an approximation of αn( yk, q).
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(a)

y =d

y = −d

(b)

Fig. 3.3 (a) Flow between two parallel walls and GL collocation grid and (b) configuration spaces D( y) for
two different values yk of y with superposed GLL grids.

For each yk, the corresponding configuration space D( yk) is the intersection of the
disc q <

√
b and the rectangle D̃( yk) = (−

√
b,
√

b)× (−dk, dk) where dk = min(2(d −
|yk|),

√
b). We introduce in this rectangle the Gauss–Lobatto–Legendre (GLL) points

(qk,i
x , qk,j

y ), i = 0, . . . ,Nk
qx

, j = 0, . . . ,Nk
qy

, and then expand αn
k in terms of a tensorized basis

consisting of Lagrange interpolating polynomials based on these points. The unknown αn in
(3.34) is then approximated by a linear combination of these polynomials requiring that it
vanishes on D̃( yk) \ D( yk). That is, we write

αn
k (q) =

Nk
qx∑

i=0

Nk
qy∑

j=0

α̂n
ijkHk

i (qx)H
k
j (qy), (3.35)

where the coefficients α̂n
ijk are set to zero for polynomials corresponding to grid points out-

side the disc, i.e., such that (qk,i
x )

2
+ (qk,j

y )
2
≥ b. In other words, the discrete space 6k to

which both trial and test functions in configuration space belong is defined to consist of
polynomials Hk

i (qx)Hk
j (qy) with i, j such that (qk,i

x )
2
+ (qk,j

y )
2 < b. The set of such nodes

(qk,i
x , qk,j

y ) will be denoted Tk.
Let us verify numerically the validity of this approach and the influence of the parameter s

in the simplest case when the configuration space D( yk) is the whole disc, and the results can
be thus compared with those of Section 3.1. More specifically, we apply the discretization
described above to the homogeneous Fokker–Planck equation with the constant velocity
gradient κe = diag(ε̇,−ε̇). Some results are reported in Table 3.2.2. We take there the para-
meter b = 12, three increasing values of ε̇, and the meshes with Nqx = Nqy = N. We present
the relative error in the steady state extra stress (for which an analytical solution exists) only
for stable simulations, i.e., for those that the steady state can be attained by a time-marching
scheme. We observe that the fictitious domain approach seems to converge at all values of
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Table 3.2.2
The relative error εrel in the polymeric stress at steady state in extensional flows discretized by the fictitious

domain approach

(a) ε̇ = 1:

s N = 10 N = 20 N = 30 N = 40 N = 50 N = 60

0 − 8.4 · 10−2 5.8 · 10−4 9.4 · 10−5 2.5 · 10−5 9.5 · 10−6

1 7.8 · 10−2 5.5 · 10−4 5.5 · 10−7 7.5 · 10−7 2.3 · 10−7 8.9 · 10−8

3 − 3.8 · 10−4 8.8 · 10−7 2.3 · 10−8 1.8 · 10−8 1.1 · 10−8

6 − − − − 2.4 · 10−5 5.6 · 10−6

(b) ε̇ = 5:

s N = 20 N = 30 N = 40 N = 50 N = 60 N = 70

0 − − − − − 3.3 · 10−4

1 − − 1.4 · 10−3 1.4 · 10−3 3.6 · 10−5 1.2 · 10−5

3 − − − 3.2 · 10−3 7.5 · 10−5 3.0 · 10−6

6 − − − − − −

(c) ε̇ = 10:

s N = 20 N = 30 N = 40 N = 50 N = 60 N = 70

0 − − − − − −

1 − − − 1.4 · 10−2 1.8 · 10−3 1.0 · 10−4

3 − − − − − 5.1 · 10−2

6 − − − − − −

The dashes mean that the corresponding simulation is unstable so that the steady state is unattainable.

the parameter s, but the fastest convergence is achieved with s = 1. This is comparable with
the results for the previous spectral method reported in Table 3.1.1, which is in general much
more efficient.

Second step (3.33): discretization in physical space Since problem (3.33) does not con-
tain the derivatives in q, it can be discretized separately at any q : q <

√
b. Taking into

account the absence of convective derivatives in the case of a Couette flow problem (3.33)
can be rewritten for any such q as

∫
�(q)

αn+1
− αn+1/2

1t
β( y) dy+

`2
0

8λH

∫
�(q)

∂αn+1

∂y
·

dβ

dy
( y) dy = 0, (3.36)

where �(q) = (−d + `0|qy|/2, d − `0|qy|/2). We can now reinterpret (3.36) as the follow-
ing differential boundary value problem
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αn+1
− αn+1/2

1t
=

`2
0

8λH

d2αn+1

dy2
for y ∈ �(q), (3.37)

dαn+1

dy

∣∣∣∣
y=±(d−|qy|/2)

= 0.

The discretization of the second derivative in y will depend on the point of configuration
space q where it is applied. Indeed, if 1 < k < Ny and q ∈ D( yk±1), then we can use the
standard central difference approximation:

∂2αn+1

∂y2

∣∣∣∣
y=yk

=
2

hk+1 + hk

(
αn+1

k+1 − α
n+1
k

hk+1
−
αn+1

k − αn+1
k−1

hk

)
+ O(h2) (3.38)

with hk = yk − yk−1, h = maxk hk. Otherwise, αn+1
k−1 (q) or αn+1

k+1 (q) is not defined, and we

construct instead a first-order approximation for ∂2α

∂y2 ( yk, q, tn+1) using the boundary con-

dition in (3.37). We detail this approximation only in the first case when αn+1
k−1 (q) is not

defined, and the other case can be treated similarly. Let the point yb be such that a dumbbell
centered at yb with the given end-to-end vector q touches the wall, i.e., yb = −d + `0qy/2.
By assumption, yk−1 < yb ≤ yk or simply yb ≤ yk if k = 1. Let δ = |yb − yk| so that δ < h.
Using the Taylor expansion, we can write

0 =
dαn+1

dy
( yb) =

dαn+1

dy
( yk)− δ

d2αn+1

dy2
( yk)+ O(h2). (3.39)

Likewise we have

αn+1( yk+1) = α
n+1( yk)+ hk

dαn+1

dy
( yk)+

h2
k

2

d2αn+1

dy2
( yk)+ O(h3),

which in combination with (3.39) gives

∂2αn+1

∂y2

∣∣∣∣
y=yk

=
αn+1( yk+1)− α

n+1( yk)

hk(δ + hk/2)
+ O(h). (3.40)

Discretization of (3.36) is now achieved by replacing the second derivative in y by its
approximation (3.38) or (3.40). This discretization is so far described for any configura-
tion vector, but in practice, it should be implemented for all q in the ensembles of nodes
T ( yk). Since these ensembles differ from one grid point yk to another and all the grid points
are coupled by the approximations (3.38), (3.40) of the second derivative in y, their imple-
mentation requires an interpolation from one set of nodes T ( yk) to another. This is achieved
by evaluating the Lagrange polynomials in (3.35) at the points from other nodal sets.

Computing the number density and the polymeric stress Unlike a locally homogeneous
flow, the number density n of polymer molecules cannot be assumed to be constant in the
fully nonhomogeneous case. Assuming that all the mass of the polymer is concentrated at
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the dumbbell beads, we should rather compute n as

n(r, t) =
∫

D(rc)

ψ(r+ `0q/2,q, t) dq

where it is nondimensionalized by its average value navg. The Kramers expression for
the stress should be also modified accordingly as developed by Biller and Petruccione
[1987]:

τ(r, t) =
ηp

λ

b+ d+ 2

b

(
− 2n(r, t)kTδ

+

∫
D(rc)

1∫
s=0

qF(q)ψ(r+ (s− 1/2)`0q, q, t) ds d q
)
.

3.3. Numerical methods for concentrated solutions

We describe here a spectral method for the simplest reptation model of Doi–Edwards written
in the form of the Fokker–Planck equation (1.41) with the boundary conditions (1.42). We
shall treat only the case of a homogeneous flow although our approach can be easily adapted
to complex flow simulations as in Fang, Lozinski and Owens [2004]. In fact, the last paper
is devoted to a more elaborate model, namely Öttinger’s simplified uniform model (see
(Öttinger [1999])), which is an example of a modern reptation theory that incorporates the
stretching of polymer chains and the convective constraint release into the original picture
of Doi–Edwards.

We approximate the configuration probability density ψ , expressing dependence on s and
on a generic point u on the unit sphere, by

ψ(u, s, t) ≈
1∑

i=0

Ns∑
l=0

Nu∑
n=0

n∑
m=i

ψi,`,n,m(t)8
i
2n,2m(θ, ϕ)H`(s). (3.41)

In (3.41), 8i
n,m = Pm

n (cos θ)((1− i) cos mϕ + i sin mϕ) (i = 0, 1) are spherical harmonics
defined in terms of the associated Legendre polynomials Pm

n and the spherical polar coor-
dinates θ and ϕ. We note that only the spherical harmonics of even order appear in (3.41)
because of the symmetry of ψ in u. H`(s) in (3.41) are Lagrange interpolating polynomials
of degree Ns based on the GLL points sj, j = 0, . . . ,Ns scaled to the interval [−1, 1].

Inserting (3.41) into the Fokker–Planck equation (1.41) for ψ , we now seek to simplify
the terms in the square parentheses appearing on the right-hand side of (1.41). It is shown
by Fan [1989a] that

∂

∂u
·
[
(δ − uu) · κ · u8i

n,m

]
=

m+2∑
k=m−2

n+2∑
j=n−2

am,k
n,j

(
wk

j8
i
j,k + (−1)1−ivk

j8
1−i
j,k

)
, (3.42)

where the coefficients am,k
n,j and the linear combinations of velocity gradients wk

j and vk
j are

supplied in tables 1-3 of the same paper.
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Using (3.41) and (3.42), we form the product of (1.41) with a test function
8i

2p,2q(θ, ϕ)Lk(s) (i = 0, 1; p = 0, . . . ,Nu; q = i, . . . , p; k = 0, . . . ,Ns) and integrate over
configurational space B(0, 1)× (0, 1). The integral with respect to s is evaluated using a
GLL quadrature rule, and orthogonality of the spherical harmonics over B(0, 1) is exploited.
Denoting the approximation of ψi,k,p,q( j1t) by ψ j

i,k,p,q, a discretized Fokker–Planck equa-
tion can be written as

ωk

1t

(
ψ

j+1
i,k,p,q − ψ

j
i,k,p,q

)
+ ωk

p+1∑
n=p−1

q+1∑
m=q−1

a2q,2m
2p,2n

(
w2m

2n ψ
j
i,k,n,m + (−1)iv2m

2n ψ
j
1−i,k,n,m

)

+
1

π2τd

Ns∑
`=0

ψ
j
i,`,p,q

(
L′`(s),L′k(s)

)
Ns
= 0, (3.43)

where (·, ·)Ns denotes the (Ns + 1) point GLL quadrature evaluation of the L2 inner product
over [0, 1]

(u, v)Ns =

Ns∑
k=0

ωku(sk)v(sk)

with quadrature weights ωk. Once we have the probability density in the form (3.41), the
components of the orientation tensor S = 〈uu〉 may be easily computed using again the
exact integration in u and the quadrature above for integration in s.

We note that we have used the explicit Euler time marching scheme in (3.43). Strangely
enough, our numerical experiments indicate that passing to an implicit scheme does not
enhance stability of simulations for this model. A much more important stabilization effect
can be achieved by adding a diffusion term of the form D ∂

∂u ·
∂φ
∂u to (1.41). Fortunately,

this term is present in more realistic reptation models like that of Öttinger [1999]. Imple-
menting this term is straightforward as the spherical harmonics are the eigenfunctions of

the Laplace operator on the unit sphere; specifically ∂
∂u ·

∂8i
n,m
∂u = −n(n+ 1)8i

n,m, cf. Fang,
Lozinski and Owens [2004].

3.4. Models with high-dimensional configuration spaces

The number of configuration space dimensions in all the models we have considered up to
now has been low (≤ 3). A more detailed description of the polymer molecules, however,
often gives rise to models with significantly more degrees of freedom. A prototypical exam-
ple of these is the bead-spring chain model. A linear polymer molecule is represented there
by a chain consisting of (d + 1) beads joined consecutively by d massless springs. Note
that the dumbbell model (3.1) is just a special case of it with d = 1. The bead-spring chain
is represented by d random vectors qj. Their dynamics in a globally homogeneous flow is
given either by the SDEs (1.31) or by the Fokker–Planck equation (1.33) for the probability
density function ψ(t, q1, . . . , qd). The spring force is denoted here by F(q), and we consider
again the case of FENE forces given by (1.26).
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One can try to generalize the spectral method described in Section 3.1 for d = 1 to the
chains of any length. We would then use the approximation space VN defined by (3.9) to
represent the dependence of ψ , after the change of variables ψ → α as in (3.2), on each of
the vectors qj represented by (ηj, θj). More specifically, we should use the following ansatz:

α ≈
∑

i:1≤‖i‖∞≤N

αi(t)8i1(q1) · · ·8id (qd) ∈ VN ⊗ · · · ⊗ VN . (3.44)

Here, i = (i1, . . . , id) is a multi-index with the norm ||i||∞ = max(i1, . . . , id), and {8i} , i =
1, . . . ,N, is some basis for VN . We will refer to the approximation space VFTP = VN ⊗ · · · ⊗

VN as the full tensor product space. Its dimension is Nd, which makes numerical meth-
ods based directly on (3.44) prohibitively expensive even for moderate values of d, say
d ≥ 4. This phenomenon is well known under the name “the curse of dimension”: stan-
dard full tensor-product bases lead to computational effort that grows exponentially with
total dimension. To keep the cost acceptable, one therefore needs to drastically reduce the
number of terms in the sum approximating α in (3.44). One can conceive two general strate-
gies to do this, which we can term, respectively, a priori and a posteriori. In an a priori
strategy, one tries to represent α on only a small subspace VSTP ⊂ VFTP, which we call
a sparse tensor-product space and which is chosen so that it approximates any function
of interest reasonably well. The idea for the construction of VSTP goes back to Smolyak
[1963]. Very roughly speaking, one gets rid of the functions that oscillate too wildly in all
the directions q1, . . . , qd (high harmonics), so that when d = 2, for example, one keeps in
VSTP only the basis functions of the type “low harmonic(q1)× low harmonic(q2)” or “high
harmonic(q1)× low harmonic(q2)” or “low harmonic(q1)× high harmonic(q2)” but not
those of the type “high harmonic(q1)× high harmonic(q2).” In general, a high-dimensional
basis is derived from a one-dimensional basis by forming tensor products of univariate for-
mulae whose indices lie in an appropriate simplex. This approach was extensively stud-
ied in the last 20 years under the name Sparse Grids: see, for example, the review of
Bungartz and Griebel [2004] and the references therein. In particular, this method was
used for parabolic PDEs by von, Petersdorff and Schwab [2004] and by Griebel and
Oeltz [2007]. A typical result on the convergence of these methods when they are based on
a finite-element discretization of univariate functions on a mesh of size h is that one gets an
optimal convergence rate with respect to h up to a logarithmic factor∼ (log2 h)d while keep-
ing only O(h−1

| log h|d−1) basis functions in the sparse tensor product space, which should
be contrasted to O(h−d) basis functions in the full tensor product. In the present chapter,
we report on an implementation of this approach for the Fokker–Planck equation of the
bead-spring chain model, following essentially Delaunay, Lozinski and Owens [2007].

An alternative a posteriori approach to overcome the “curse of dimension” is to try to
approximate the unknown α by an m-term sum

α ≈

m∑
i=1

α
(i)
1 (q1) · · ·α

(i)
d (qd), (3.45)

where the univariate functions α(1)i (q) ∈ VN are chosen so that the sum above gives the opti-
mal or quasi-optimal approximation of α between all such m-term expressions for a fixed and
hopefully not very big m. Following Beylkin and Mohlenkamp [2002], we call the number
m the separation rank of the approximation (3.45). Note that unlike the approach of Sparse
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Grids above, we do not impose any a priori restrictions on the choice of α(i)1 (q1) · · ·α
(i)
d (qd).

The ensemble of m-term sums in (3.45) does not form a linear space so that to find the best
fitting sum one needs to solve a nonlinear optimization both in view of a theoretical justi-
fication and of a practical implementation. To perform the optimization in (3.45), Beylkin
and Mohlenkamp [2002, 2005] proposed the alternating least-squares algorithm, which
assumes that the function α is represented already in the form of the sum of products as in
(3.45) but with m̃ > m terms. Starting then from an initial approximation for the m-term sum,
one iteratively refines it. One does so only in one direction k at a time by fixing the functions
in the other directions α( j)

i , j 6= k, i = 1, . . . ,m and minimizing the norm of the resid-

ual over the functions α(k)i , j 6= k, i = 1, . . . ,m, sweeping over the directions k = 1, . . . , d.
Assuming that the minimization is done in the norm of some Hilbert space, the refinement in
the direction k amounts to standard least square univariate problem. This procedure termed
as the separation rank reduction was applied successfully to the ground-state multiparticle
Schrödinger problem by Beylkin and Mohlenkamp [2005].

An alternative and less expensive algorithm to the optimization in (3.45) is to find succes-
sively the representations of separation rank 1, 2, . . . until the needed tolerance is reached.
The mth step in this procedure assumes that we already have an (m− 1)-term approxima-
tion and we do not touch it any longer. Rather we optimize only on the term number m,
i.e., over the unknown functions {α(k)m , 1 ≤ d}. This again leads to a nonlinear optimization
problem, which can be solved by a fixed point or a Newton algorithm. This approach fits into
the framework of greedy algorithms, i.e., algorithms that seek a global optimum by making
the locally optimal choices at each iteration (see Cormen, Leiserson, Rivest and Stein
[2001]). Of course, by doing this there is no hope of producing the best m-term approxima-
tion, even if the optimization problem on each iteration is solved exactly. However, DeVore
and Temlyakov [1996], Temlyakov [2000] prove the convergence of some greedy type
algorithms for m-term approximations in Hilbert spaces. Note that similar algorithms were
proposed and studied in Mallat and Zhang [1993] under the name of Matching pursuits.

This idea of using greedy algorithms to construct successive approximations of the type
(3.45) was introduced by Ammar, Mokdad, Chinesta and Keunings [2006a], Ammar,
Ryckelynck, Chinesta and Keunings [2006b] in the context of the numerical solution
of multidimensional PDEs. It is applied there to several problems including the station-
ary Fokker–Planck equation of the FENE bead-spring chain model. In Ammar, Mokdad,
Chinesta and Keunings [2007], the approach is extended to time-dependent problems.
One should note, however, that the method in the original papers of Ammar et al. can
be interpreted as a greedy algorithm for the error minimization only for elliptic symmet-
ric problems since they can be rewritten in terms of minimization of an energy functional
(see also a more complete theoretical study in Le Bris, Lelièvre and Maday [2009]).
The extension of the method to more general problems like the Fokker–Planck equation
is done merely by analogy. In particular, its convergence is not guaranteed. We prefer,
therefore, to discuss in this chapter a more recent modification of the low-rank separation
method, introduced in Ammar, Chinesta and Falcó [2010], where one minimizes on each
iteration an L2 norm of the residual rather than a norm of the error. Such a method can
be linked with the greedy algorithms of DeVore and Temlyakov [1996] for essentially
any PDE.

Yet another way to overcome the curse of dimension in high-dimensional systems
may be based on quasi-Monte Carlo method (Niederreiter [1992]). This approach
can be viewed as somewhere between stochastic and deterministic Fokker–Planck-based



272 A. Lozinski et al. Chapter 3

methods. It was employed for the bead-spring chain model undergoing simple shear flow by
Venkiteswaran and Junk [2005a,b]. The error estimate in terms of the number of nodes M
(say) behaves like O(

√
M), independently of the dimension. Although this is no better than

for a standard Monte Carlo method, the method of these papers manifested less variance in
the results, and for fixed accuracy, the authors achieved an improvement in the computa-
tional time over the simple Monte Carlo method.

3.4.1. A high-order sparse tensor product Fokker–Planck-based method

Let us first explain the idea of the method of sparse grids on the simplest example of the
Poisson problem in the d-dimensional hypercube � = (0, 1)d: given the function f : �→
R find u : �→ R such that

−1u = f in �, u|∂� = 0. (3.46)

We start by defining some nested finite element spaces Vl, l = 1, . . . ,L such that Vl ⊂ Vl+1.
The simplest choice is to take Vl ⊂ H1

0([0, 1]) as the set of piecewise linear functions on the
uniform division Tl of the segment [0, 1] into 2l segments so that dim Vl = 2l

− 1. We then
introduce the increment spaces Wl, l = 1, . . . ,L such that W1 = V1 and Vl = Vl−1 ⊕Wl,
Wl = (I − Pl−1)Vl for l > 1. Here, Pl, l = 1, . . . ,L, are some projectors C0([0, 1])→ Vl,
which are usually taken either as a nodal interpolation on Tl or as the orthogonal projector in
L2. These univariate spaces are then used to construct a multi variate sparse tensor product
space

VSTP =
⊕

k:d≤‖k‖1≤d+l−1

Wk1

⊗
· · ·

⊗
Wkd , (3.47)

and the approximate solution uL ∈ VSTP is sought by using a Galerkin method∫
�

∇u · ∇v =
∫
�

fv, ∀v ∈ VSTP.

It can be proved (see, for example, Bungartz and Griebel [2004]) that the error ||∇(uL −

u)||L2(�) is O(2−LLd), while the dimension of VSTP is only O(2LLd−1). Note that a standard
Galerkin approximation on the full tensor product space VL

⊗
· · ·
⊗
VL would lead to a

slightly better error estimate of O(2−L), but the dimension of the discrete problem would
grow exponentially in d like O(2Ld).

To clarify the construction of the sparse tensor product, we can construct a basis
{φ1, . . . , φ2L−1} such that V1 =W1 = span(φ1), W2 = span(φ2, φ3), and so on till WL =

span(φ2L−1 , φ2L−1). Letting i = (i1, . . . , id) be a d-dimensional multi-index, we introduce
the product functions

8i(x1, . . . , xd) =

d∏
j=1

ϕij(xj). (3.48)

A basis of VSTP is formed by functions 8i with the multi-indices from the set

IL,d = {i ∈ Nd : 2kj−1
≤ ij ≤ 2kj − 1 for k ∈ Nd : d ≤‖ k ‖1≤ d + l− 1}. (3.49)
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We would here like to adapt the ideas above to the solution of the Fokker–Planck equation
(1.33) of the bead-spring chain model with 2D FENE connectors. We rewrite this equation
for ψ(t, q1, . . . , qd), qi ∈ D in terms of univariate operators acting on functions of a single
vector q ∈ D:

∂ψ

∂t
= L(d)FP(ψ) = −

d∑
k=1

Lkψ +
1

4λH

d∑
k=2

(Nk−1
x Mk

x + Nk−1
y Mk

y)ψ

+
1

4λH

d−1∑
k=1

(Nk+1
x Mk

x + Nk+1
y Mk

y)ψ, (3.50)

where the operators L, Mx,y, and Nx,y are defined by the following variational formulations
for any appropriate functions ψ(q), φ(q)

∫
D

(Lψ)φd q =
∫
D

(
−∇v · q+

1

2λH
F(q)+

1

2λH

∂

∂q

)
ψ ·

∂φ

∂q
d q, (3.51)

∫
D

(Mxψ)φd q =
∫
D

ψ
∂φ

∂qx
d q,

∫
D

(Myψ)φd q =
∫
D

ψ
∂φ

∂qy
d q,

∫
D

(Nxψ)φd q =
∫
D

(
Fx(q)+

∂

∂qx

)
ψφd q,

∫
D

(Nyψ)φdq =
∫
D

(
Fy(q)+

∂

∂qy

)
ψφdq.

The upper index k is used in (3.50) to indicate that the corresponding univariate operator
acts in the direction of the dumbbell number k, for example, Lk

= I ⊗ · · · ⊗ L⊗ · · · ⊗ I
where the operator L is in the kth position. The operator L is precisely the operator from
the Fokker–Planck equation of the dumbbell model (3.1). We would therefore like to use
the spectral methods developed in Section 3.1 to discretize the univariate operators in (3.50)
and to construct the univariate approximation spaces Vl. However, it is not clear how to
generalize the construction outlined above in the case of the Laplacian to the present problem
since there is no straightforward choice for the nested triangulations Tl in the context of
spectral methods on a two-dimensional disc. Alternatively, one can directly choose some
basis functions {ψ1(q), . . . , ψ2L−1(q)} and define the spaces Vl and Wl as

Vl = span{ψ1, . . . , ψ2l−1}, Wl = span{ψ2l−1 , . . . , ψ2l−1} (3.52)

with l = 1, . . . ,L. Since the essential feature of the increment spaces Vl is that they contain
more and more oscillating function when l increases, an appropriate choice for ψi can be to
take them as the eigenfunctions of the univariate dumbbell operator LFP. More specifically,
for the level of approximation L, we compute numerically the leading 2L

− 1 eigenfunctions
ψ1(q), . . . , ψ2L−1(q) corresponding to the eigenvalues λ1, . . . , λ2L−1 as

−L(1)FPψi = Lψi = λiψi. (3.53)

The eigenvalues are numbered so that 0 = λ1 < Re(λ2) ≤ Re(λ3) ≤ · · · .
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Construction of an eigenbasis The discretization of the univariate operator L = L(1)FP can
be done along the same lines as in Section 3.1. We can no longer suppose, however, that
ψi(q) are even functions (ψi(−q) = ψi(q)) since they will be used to represent the prob-
ability density of dumbbells in a chain, and the beads in the chain cannot be arbitrarily
renumbered. Therefore, we should add to the approximation space (3.9) some functions
to approximate the odd part of ψ , i.e., the products of odd Fourier harmonics in θ with
the appropriate radial functions in r. The change of variables (3.8) does not fit to the odd
harmonics because the corresponding radial function should vanish at r = 0. It is natu-
ral to approximate these functions by polynomials containing only the odd powers of r.
We adapt (3.8) accordingly as follows. Any ψ(q) representing a probability density of a
dumbbell is first decomposed into the sum of its even ψ0(q) = (ψ(q)+ ψ(−q))/2 and odd
ψ1(q) = (ψ(q)− ψ(−q))/2 parts. We define then α0 and α1 as

ψ0 =

(
1−

ρ2

b

)s

α0, ψ1 = ρ

(
1−

ρ2

b

)s

α1, (3.54)

with some real parameter s and finally recombine α0 and α1 into α = α0 + α1. This change
of variables ψ → α will be denoted by the operator R, i.e., ψ = Rα. Analogously, we
introduce the operator R∗ to represent the test functions so that for any suitable function φ,
we define β = R∗φ = β0 + β1 with

φ0 =

(
1−

ρ2

b

)−s

β0, φ1 =
1

ρ

(
1−

ρ2

b

)−s

β1, (3.55)

φ0 and φ1 being the even and the odd parts of φ. The finite dimensional space in which the
new unknown α will be approximated is only slightly different from (3.9):

VN = span{hk(η)8̃il(θ), i = 0, 1, i ≤ l ≤ 2NF, 1 ≤ k ≤ NR}, (3.56)

where {hk(η)}1≤k≤NR are Lagrange interpolating polynomials based on the GL points ηi, i =
1, . . . ,NR, 8̃il(θ) = (1− i) cos(lθ)+ i sin(lθ), i = 0, 1, l = i, . . . ,NF , and N = dimVN =

NR(4NF + 1). The eigenproblem (3.53) can now be discretized as follows: find ψi = Rαi

with αi ∈ VN such that(
−κqRαi +

1

2λH
F(q)Rαi +

1

2λH
∇Rαi,∇R∗β

)
NR,NF

= λi (αi, β)NR,NF
, ∀β ∈ VN . (3.57)

As in Section 3.1, the notation (·, ·)NR,NF here stands for the numerical evaluation of
∫

D ·d q
where the integrals with respect to η are evaluated using the standard Gauss quadrature rule
based on the GL points, and integrals with respect to θ are evaluated analytically.

The bilinear forms (3.51) will also be used to discretize the operators L, Mx,y, and Nx,y

in the same manner as in (3.57). These discretization will be denoted as L̂, M̂x,y, and N̂x,y so
that, for instance, M̂x : RVN → RVN is defined for any α ∈ VN as

(M̂xRα,R∗β)NR,NF =

(
RαN,

∂

∂qx
R∗βN

)
NR,NF

, ∀β ∈ Vn.
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Multidimensional problem Returning to the multidimensional problem (3.50), a
straight-forward implementation of the sparse tensor product method would read: find
ψ(t) ∈ VSTP, i.e., ψ(t) =

∑
i∈IL,d

ψi(t)8i with 8i(q1, . . . , qd) = ψi1(q1) · · ·ψid (qd) =

Rαi1(q1) · · ·Rαid (qd) such that

∑
i∈IL,d

∂ψi

∂t

(
8i, 8̃j

)
NR,NF,d

=

∑
i∈IL,d

ψi

(
L(d)FP8i, 8̃j

)
NR,NF,d

∀j ∈ IL,d, (3.58)

where 8̃i(q1, . . . , qd) = R∗αi1(q1) · · ·R∗αid (qd) and (·, ·)NR,NF,d stands for a multidimen-
sional extension of the univariate quadrature (·, ·)NR,NF

so that, for instance,

(
8i, 8̃j

)
NR,NF,d

=

d∏
k=1

(
αik , αjk

)
NR,NF

.

Numerically we have found however that the convergence of this approximation is very
slow. Much better results are obtained if the trial functions in (3.58) are replaced by the func-
tions8∗j ∈ R

∗VN that form the basis dual to the basis {8i}. The functions8∗j are defined for

any multi-index j ∈ Nd as 8∗j (q1, . . . , qd) =
∏d

k=1 ψ
∗
jk
(qk) where ψ∗j = R∗βj and βj ∈ VN

are chosen so that

〈αi, βj〉NR,NF = δij, i, j = 1, . . . ,N. (3.59)

In practice, the vectors in Rd representing βj in the basis of the dual space V ′N can be cheaply
constructed as the right eigenvectors of the matrix in the right-hand side of (3.57). Using8∗j
as the trial functions leads to the following Petrov–Galerkin approximation of (3.50): find
ψ(t) =

∑
i∈IL,d

ψi(t)8i such that

∂ψj

∂t
=

∑
i∈IL,d

ψi

(
L(d)FP8i,8

∗
j

)
NR,NF,d

∀j ∈ IL,d. (3.60)

A detailed form of the last equation reads

dψj(t)

dt
= −

d∑
k=1

Nl∑
ik=1

ψj1...jk−1ikjk+1...jd (̂Lψik , ψ
∗
jk )NR,NF

+
1

4λH

d∑
k=2

Nl∑
ik−1=1

Nl∑
ik=1

ψj1...jk−2ik−1ikjk+1...jd

×

[
(N̂xψik−1 , ψ

∗
jk−1
)NR,NF (M̂xψik , ψ

∗
jk )NR,NF

+ (N̂yψik−1 , ψ
∗
jk−1
)NR,NF (M̂yψik , ψ

∗
jk )NR,NF

]
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+
1

4λH

d−1∑
k=1

Nl∑
ik=1

Nl∑
ik+1=1

ψj1...jk−1ikik+1jk+2...jd

×

[
(M̂xψ ik , ψ

∗
jk )NR,NF (N̂xψik+1 , ψ

∗
jk+1
)NR,NF

+ (M̂yψik , ψ
∗
jk )NR,NF (N̂yψik+1 , ψ

∗
jk+1
)NR,NF

]
. (3.61)

Discretization in time is affected via a semi-implicit scheme where the operators Lk are
treated implicitly and the others explicitly. We need thus to invert the matrix correspond-
ing to the operator δ −1t

∑d
k=1 Lk, which can be very expensive. We therefore replace

this matrix by
⊗d

k=1

(
δ −1t̂Lk

)
and thereby introduce an error of order O(1t2). Only the

matrices corresponding to one-dimensional operators need therefore to be inverted.
The elastic extra-stress tensor τ may be written in the form τ =

∑d
j=1 τ j, where τ j is

the contribution of the jth segment in all the polymer chains of the solution to the total
elastic extra stress. In the case of a homogeneous flow, the stress depends only on time. The
Kramers expression for τ j at time n1t now reads

τ j(n1t) ≈
ηp

λH

b+ 4

b

∫
Dd

qj

⊗
F(qj)ψ(n1t, q1, . . . , qd)− δ

. (3.62)

3.4.2. Low-rank separation algorithms

We turn now to another class of methods suitable for high-dimensional problems, namely the
methods introduced by Ammar, Mokdad, Chinesta and Keunings [2006a, 2007], which
construct successive terms in the separated representation (3.45) in an iterative manner. A
mathematical justification of this approach can be provided by the results of DeVore and
Temlyakov [1996] on greedy algorithms. They treat a general problem of approximation in
a Hilbert space H by elements from a prescribed set satisfying some quite general hypothe-
ses. To be more precise, suppose that H is equipped with an inner product 〈·, ·〉 so that the
induced norm ||x|| := 〈x, x〉1/2. Let us call a system D of elements from H a dictionary if
each g ∈ D has norm one (||g|| = 1) and its linear span is dense in H. We let 6m denote the
collection of all functions in H, which can be expressed as a linear combination of at most
m elements of D

6m =

{
s =

m∑
i=1

ciwi, ci ∈ R, wi ∈ D
}
.

For a function u ∈ H, we seek for successive approximations um ∈ 6m so that um → u in H
as m→∞. The simplest way to do it is the Pure Greedy Algorithm: set u0 = 0 and define
inductively for each m ≥ 1

um = um−1 + G(u− um−1), (3.63)

where G(v) ∈ 61 for any v ∈ H denotes an element from61, which minimizes ||v− g|| over
g ∈ 61. The above algorithm is greedy in the sense that at each iteration, it approximates
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the residual Rm = u− um−1 as well as possible by a single function from D. It is easy to
see that each step of the algorithm provides the best m-term approximation to u in the case
when D is an orthonormal basis of H. In general, it is not so, but it is proved in DeVore
and Temlyakov [1996] that the error ||um − u|| is bounded by Mm−1/6 for any u from the
closure of the set

Ao
1(D,M)=

{
u ∈ H : u=

s∑
i=1

ciwi, s <∞, ci ∈R, wi ∈D,
s∑

i=1

|ci| ≤ M

}
, (3.64)

for some M ≥ 0. The theoretical rate of convergence can be improved if at each step of
the greedy algorithm above we rearrange the coefficients before the terms composing um =∑m

i=1 αiu(i), αi ∈ R, u(i) ∈ D so that it gives the best approximation to u. This idea gives
rise to Orthogonal Greedy Algorithms in which one constructs a sequence ũm ∈ 6m, setting
ũ0 = 0 and then defining inductively

ũ(m) =
G(u− ũm−1)

||G(u− ũm−1)||
,

ũm =

m∑
i=1

α̃(i)m ũ(i) such that
〈̃
um, u(i)

〉
=

〈
u, u(i)

〉
for i = 1, . . . ,m. (3.65)

In other words, ũm is the orthogonal projection of u on span{̃u(1), . . . , ũ(m)}. The error
||̃um − u|| is bounded by Mm−1/2 for any u from the closure of the set (3.64).

Example: Poisson problem Let us apply the algorithms described above to the approxi-
mation of the solution u to the Poisson problem (3.46) in the d-dimensional hypercube � =
[0, 1]d. We set H = H1

0(�) equipped with the inner product < u, v >= a(u, v) =
∫
�
∇u ·

∇vdx and the corresponding norm ||u||2 =
∫
�
|∇u|2dx. The weak formulation of the Poisson

problem reads: find u ∈ H such that

a(u, v) =
∫
�

fv, ∀v ∈ H. (3.66)

We want to approximate the unknown solution u by m-term sums of the form

um =

m∑
i=1

αiu
(i)
1 (x1) · · · u

(i)
d (xd). (3.67)

In the abstract language of the preceding paragraph, this means that we seek approximation
in the linear spans of the functions from the dictionary

D =
{

d∏
k=1

uk(xk) for uk ∈ H1
0(0, 1),

∥∥∥∥∥
d∏

k=1

uk(xk)

∥∥∥∥∥ = 1

}
.

To implement the greedy algorithms, we should be able to find the best approximation in

61 = RD =
{

d∏
k=1

uk(xk) for uk ∈ H1
0(0, 1)

}
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of any function r ∈ H, i.e., to minimize ||r − g|| over u ∈ 61. The necessary condition for
the minimum is vanishing of the first variation

δ||u− r||2 = 0 ⇐⇒ a(u− r, δu) = 0, (3.68)

for all δu of the form

δu = δu1(x1)u2(x2) · · · ud(xd)+ u1(x1)δu2(x2) · · · ud(xd)

+ · · · + u1(x1)u2(x2) · · · δud(xd) (3.69)

with any δu1, δu2, . . . , δud ∈ H.
We can now write down the Pure Greedy Algorithm (3.63) for the Poisson problem

(3.66). On the mth iteration, we have the approximation um−1 of the form (3.67), and we
want to find the best possible approximation û ∈ 61 of the residual

r = u−
m−1∑
i=1

αi

d∏
k=1

u(i)k (xk).

The function û = û1(x1) · · · ûd(xd) should satisfy (3.68). Denoting δuk as vk and taking into
account (3.66), we can rewrite (3.68) as

a

 d∏
s=1

ûs(xs),
∏

t=1,...,d
t 6=k

ût(xt)vk(xk)

 = ∫
�

f
∏

t=1,...,d
t 6=k

ût(xt)vk(xk) dx

−

m−1∑
i=1

αia

 d∏
s=1

u(i)s (xs),
∏

t=1,...,d
t 6=k

ût(xt)vk(xk)

, ∀vk ∈ H(0, 1). (3.70)

This can be rewritten more explicitly in a strong form as a set of d coupled boundary valued
problems for ûk ∈ H1

0(0, 1), k = 1, . . . , d:

(−û′′k )
∏

t=1,...,d
t 6=k

(ût, ût)+ ûk

d∑
j=1,...,d

j6=k

(û′j, û′j)
∏

t=1,...,d
t 6=k,j

(ût, ût)

=

∫
�

f
∏

t=1,...,d
t 6=k

ût(xt) dx′k (3.71)

−

m−1∑
i=1

αi

(−u(i)′′k )
∏

t=1,...,d
t 6=k

(u(i)t , ût)+ u(i)k

d∑
j=1,...,d

j6=k

(u(i)′j , û′j)
∏

t=1,...,d
t 6=k,j

(u(i)t , ût)
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with the notation dx′k = dx1 · · · dxk−1dxk+1 · · · dxd. Once a solution of this problem is
known, one can update the iterate in the Pure Greedy Algorithm by setting

u(m)k =
ûk

||ûk||
, k = 1, . . . , d, αm = ||û1|| · · · ||ûd||. (3.72)

Turning to the Orthogonal Greedy Algorithms, we note that it also seeks successive
approximation to u of the form (3.67) with coefficients α that are allowed to vary from
one iteration to another:

um =

m∑
i=1

α(i)m u(i)1 (x1) · · · u
(i)
d (xd). (3.73)

The step number m of this algorithm is composed of two substeps. The first one is the same
as before, i.e., the set of boundary value problems (3.71) for ûk with αi replaced by α(i)m−1.

The second one adjusts the coefficients α(i)m by setting u(m)k = ûk/||ûk|| and solving for α(i)m

a

(
m∑

i=1

α(i)m u(i)1 (x1) · · · u
(i)
d (xd), u( j)

1 (x1) · · · u
( j)
d (xd)

)

=

∫
f (x)u( j)

1 (x1) · · · u
( j)
d (xd) dx, for j = 1, . . . ,m. (3.74)

We recall that both Pure and Orthogonal algorithms are guaranteed to converge at least
when the exact solution u is sufficiently smooth so that the constant M in (3.64) is finite. Note
that this constant is evidently finite if the Hilbert space H is finite dimensional so that both
greedy algorithms should converge on the discrete level, when all the problems in (3.71) are
discretized by some numerical method. This results is also proved independently in Ammar,
Chinesta and Falcó [2010].

Generalizations for a broad class of problems We first observe that the Laplace operator
A = −1 in the Poisson problem (3.66) above can be rewritten in a separated form

A =

Nop∑
n=1

d⊗
j=1

An
j (3.75)

with Nop = d and the univariate operators An
j : H1

0(0, 1)→ H1
0(0, 1) defined by (Aj

ju, v) =

(u′, v′) ∀v ∈ H1
0(0, 1), and An

j u = u if n 6= j. Let us suppose for simplicity that the right-hand
side is also of separated form

f =

Nf∑
n=1

d⊗
j=1

f n
j (3.76)
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with some f n
j ∈ L2(0, 1). The problem (3.71) on the mth step of the Orthogonal Greedy

Algorithm becomes in these notations after replacing αi by α(i)m−1

Nop∑
n=1

∏
t=1...d

t 6=k

(An
t ût, ût)A

n
k

 ûk =

Nf∑
n=1

∏
t=1...d

t 6=k

( f n
t , ût)f

n
k

−

m−1∑
i=1

α
(i)
m−1

Nop∑
n=1

∏
t=1...d

t 6=k

(An
t u(i)t , ût)A

n
k

 u(i)k . (3.77)

We now note that the problem (3.77) makes sense for a general linear problem of the form
Au = f in which the unknown u is searched in a Hilbert space H that is a tensor product
of univariate Hilbert spaces H = H1 ⊗ · · · ⊗ Hd, and the operator A : H→ H has the form
(3.75) with some An

j : Hj → Hj. This idea is the basis of the method of a separated repre-
sentations introduced in Ammar, Mokdad, Chinesta and Keunings [2006a, 2007]. More
precisely, each iteration of this method aims at constructing the mth term in the approxima-
tion um =

∑m
i=1 α

(i)
m u(i)1 ⊗ · · · ⊗ u(i)d of the solution u to the problem Au = f with a given f

supposing that the first m− 1 terms are already known. It consists of two substeps. The first
one, referred to as the basis enrichment step and corresponding to an iteration of the Pure
Greedy Algorithm, consists in solving the nonlinear system of equations in (3.77) for ûk,
k = 1, . . . , d and setting u(m)k = ûk/||ûk||. The second substep is referred to as the projection
step and is a natural generalization of (3.74) in the Orthogonal Greedy Algorithm. It is the
standard Galerkin approximation over the basis {u(i)1 ⊗ · · · ⊗ u(i)d , i = 1, . . . ,m}. One thus

solves the linear system for α(i)m , i = 1, . . . ,m given by

m∑
i=1

Nop∑
n=1

d∏
t=1

(An
t u(i)t , u( j)

t )An
k

α(i)m =

Nf∑
n=1

d∏
t=1

( f n
t , u( j)

t ), (3.78)

for j = 1, . . . ,m.
The method was applied in the original articles by Ammar et al. to a variety of multidi-

mensional problems including the Poisson problem, the time-dependent advection-diffusion
problem, the 2D FENE dumbbell model, and 1D FENE bead-spring chain model (both in
a homogeneous flow). The last model involves the time-dependent Fokker–Planck equation
with the differential operator having a natural separated representation so that the applica-
tion of the method (3.77) and (3.78) is mostly straightforward. The only difficulty is how to
treat the dependence of the unknown on time. The paper of Ammar, Mokdad, Chinesta
and Keunings [2007] proposes a nonincremental strategy for this, treating time as just one
of the independent variables alongside q1, . . . , qd for a chain consisting of d springs. Since
the initial conditions are not homogeneous (one usually takes the equilibrium solution as
the initial condition), one should first make the change of variables ψ = ψeq + ψ̃ so that
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ψ̃ |t=0 = 0 and then approximate ψ̃ by sums of the form

ψ̃(q1, . . . , qd, t) ≈
m∑

i=1

α(i)m ψ
(i)
1 (q1) · · ·ψ

(i)
d (qd)ψ

(i)
d+1(t), (3.79)

where all the functions ψ (d+1)
0 (t) vanish at t = 0. One applies thus the iterative algorithm

(3.77) and (3.78) with u replaced by ψ̃ and d replace by d + 1. An alternative, incremental
strategy to treat the dependence on time is implemented in Leonenko and Phillips [2009]
for the same problem of 1D FENE chains. One uses there a standard implicit Euler time
marching scheme, which gives a multidimensional problem at each time step, and an approx-
imate separated representation to it is searched by the algorithm (3.77) and (3.78) on each
time step. Either way, the univariate problems in (3.77) can be discretized by any numeri-
cal methods. Finite elements in space and time were used in Ammar, Mokdad, Chinesta
and Keunings [2006a, 2007], while the spectral methods were chosen in Leonenko and
Phillips [2009]. These univariate problems are coupled in a nonlinear fashion so that
one needs an iterative method to solve them. The simplest approach advocated in Ammar,
Mokdad, Chinesta and Keunings [2006a, 2007] consists in solving the linear problems
for ûk in (3.77) one after another for k = 1, . . . , d taking each time the latest available
approximations for the other unknowns ûj, j 6= k. One repeats these iterations until a fixed
point is attained below some tolerance. It is proven in Ammar, Chinesta and Falcó [2010]
that such a procedure, referred to as the Block Coordinated Descent Algorithm, converges to
a critical point of the coupled nonlinear problem. Some results using Newton iterations were
also obtained in Ammar, Mokdad, Chinesta and Keunings [2006a], but no comparison
between the two approaches is reported.

Although accurate approximations of very low separation rank (usually m ≤ 5) to the
solutions of several multidimensional problems are reported in the above-cited papers, one
should emphasize, however, that the reduced representation method as presented by (3.77)
and (3.78) is equivalent to the theoretically substantiated greedy algorithms only if the opera-
tor A is symmetric positive definite as it is the case with the Laplace operator. This method is
thus not guaranteed to converge (as m→∞) for nonsymetric and/or time-dependent prob-
lems as the Fokker–Planck equation. Fortunately, one can easily modify the method so that
to recover the framework of a greedy approximation algorithm eventually for any operator A
as proposed in Ammar, Chinesta and Falcó [2010]. The key idea there is to construct the
approximations um =

∑m
i=1 α

(m)
i u(i)1 ⊗ · · · ⊗ u(i)d to the solution u of Au = f that minimize

a norm of the residual f − Aum = A(u− um) rather than that of the error um − u as before.
Indeed, given any invertible operator A whose image is in a Hilbert space with the inner
product (·, ·), one can introduce the inner product (A·,A·) on the domain of A and apply the
Orthogonal Greedy Algorithm for the approximation with respect to the norm || · ||A induced
by this product. Thus, to construct the best rank-one approximation û = û1 ⊗ · · · ⊗ ûd to a
given function u that minimizes ||û− u||A = ||Aû− f || with f = Au, one should solve the
following set of nonlinear problems

(Aû− f ,A(û1
⊗ · · · ⊗ vk

⊗ · · · ⊗ ûd)) = 0 (3.80)

for k = 1, . . . , d and any vk such that û1
⊗ · · · ⊗ vk

⊗ · · · ⊗ ûd is in the domain of A. Sup-
posing again that operator A and the right-hand side f are written in the separated form (3.75)
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and (3.76), and noting that mth iteration of the Orthogonal Greedy Algorithm with respect
to the norm || · ||A involves the minimization problem (3.80) with f replaced by the residual

rm−1 = f − A
(∑m

i=1 α
(m−1)
i u(i)1 ⊗ · · · ⊗ u(i)d

)
, we rewrite it in the strong form as

Nop∑
n=1

Nop∑
n′=1

∏
t=1...d

t 6=k

(An
t ût,An′

t ût)(A
n
k)
∗An′

k

 ûk =

Nf∑
n=1

Nop∑
n′=1

∏
t=1...d

t 6=k

( f n
t ,An′

t ût)f
n
k

−

m−1∑
i=1

α
(m−1)
i

Nop∑
n=1

Nop∑
n′=1

∏
t=1...d

t 6=k

(An
t u(i)t ,An′

t ût)(A
n
k)
∗An′

k

 u(i)k . (3.81)

Each iteration of the modified algorithm proceeds thus by solving the last system of equa-
tions for ûk, k = 1, . . . , d supposing that the preceding approximation um−1 is already com-
puted, setting u(m)k = ûk/||ûk|| and finally adjusting the coefficients α(m)i , i = 1, . . . ,m by
solving the linear system

m∑
i=1

Nop∑
n=1

Nop∑
n′=1

d∏
t=1

(An
t u(i)t ,An′

t u( j)
t )An

k

α(m)i =

Nf∑
n=1

Nop∑
n′=1

d∏
t=1

( f n
t ,An′

t u( j)
t ), (3.82)

for j = 1, . . . ,m. We will refer to the algorithm (3.81) and (3.82) as the minimizing residual
low-rank representation algorithm and will report some numerical results for it at the end of
the next chapter.



Chapter 4

Numerical Results

We now use the numerical techniques outlined in the previous chapters in order to solve the
governing equations for some popular benchmark problems. A dimensionless form of the
equations of motion (1.1) may be written as

Re
Dv
Dt
− β∇2v+∇p = ∇ · τ , (4.1)

∇ · v, (4.2)

where Re is a Reynolds number and β denotes the ratio between the Newtonian (solvent)
viscosity and the sum of the Newtonian viscosity and a zero shear-rate polymeric viscos-
ity. As explained in the Introduction, Eqns (4.1) and (4.2) are coupled with a constitutive
equation for the stress field τ , where this is available, or with a kinetic theory model for the
stress, if not. In Section 4.1, the Brownian configuration fields method described in Section
2.3 is used for the simulation of the flow of a dilute solution of both Hookean and FENE
dumbbells around a confined cylinder, and comparison is made with computations of the
same flow of, respectively, an Oldroyd-B and FENE-P fluid. For all computations involving
solutions of dumbbells, the Kramers expression (see (1.39)) for the dimensionless elastic
stress

τ =
(1− β)αb,d

We
(−δ + 〈qF〉), (4.3)

is used for the stress calculator, where We denotes a dimensionless characteristic shear rate
and is called the Weissenberg number. The parameter αb,d has already been defined in (1.40).
In Section 4.2, the Fokker–Planck-based spectral methods of Section 3.1 are compared with
stochastic methods for the solution of start-up plane Couette flow and steady Poiseuille flow
of a FENE fluid. Then, steady Poiseuille flow in a narrow channel is considered in Sec-
tion 4.3 in order to showcase the Fokker–Planck-based spectral methods of Section 3.2 for
nonhomogeneous flows of a dilute polymer solution. The flow of melts and concentrated
polymeric solutions may be dealt with using the methods of Section 3.3, and these are here
applied to the calculation of the evolution of the shear stress in a homogeneous shear flow.
Finally, in Section 4.5, the approach of low-rank separation representations and of sparse
tensor product Fokker–Planck-based spectral methods, both discussed in Section 3.4, is used
for flows involving model polymers having higher dimensional configuration spaces. Com-
parisons are made with stochastic methods.
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4.1. Second-generation micro–macro techniques

The complex problem of flow past a cylinder placed symmetrically in a channel is considered
in this section. The aspect or blockage ratio is defined to be 3 = R

H , where R is the radius
of the cylinder and H is the half-width of the channel. We consider the 50% blockage case,
i.e., 3 = 0.5. This value has been chosen consistently as one of the benchmark problems
in the field of computational rheology. The cylinder benchmark problem is acknowledged
to be more difficult than the related sphere problem because, for the same aspect ratio 3,
the planar flow past a cylinder undergoes a stronger contraction and expansion than the
axisymmetric flow past a sphere. A comprehensive discussion of these problems (flow past
a cylinder and sphere) can be found in the monograph of Owens and Phillips [2002].

A transient scheme is used to solve the problem in which the solution of the conservation
laws is decoupled from the solution of the evolution equation for the Brownian configuration
fields within each time step. The coupling between the macroscopic and microscopic stages
is achieved as follows: after the microscopic stage, the extra-stress tensor is evaluated by
taking an arithmetic mean over the Nf configuration fields, and then, its divergence is com-
puted and used to form the source term in the momentum equation. After the microscopic
stage, the new velocity field is used to evolve the Brownian configuration fields forward in
time over the next time step. In the macroscopic stage, all terms in the field equations are
discretized implicitly except the divergence of the extra-stress tensor. In the microscopic
stage, the stochastic differential equation for the configuration fields is discretized using
second-order explicit schemes.

The basis of the numerical method employed for the stochastic simulations is the method
of Brownian configuration fields. The spectral element method is used to discretize the gov-
erning equations in space. Full details of the method may be found in Phillips and Smith
[2006], Vargas, Manero and Phillips [2009].

Although the dimensionless drag coefficient is often used in the literature as a measure for
testing the accuracy of numerical approximations to the solution of flow past a cylinder by
comparing predictions with other results in the literature, it may not be sensitive to inaccu-
racies in the stress components away from the cylinder surface. Therefore, it is important to
examine the behavior of the stress components globally since numerical oscillations or other
mesh dependent features may be overseen by simply concentrating on the computation of
the drag coefficient. The expression for a dimensionless drag on the cylinder is

F = 2

π∫
0

{(
−p+ 2β

∂u

∂x
+ τxx

)
cos θ +

(
β

(
∂v

∂x
+
∂u

∂y

)
+ τxy

)
sin θ

}
dθ. (4.4)

4.1.1. Oldroyd-B and Hookean dumbbell models

Here, we compare macroscopic predictions using the Oldroyd-B model with micro–macro
predictions based on the evolution of Brownian configuration fields using Hookean dumb-
bells. Since the Hookean dumbbell model is mathematically equivalent to the Oldroyd-B
model, this comparison serves to demonstrate the reliability of the micro–macro approach
in simulating a complex flow. A comparison of the evolution of the drag predicted by the
two models is given in Fig. 4.1 for We = 1 and Re = 0.01. Very good agreement is obtained
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Fig. 4.1 Comparison of the dimensionless drag on the cylinder using the Oldroyd-B and Hookean dumbbell
models for We = 1, Re = 0.01, and β = 1/9 with N = 6. For the Hookean dumbbell model Nf = 2000.

between the two approaches particularly as steady state is reached. In the micro–macro com-
putation Nf = 2000 Brownian configuration fields are used, and for both sets of computa-
tions, the polynomial order N in each spectral element was taken to be 6.

However, good agreement of the two approaches as far as the calculation of the drag is
concerned should not be interpreted as meaning that the corresponding global fields are nec-
essarily in close agreement as well. We demonstrate that the corresponding global fields are
also in agreement by comparing contours of the components of the extra-stress tensor gener-
ated by the macroscopic and micro-macro approaches. This comparison is shown in Fig. 4.2.
Excellent quantitative agreement is obtained across the two approaches as evidenced by the
fine scale features predicted and the location of contours of the same height.

4.1.2. FENE and FENE-P models

Our study of FENE models begins with a discussion of the influence of the discretization
parameters on the evolution of the drag for We = 3, Re = 0.01, β = 1/9, and b = 50. In
Fig. 4.3, we present the evolution of the drag on the cylinder as a function of polynomial
order, N, for the FENE model. The number of spectral elements remains constant in these
simulations. These results demonstrate that mesh convergence is obtained as the order of the
approximation is increased. Very little difference is observed in the evolution of the drag for
N > 5, and certainly as steady state is reached, the agreement is very good. The differences
that exist can be explained by appealing to the noise in the stochastic simulations.

In Fig. 4.4, we show the influence of the number configuration fields, Nf , on the evolu-
tion of the drag. Steadily increasing the number of configuration fields, Nf = 100, 500, 1000,
2000, reduces the temporal fluctuations in the drag as expected. The large temporal fluctua-
tions in the drag that are present when Nf = 100 are substantially reduced when Nf = 500.
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Fig. 4.2 Comparison of contour plots of the stress components generated using the Oldroyd-B model (left)
and the Hookean dumbbell model (right) for We = 1, Re = 0.01, and β = 1/9 with N = 6. For the Hookean
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Fig. 4.3 Effect of mesh refinement: drag on the cylinder for the FENE model with We = 3, Re = 0.01,
β = 1/9, and b = 50 for 4 ≤ N ≤ 10 and Nf = 2000.

Again we see general improvement in the prediction of the drag with refinement in terms
the microscopic part of the calculation, and there is very little difference when the number
of configuration fields is doubled from 1000 to 2000.

A comparison of the predictions of the FENE and FENE-P models is shown in Fig. 4.5
where the polymeric stress components are plotted around the cylinder and along the
downstream axis for Re = 0.01, β = 1/9, Nf = 2000, and b = 50. The influence of the
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Fig. 4.4 Dependence of the evolution of the drag on the number of configuration fields for the FENE dumb-
bell model with We = 3, Re = 0.01, β = 1/9, and b = 50.

Weissenberg number on these stress profiles in this series of plots the dependence on Weis-
senberg number is also shown in this figure for We = 0.2, 0.4, 1, 2, and 4.

The axial stress component τxx dominates the other stress components, in terms of its
magnitude, on the surface of the cylinder. The axial stress initially exhibits strong stress
growth, and for the FENE model, its maximum value almost doubles as the Weissenberg
number is increased from We = 0.2 to We = 1. This is followed by stress relaxation from
around We = 1. This behavior is more accentuated for the FENE-P model than for the FENE
model, and there is strong stress relaxation with the maximum value of the shear stress for
We = 4 falling to about half its value for We = 1 and below that for We = 0.2. The maxi-
mum value of τxx in the rear wake remains small in comparison with peak on the cylinder
and exhibits little variation with We.

Although the FENE-P model provides a good approximation to the FENE model
in steady flows, large differences are expected for transient flows (see Herrchen and
Öttinger [1997], and Keunings [1997], for example). The Peterlin approximation to the
FENE model radically changes the statistical properties of the underlying kinetic theory in
the sense that the configuration distribution for FENE-P dumbbells is always a Gaussian
and thus is never localized, irrespective of the flow dynamics (Keunings [1997]). A direct
consequence of this is that nothing prevents individual FENE-P dumbbells from deforming
beyond their maximum extensibility

√
b. It is only the average 〈Q2

〉 that is bounded for
FENE-P dumbbells. Therefore, drastic differences between the FENE and FENE-P mod-
els are to be expected when simulating complex flows. This clearly demonstrates that care
should be exercised in deriving and using closure approximations. More physically realistic
closure approximations for FENE kinetic theory do exist, however, such as the so-called
FENE-L closure approximation that was developed by Lielens, Keunings and Legat
[1999] using a two-parameter representation of the canonical radial distribution.
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4.2. Fokker–Planck-based numerical methods for locally homogeneous
flows of dilute polymeric solutions

4.2.1. Start-up of plane Couette flow

Consider the start-up of plane Couette flow in which a viscoelastic fluid is enclosed between
two parallel plates of infinite length separated by a distance L (see Fig. 3.3(a)). For t < 0,
the fluid and the two plates are at rest. At t = 0, the top plate begins to move in the positive
x-direction with a speed U. The problem is to find the time development of ux, the horizontal
component of the velocity, for t > 0.

The velocity field is assumed to be of the form ux = ux( y, t), uy = 0. This veloc-
ity field automatically satisfies the incompressibility constraint. Therefore, the velocity at
any moment in time can be determined from the horizontal component of the momentum
equation:

Re
∂ux

∂t
= β

∂2ux

∂y2
−
∂τxy

∂y
. (4.5)

The polymeric contribution to the extra-stress tensor at each instant in time is computed
using (1.39). In fact, for this one-dimensional problem, only the shear stress is required.

In our simulations of flow in a channel, we choose the discretization points yk, k =
1, . . . ,Ny to be the Gauss–Legendre–Lobatto points mapped onto the interval (0,L).

We present the evolution of velocity in Fig. 4.6. First, we give the results for a New-
tonian flow at Reynolds number Re = 1 in the form of velocity evolution at three points
y = 0.25, 0.5, 0.75 computed analytically. The results for a polymer fluid modeled by
FENE dumbbells with b = 50, We = 1, and β = 1/9 under the same Reynolds number are
on the same figure to the right. We observe a qualitative difference in the time-dependent
behavior between the two fluids as the velocity profiles cease to be monotone when passing
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Fig. 4.6 Time evolution of velocity in the Couette flow at Re = 1. Left – Newtonian fluid, right – FENE fluid
with β = 1/9, We = 1, b = 50. Dashed line represents the results on the mesh Ny = 15, NR = 10, NF = 5.
Solid line represents the results on the mesh Ny = 25, NR = 24, NF = 12. The relative difference between the
two curves is 0.06%.
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method with NR = 10, NF = 5, light solid line by a stochastic simulation with Nf = 200, thick solid line by
a stochastic simulation with Nf = 4000.

from a Newtonian fluid to a polymer one. The results for the FENE fluid in Fig. 4.6 are cal-
culated by the Fokker–Planck-based method. We present them on two meshes to illustrate
that excellent convergence is achieved already on the mesh Ny = 15, NR = 10, NF = 5. We
now turn our attention to stochastic simulations in Fig. 4.7. On the left, the evolution of
velocity is presented again as calculated by the converged Fokker–Planck method above
and two stochastic simulations with Nf = 200 and Nf = 4000. The temporal fluctuations
are hardly seen on the plots for the velocity, and a perfect match is achieved with Nf = 4000
(in fact, the agreement in the velocity is very good already for Nf = 1000). The situation is
entirely different when we look at the plots of the stress. The results are extremely noisy, and
we should increase the number of random realizations till 4000 in order to have reasonable
agreement with the results of the Fokker–Planck simulations. To give an idea of the comput-
ing time on a laptop computer, we mention that the Fokker–Planck simulations take 2 s on the
mesh Ny = 15, NR = 10, NF = 5 and 82 s on the mesh Ny = 25, NR = 24, NF = 12, while
stochastic simulations with Nf = 200 take 3 s on the mesh Ny = 15 and 5 s on the mesh
Ny = 25. The computing time scales approximately linearly with Nf . Taking into account
that there is considerable error in the velocity and large temporal variations in the stress
when stochastic simulations with a small Nf are used, we conclude that the Fokker–Planck
simulations are much more efficient in this example. The advantage of Fokker–Planck sim-
ulations would be even more pronounced for the FENE dumbbells with smaller b and/or in
a slower flow because then a less refined mesh would be sufficient to achieve an accurate
approximation.

4.2.2. Steady Poiseuille flow

Consider now steady plane Poiseuille flow in which a viscoelastic fluid is enclosed between
two parallel plates of infinite length separated by a distance 2L (the same geometry as in
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Fig. 3.3(a) except for the width of the channel). Both walls are assumed to be at rest, and a
pressure gradient P is applied in the horizontal direction so that the horizontal component of
the momentum equation reads

β
d2ux

dy2
=

dτxy

dy
+ P. (4.6)

Results for such a flow of a solution of FENE dumbbells with b = 50 under the nondimen-
sionalized pressure gradient P = 10 are presented in Figs 4.8 and 4.9. In the first figure,
we look at the velocity profiles under three values of the solvent viscosity ratio: β = 1/9,
1/2, and 8/9. The average velocity depends strongly on β. This indicates that the effective
polymer viscosity in such a strong flow is much smaller than its value at zero shear rate
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Fig. 4.8 Velocity profile (left) and scaled velocity profile (right) in steady Poiseuille flow of a FENE fluid
with β = 1/9 (thick solid line), β = 1/2 (dashed line), and β = 8/9 (thin line).
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(shear thinning). Another manifestation of this phenomenon is slight flattening of the veloc-
ity profile. To see it better, we rescale the velocity profiles by their maximum values on the
right half of Fig. 4.8.

The predictions for the stress in the same flow are presented at Fig. 4.9. We compare
there also the Fokker–Planck implementation with stochastic simulations. All the simula-
tions were performed on the Gauss–Legendre–Lobatto grid with Ny = 25 points in the phys-
ical space. We had to take a rather fine grid for the probability density (NR = 30, NF = 15)
in order to preserve the stability of the Fokker–Planck simulation so that it becomes very
expensive. On the contrary, one obtains reasonably accurate results for such a strong flow
using a stochastic simulation, even with a small number Nf = 200 of samples.

4.3. Fokker–Planck-based numerical methods for
nonhomogeneous flows of dilute polymeric solutions: steady
Poiseuille flow in a narrow channel

We now turn our attention to strongly nonhomogeneous flow modeled as in Section 3.2. In
our simulations, we use two kinds of grids in physical space. The first one is to represent the
stress and the probability density function, as explained in Section 3.2. We choose it to be the
Gauss–Legendre (GL) grid of Ny points mapped onto the interval (−L,L). Note that this set
of collocation points does not include the end points±d sinceψc( y, q, t) has no meaning for
y lying on the boundary (configuration space has zero two-dimensional measure there). The
second grid is the set of Ny + 1 Gauss–Legendre–Lobatto points mapped onto the interval
(−L,L) (and thus including the end points −L, L). It is used to represent the velocity ux.

Let us present some results for Poiseuille flow with an applied dimensionless pressure
gradient P = 10. In Fig. 4.10, the profiles of the steady dimensionless velocity ux( y) and of
the polymer number density n( y) are shown for different values of l0/d. The case l0/d = 0
corresponds to the locally homogeneous FENE model (cf. Figs 4.8 and 4.9). The polymer
number density is a constant in this case. However, we observe that as l0/L increases from
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0 to 0.2, the wall effects become stronger, and polymer migrates from the channel walls
y = ±L toward the center of the channel. As a consequence, the velocity gradient steepens
near the walls in order to maintain the total shear stress, and the profile flattens near the
channel center since the total viscosity increases there.

4.4. Fokker–Planck-based numerical methods for melts and concentrated
polymeric solutions: Couette flow of a Doi–Edwards fluid

Some simulation results for the Doi–Edwards model (discussed in Sections 1.1.2, 2.5, and
3.3) are presented in Fig. 4.11. We are looking there at the evolution of the stress in a homo-
geneous shear flow with velocity of the form ux = γ̇ y, uy = uz = 0 starting from the equi-
librium solution for the probability density ψeq(u, s) = 1

4π δ(|u| − 1). All the quantities of
interest are nondimensionalized, namely the time is rescaled by τd, the shear rate γ̇ by 1/τd

and the stress by G0
N . We present the results for two values of nondimensional shear rate:

γ̇ = 2 on the left and γ̇ = 10 on the right of Fig. 4.11. In the first case, the reasonable conver-
gence of the Fokker–Planck-based simulations is achieved on the mesh Nu = Ns = 14 and
the time step 1t = 2× 10−3, the method being unstable at bigger time steps. We compare
these results with those of stochastic simulations as described in Section 2.5 with Nf = 2500
and Nf = 10000 random samples and the time step 1t = 5× 10−3. A perfect matching
is observed for Nf = 10000, while significant noise is noticeable with fewer number of
samples. The Fokker–Planck-based calculation took 2.3 s of CPU time on a laptop computer,
while the stochastic simulations with Nf = 2500 and Nf = 10000 took, respectively, 3.4
and 13.2 s. We conclude thus that the Fokker–Planck-based method allows one to obtain
an accurate solution at a lower cost than the stochastic simulations. The situation is quite
different for a higher shear rate of γ̇ = 10, however. In this case, we had to decrease the time
step in a Fokker–Planck simulation down to1t = 2× 10−4 in order to preserve the stability
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Fig. 4.11 Time evolution of the shear stress τxy and of the first normal stress difference N1 = τxx − τyy in the
shear flow of a Doi–Edwards fluid at nondimensional shear rate γ̇ = 2 on the left and γ̇ = 10 on the right. The
dashed line represents the results of a Fokker–Planck simulation (Nu = Ns = 14, 1t = 2× 10−3 for γ̇ = 1
and Nu = 20, Ns = 14,1t = 2× 10−4 for γ̇ = 1), the solid line corresponds to a stochastic simulations with
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and to refine the mesh in u to Nu = 20, thus increasing the CPU time to 46 s. Meanwhile the
stochastic simulations rest robust with the same parameters as before. They are thus much
more efficient than the Fokker–Planck simulations at this relatively large value of γ̇ .

4.5. Fokker–Planck-based numerical methods for high-dimensional
configuration spaces

4.5.1. Sparse tensor product Fokker–Planck-based methods

We present simulations of a homogeneous shear flow with velocity gradient κ =

(
0 1
0 0

)
for FENE chains with b = 12. We use both the sparse tensor product (STP) approach for
the Fokker–Planck equation described in Section 3.4 and a stochastic method with M =
15000 and M = 60000 pseudo-random realizations. The STP simulations were done on a
mesh with NR = 12,NF = 6 and the STP truncation parameter L = 6 and L = 7. A time
step 1t = 0.01 was used in all the simulations. Some results for the evolution of the stress
component τxx are presented in Fig. 4.12. We observe already excellent agreement between
the two methods for chains of 2 springs but a considerable deterioration in the results for
chains having d = 5, although the STP method is still convergent with increasing L. In Fig.
4.13(a), we give quantitative results on the discrepancy between the two approaches. We
there plot the relative error in the value of τxx averaged on the time interval [10, 15] taking
the stochastic results with M = 60000 as a reference solution, against which the Fokker–
Planck-based calculations are compared. The CPU time in seconds on a Pentium IV machine
is presented in Fig. 4.13(b). The x-axes on both plots in Fig. 4.13 represents the number of
springs. In summary, our STP method may be seen to be competitive with the stochastic
approach only for short chains consisting of up to 4 springs.

4.5.2. Low-rank separation algorithms

Finally, we present some results for the time-dependent simulations of the 2D FENE bead-
spring chain model using the approach (3.81) and (3.82) of minimizing residual low-rank
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Fig. 4.12 Evolution of τxx in a shear flow calculated with STP and stochastic methods.
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separation representations (see Section 3.4.2). We consider the model with d chains so that
the probability density function ψ(q1, . . . , qd, t) satisfies the Fokker–Planck equation (3.50)

∂ψ

∂t
− L(d)FP(ψ) = 0

with the differential operator L(d)FP having a separated representation involving the univariate
operators L, Mx,y, and Nx,y given by (3.51). We take the equilibrium solution ψeq as the
initial condition and introduce the new unknown ψ̃ = ψ − ψeq satisfying

∂ψ̃

∂t
− L(d)FP(ψ̃) = L

(d)
FP(ψeq) (4.7)

with the homogeneous initial conditions ψ̃ |t=0 = 0. We apply then the method (3.81) and
(3.82) to construct successive approximations of the form (3.79) to the solution of the prob-
lem (4.7) viewed as a (d+ 1)-dimensional problem with the operator A = ∂

∂t − L
(d)
FP.

We report on two series of numerical experiments for the 2D FENE chain model with the

extensibility parameter b = 12 in a shear flow with the velocity gradient κ =

(
0 γ̇
0 0

)
with

γ̇ = 0.1 and γ̇ = 1. We used the same spectral discretization of one-dumbbell functions
ψ
(i)
j (qj) as described in Section 3.4 on sparse tensor product methods. The time-dependent

functions ψ (i)d+1(t) and the corresponding operator ∂
∂t were discretized by the spectral collo-

cation method on the GLL grid scaled to the interval (0,Tfin), Tfin being the final time of
the computation. The nonlinear problems on iterations (3.81) were solved by a fixed-point
method until the relative tolerance of 10−4 was reached. We performed 150 iterations of the
minimizing residual low-rank separation representations method in all the cases using the
grid with NR = 6, NF = 3 for the functions of qj and the GLL grid of NT = 150 points for
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stochastic methods. The results are for the chains of d = 2, 3, and 5 springs. The graph on the bottom right
represents the decrease of the residual on iterations in comparison with the theoretical estimate est = C/

√
m

taking C = 0.2.

the functions of time. The results for the evolution of the stress are presented in Figs 4.14
and 4.15 and compared against stochastic simulations with 100,000 samples for the chains
consisting of d = 2, 3, and 5 springs. The first Fig. 4.14 contains the results at a small value
of γ̇ = 0.1, and the second Fig. 4.15 is at a moderate value of γ̇ = 1. We observe a very
good agreement in the case of low shear rate γ̇ = 0.1 and short chains d = 2, 3, and a
qualitatively good agreement for a longer chain d = 5 as well as for a chain of d = 2 springs
at a higher shear rate γ̇ = 1. On the other hand, even such a big number of iterations was
not enough to produce acceptable results with γ̇ = 1 and the chains of 3 or 5 springs. The
method in its present form seems thus limited to the simulations at small velocity gradients
and with not very long chains. On a more positive side, we note that the theoretically pre-
dicted rate of decrease in the residual norm of order at worst 1/

√
m is observed in all the

cases as demonstrated by the last graphs in both Figs 4.14 and 4.15.
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Fig. 4.15 Evolution of τxx and τxy in the 2D FENE chain model in a shear flow with the shear rate γ̇ = 1
calculated both by the minimizing residual separated representations algorithm with 150 iterations and by
stochastic methods. The results are for the chains of d = 2, 3, and 5 springs. The graph on the bottom right
represents the decrease of the residual on iterations in comparison with the theoretical estimate est = C/

√
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taking C = 0.2.
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Jourdain, B., Lelièvre, T., Le Bris, C. (2002). Numerical analysis of micro-macro simulations of poly-
meric fluid flows: a simple case. Math. Models Methods Appl. Sci. 12, 1205–1243.
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Schieber, J.D., Öttinger, H.C. (1988). The effects of bead inertia on the Rouse model. J. Chem. Phys.
89, 6972–6981.

Shaqfeh, E.S.G., Jagadeeshan, R.P. (2008). International Workshop on Mesoscale and Multiscale
Description of Complex Fluids (IWMMCOF’06), Prato, Italy, July 5–8, 2006. J. Non-Newton. Fluid
Mech. 149, 1–2.

Smolyak, S.A. (1963). Quadrature and interpolation formulas for tensor products of certain classes of
functions. Dokl. Akad. Nauk SSSR 4, 240–243.

Somasi, M., Khomami, B. (2000). Linear stability and dynamics of viscoelastic flows using time-dependent
stochastic simulation techniques. J. Non-Newton. Fluid Mech. 93, 339–362.

Somasi, M., Khomami, B., Woo, N.J., Hur, J.S., Shaqfeh, E.S.G. (2002). Brownian dynamics simulations
of bead-rod and bead-spring chains: numerical algorithms and coarse-graining issues. J. Non-Newton.
Fluid Mech. 108, 227–255.

Suen, J.K., Nayak, R., Armstrong, R.C., Brown, R.A. (2003). A wavelet-galerkin method for simulating
the doi model with orientation-dependent rotational diffusivity. J. Non-Newton. Fluid Mech. 114 (2-3),
197–228.

Suen, J.K.C., Joo, Y.L., Armstrong, R.C. (2002). Molecular orientation effects in viscoelasticity. Annu.
Rev. Fluid Mech. 34, 417–444.

Temlyakov, V.N. (2000). Weak greedy algorithms. Adv. Comput. Math. 12, 213–227.
van Heel, A.P.G., Hulsen, M.A., van den Brule, B.H.A.A. (1999). Simulation of the Doi-Edwards

model in complex flow. J. Rheol. 43, 1239–1260.
Vargas, R.O., Manero, O., Phillips, T.N. (2009). Viscoelastic flow past confined objects using a micro-

macro approach. Rheol. Acta 48, 373–395.
Venkiteswaran, G., Junk, M. (2005a). A QMC approach for high dimensional Fokker-Planck equations

modelling polymeric liquids. Math. Comput. Simul. 68, 43–56.
Venkiteswaran, G., Junk, M. (2005b). Quasi-Monte Carlo algorithms for diffusion equations in high

dimensions. Math. Comput. Simul. 68, 23–41.
von Petersdorff, T., Schwab, C. (2004). Numerical solution of parabolic equations in high dimensions.

M2AN Math. Model. Numer. Anal. 38, 93–127.
Wapperom, P., Keunings, R. (2000). Simulation of linear polymer melts in transient complex flow. J. Non-

Newton. Fluid Mech. 95, 67–83.
Wapperom, P., Keunings, R., Legat, V. (2000). The backward-tracking Lagrangian particle method for

transient viscoelastic flows. J. Non-Newton. Fluid Mech. 91, 273–295.
Warner, H.R. (1972). Kinetic theory and rheology of dilute suspensions of finitely extendible dumbbells.

Ind. Eng. Chem. Fundam. 11, 379–387.
Yu, P., Du, Q., Liu, C. (2005). From micro to macro dynamics via a new closure approximation to the

FENE model of polymeric fluids. Multiscale Model. Simul. 3, 895–917.
Zhang, H., Zhang, P. (2006). Local existence for the FENE-dumbbell model of polymeric fluids. Arch.

Rat. Mech. Anal. 181, 373–400.



This page intentionally left blank



Viscoelastic Flows with Complex
Free Surfaces: Numerical Analysis
and Simulation

Andrea Bonito
Department of Mathematics, Texas A&M University, College Station, TX 77843, USA
E-mail: bonito@math.tamu.edu

Philippe Clément
Analysis Group, TU Delft, Mekelweg 4, 2628 CD Delft, The Netherlands
E-mail: Ph.P.J.E.Clement@ewi.tudelft.nl

Marco Picasso
Institut d’Analyse et Calcul Scientifique, Ecole Polytechnique Fédérale de Lausanne,
1015 Lausanne, Switzerland
E-mail: marco.picasso@epfl.ch

Numerical Methods for Non-Newtonian Fluids Copyright c© 2011 Elsevier B.V.
Special Volume (R. Glowinski and Jinchao Xu, Guest Editors) of All rights reserved
HANDBOOK OF NUMERICAL ANALYSIS, VOL. XVI ISSN 1570-8659
P.G. Ciarlet (Editor) DOI 10.1016/B978-0-444-53047-9.00003-4

305



Contents

Chapter 1 Modeling of Viscoelastic Flows with Complex Free Surfaces 307

1.1. Macroscopic models 310

1.2. Mesoscopic models 312

1.3. Initial and boundary conditions 317

1.4. Summary 319

Chapter 2 Numerical Analysis of Simplified Problems 321

2.1. Numerical models for viscoelastic flows: a chronological review 321

2.2. Time discretization: an operator splitting scheme 330

2.3. The three fields stokes problem 332

2.4. A simplified Oldroyd-B problem 338

2.5. A simplified Hookean dumbbells problem 341

Chapter 3 Numerical Simulation of Viscoelastic Flows with Complex Free Surfaces 347

3.1. Space discretization: structured cells and finite elements 347

3.2. Extension to mesoscopic models 355

3.3. Numerical results 355

306



Chapter 1

Modeling of Viscoelastic Flows
with Complex Free Surfaces

Viscoelastic flows with complex free surfaces are considered. Such flows are involved not
only in several industrial processes involving paints, plastics, food, or adhesives but also in
geophysical applications such as mud flows or avalanches.

Viscoelastic fluids are viscous fluids having elastic properties. They cannot be described
with the classical theories of fluid or continuum mechanics. Additional laws have to be added
in order to relate the stress to the velocity, this being the scope of rheology.

The rheology of viscoelastic flows depends on the microscopic details of the fluid. As
a consequence, an accurate mathematical modeling should consider all the physical scales
involved. Consider for instance the case of a polymeric liquid, say polyethylene (C2H4)n,
where n = 104 is the number of monomers. Since the size of the C−C bond is 10−10 m, then
the size of the fully extended molecule is 10−10

× 104
= 10−6 m, whereas the size of the

macroscopic workpiece – a car bumper for instance – is about 1 m. Clearly, all these micro-
scopic details cannot be included in a macroscopic numerical simulation, but intermediate –
mesoscopic – models can be considered. Only the simplest macroscopic and mesoscopic
models are considered here. More realistic and complex models can be found in classical
textbooks of non-Newtonian flows (see Bird, Curtiss, Armstrong and Hassager [1987],
Larson [1999], Öttinger [1996], and Renardy [2000] for instance). We also refer to
Singh, Joseph, Heslab, Glowinski and Pan [2000] for the description of suspended par-
ticles in a viscoelastic flow.

Consider a cavity 3 of Rd, d = 2 or 3, partially filled with a viscoelastic fluid. We are
interested in computing the fluid shape between time 0 and time T . The notations are reported
in Fig. 1.1 and are the following. Let D(t) ⊂ 3 be the liquid region at time t, and let ϕ :
3× (0,T) be the characteristic function of the liquid, that is

ϕ(x, t) = 1 if x ∈ D(t),

= 0 if not.

Then, the space-time domain DT containing the fluid is defined by

DT = {(x, t) ∈ 3× (0,T);ϕ(x, t) = 1}. (1.1)

In the liquid region DT , the momentum equation is

ρ
∂u

∂t
+ ρ(u · ∇)u− div σ tot

= f . (1.2)

307
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Λ

D(0)

D(t)

D(T )

t = 0

t = T

t

Fig. 1.1 Notations: the stretching of a filament in two space dimensions is considered. At initial time, the
viscoelastic fluid is at rest and occupies the domain D(0), which is part of the cavity 3. At t > 0, the upper
part of the liquid domain moves at given velocity, and the fluid domain is D(t).

Here, ρ is the fluid density, u : DT → Rd is the fluid velocity, σ tot : DT → Rd×d is the
total stress tensor of the fluid, and f : DT → Rd are volume forces, for instance gravity
forces f = ρg. Consider the case of a polymeric fluid, that is, a Newtonian solvent plus
polymer chains. Then, the total stress is the sum of a Newtonian contribution and a non-
Newtonian one

σ tot
= 2ηsε(u)− pI + σ, (1.3)

where ηs ≥ 0 is the solvent viscosity, ε(u) = 1
2 (∇u+∇uT) is the symmetric part of the

velocity gradient with (∇u)ij = ∂ui/∂xj, p : DT → R denotes the pressure, I is the unit ten-
sor in Rd×d, and σ is the extra stress (the non-Newtonian part of the stress) due to the
polymer chains for instance. Inserting (1.3) into (1.2) and assuming incompressibility yields
the following mass and momentum equations

ρ
∂u

∂t
+ ρ(u · ∇)u− 2ηsdiv ε(u)+∇p− div σ = f , (1.4)

div u = 0, (1.5)

in the liquid domain DT .
In order to obtain the space-time liquid domain DT defined by (1.1), Lagrangian or

Eulerian methods can be advocated. Since our aim is to solve flows in complex domains
such as jet buckling or fingering instabilities, we shall consider Eulerian methods so that an
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D(0)

Λ

D(t)

X(0) X(t)

X (t) = u(X(t), t)˙

Fig. 1.2 Trajectories of a fluid particle from time 0 to time t. The liquid domain at time t is D(t), and the
cavity containing the liquid is 3.

equation is needed for the characteristic function ϕ of the liquid region. Again, we have the
choice between level set Osher and Fedkiw [2003], Sethian and Smereka [2003] meth-
ods or volume of fluid (VOF) Rider and Kothe [1998], Scardovelli and Zaleski [1999]
methods. We select here the VOF formulation and obtain this equation by assuming that all
the fluid particles move with the fluid velocity u. Therefore, given the liquid domain D(0) at
time 0, the liquid domain at time t is given by

D(t) = {X(t) ∈ 3 such that Ẋ(t) = u(X(t), t) with X(0) ∈ D(0)}; (1.6)

see Fig. 1.2. Hereabove, it is understood that the velocity u is smooth enough so that the
differential equation Ẋ(t) = u(X(t), t) has a unique solution, for instance u continuous and
Lipschitz with respect to the space variable. We now claim that if the function ϕ satisfies

∂ϕ

∂t
+ u · ∇ϕ = 0 in 3× (0,T), (1.7)

in a weak sense and if ϕ(·, 0) is the characteristic function of D(0), then ϕ(·, t) is the char-
acteristic function of D(t). Indeed, the solution of (1.7) is given by

ϕ(X(t), t) = ϕ(X(0), 0), where Ẋ(t) = u(X(t), t), 0 ≤ t ≤ T.

Since ϕ(·, 0) is the characteristic function of D(0), we therefore have

ϕ(X(t), t) = ϕ(X(0), 0) = 1 for all X(0) ∈ D(0).

Using (1.6), we finally obtain

ϕ(X(t), t) = 1 for all X(t) ∈ D(t);

thus, ϕ(·, t) is the characteristic function of D(t).
Let us summarize the situation. Our goal is to find the characteristic function of the liquid

ϕ in the whole cavity 3, the velocity u, the pressure p, and the extra stress σ in the liquid
region D(t) and satisfying (1.4), (1.5), and (1.7). We still need to provide a relation between
u and σ . This can be done by considering either macroscopic or mesoscopic models.
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1.1. Macroscopic models

When considering viscoelastic flows at macroscopic scale, one has to choose between dif-
ferential and integral models. In Chapter 3, numerical results will be presented when consid-
ering the simplest of the differential models presented here, namely the Oldroyd-B model.
However, a brief presentation of differential and integral models is proposed hereafter. We
refer again to Bird, Curtiss, Armstrong and Hassager [1987], Larson [1999], Öttinger
[1996], Renardy [2000] for classical textbooks and to the contribution of Lozinski and
Phillips in this book.

1.1.1. Differential models

The simplest differential model is the so-called Oldroyd-B constitutive equation

σ + λ

(
∂σ

∂t
+ u · ∇σ −∇uσ − σ∇uT

)
= 2ηpε(u), (1.8)

where λ ≥ 0 is the fluid relaxation time and ηp ≥ 0 is the polymer viscosity. The term
∇uσ denotes the matrix–matrix product between ∇u and σ, and the expression within the
parenthesis is the upper convected derivative of σ. When the solvent viscosity ηs van-
ishes, (1.4), (1.5), and (1.8) are the upper convected Maxwell model. Many other models
are available in the literature Bird, Curtiss, Armstrong and Hassager [1987], Larson
[1999]; for instance, the extra stress of the eight modes Oldroyd-B model is defined by
σ = σ1 + · · · + σ8, where each σi, i = 1, 8, satisfies (1.8) with λ replaced by the ith relax-
ation time λi. Also, the corotational Oldroyd-B model is obtained by replacing the terms
−∇uσ − σ∇uT in (1.8) by

1

2

(
σ
(
∇u−∇uT)

−
(
∇u−∇uT) σ ).

The Oldroyd-B model can be generalized to models involving more derivatives, for instance
the third-order retarded motion model (see Bird, Curtiss, Armstrong and Hassager
[1987]). Finally, nonlinear extensions of the Oldroyd-B model have been proposed, for
instance the Giesekus, Leonov, and Phan-Thien Tanner models are contained in the gen-
eral formulation

f (σ )σ + λ

(
∂σ

∂t
+ u · ∇σ −∇uσ − σ∇uT

)
= 2ηpε(u),

where f (σ ) is a scalar function depending on σ and tr(σ ). Constitutive equations can be
specialized to particular viscoelastic fluids. For instance, the Rolie–Poly model is designed
for entangled polymer melts Likhtman and Graham [2003], and the Extended Pom-Pom
model Verbeeten, Peters and Baaijens [2004] has been developed in order to take into
account the morphology of branched polymer melts.

Although the Oldroyd-B model (1.8) is too simple to reproduce some of the viscoelastic
effects reported in experiments – shear thinning in shear flows for instance – it already
contains mathematical difficulties absent in Newtonian flows. Moreover, as we will see in
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Section 1.2, this model is linked to the simplest mesoscopic model, namely the Hookean
dumbbell model.

1.1.2. Integral models

Following Lin, Liu and Zhang [2005], the integral (Lagrangian) formulation of the
Oldroyd-B model (1.8) is the following. Let x ∈ D(0) be the initial position of a particle
moving with the fluid velocity u. The position of this particle at time t is denoted by X(t)
and is the solution at time t of

Ẋ(s) = u(X(s), s) 0 ≤ s ≤ t,

X(0) = x,

or equivalently

X(t) = x+

t∫
0

u(X(s), s)ds. (1.9)

Let F : D(0)× (0,T)→ Rd×d be the deformation tensor defined by

F(x, t) =
∂X

∂x
(t) x ∈ D(0), t ≥ 0.

Then, the integral formulation of the extra stress for an Oldroyd-B fluid is, in Lagrangian
coordinates:

σ̃ (x, t) =
ηp

λ2

 t∫
0

e−(t−s)/λF(x, t)F−1(x, s)F−T(x, s)FT(x, t)ds

+ λ(F(x, t)FT(x, t)− I)

, (1.10)

for all x ∈ D(0) and t ≥ 0. We now check that (1.10) indeed coincides with the Oldroyd-B
model (1.8). Differentiating (1.9) with respect to x and t yields

∂F

∂t
(x, t) = ∇u(X(t), t)F(x, t) x ∈ D(0), t ≥ 0,

so that σ̃ defined by (1.10) satisfies

∂σ̃

∂t
(x, t)+

1

λ
σ̃ (x, t) = ∇u(X(t), t)σ̃ (x, t)+ σ̃ (x, t)∇u(X(t), t)T

+
ηp

λ

(
∇u(X(t), t)+∇u(X(t), t)T

)
.
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Finally, we introduce the extra stress in Eulerian coordinates σ : DT → Rd×d defined by

σ(X(t), t) = σ̃ (x, t) x ∈ D(0), t ≥ 0,

and check that σ satisfies (1.8).
Several extensions of the integral Oldroyd-B model have been proposed, for instance the

famous K-BKZ model (see Bird, Curtiss, Armstrong and Hassager [1987] Section 8.3).
Implementing integral models in complex flows requires some additional effort; see for
instance Keunings [2003] for a review. Indeed, the particles path has to be stored – at least
during some time proportional to the relaxation time λ – which is expensive to implement.
Therefore, integral formulations will not be considered in this contribution.

1.2. Mesoscopic models

Consider a polymeric liquid that is a newtonian solvent and polymer chains. Polymers chains
are long molecules made out of many identical blocks called monomers. The modeling of
liquid polymers ranges from the atomic to the mesoscopic scale.

At the atomic scale, molecular dynamics can be considered in order to study specific
problems such as single chains in a flow, rupture of a filament or nanodrops. For instance
in Koplik and Banavar [2003], a polymer melt is considered. A finitely extensible non-
linear elastic (FENE) potential applies between two monomers of a given chain, whereas a
Lennard–Jones potential acts between two monomers not belonging to the same chain. Such
simulations are of interest in localized regions but cannot be performed at the macroscopic
level. Another possibility is to consider a kinetic theory of liquid polymers.

At the mesoscopic level, polymer chains can be modeled by a collection of beads con-
nected with springs, the Rouse chain (see Fig. 1.3). When considering a dilute solution of
polymers (a spaghetti soup), the chains do not interact each other, but the interaction is only
through the Newtonian solvent. When considering a polymer melt (a plate of spaghetti), the
chains are entangled, and the movement of the beads is possible only along the chain: the
chains reptates. From the industrial viewpoint, most processes involve polymer melts rather
than dilute solutions. However, dilute solutions are better understood from the mathemati-
cal viewpoint, and we will focus in this contribution on dilute solutions. Moreover, we will
even simplify the Rouse chain model and consider the dumbbell model, that is, two beads
connected with an elastic spring (see again Fig. 1.3). Due to the increase of computer power,
realistic numerical simulations can be nowadays performed on chains; see Keunings [2004]
and the references therein.

C C

H H

H H
104

Fig. 1.3 Modeling of polymer chains from nanoscale to mesoscale. From left to right: polyethylene, polymer
chain, the Rouse chain, a dumbbell.



Section 1.2 Modeling of Viscoelastic Flows with Complex Free Surfaces 313

0
X2(t)

X1(t)

X (t)

Q(t)
u(x, t)

Fig. 1.4 A dumbbell placed in a flow field u(x, t). The beads positions are X1(t) and X2(t), the spring
elongation is Q(t) = X2(t)− X1(t), and the center of mass is X(t) = 1

2 (X1(t)+ X2(t)).

1.2.1. The Dumbbell model

Consider as in Fig. 1.4 a dumbbell. The two beads positions are denoted by X1(t), X2(t),
the spring elongation is Q(t) = X2(t)− X1(t), and the center of mass is X(t) = 1

2 (X1(t)+
X2(t)). We now derive a stochastic differential equation for the elongation Q(t). The forces
acting on each bead are (i) the drag force that is proportional to the relative velocity Ẋi(t)−
u(Xi(t), t) between the velocity of bead i and the fluid velocity, i = 1, 2 (ii) the elastic force
due to the spring elongation X2(t)− X1(t) (iii) the random forces due to thermal agitation
and collisions with the solvent Ri(t), i = 1, 2. Writing Newton’s equations on the beads
yields

mẌ1(t) = ξ
(
u(X1(t), t)− Ẋ1(t)

)
+ F (X2(t)− X1(t))+ R1(t),

mẌ2(t) = ξ
(
u(X2(t), t)− Ẋ2(t)

)
− F (X2(t)− X1(t))+ R2(t),

where m is the mass of each bead, ξ is the drag coefficient, and F is the force due to spring
elongation. Adding and subtracting the two above equations and neglecting inertia leads to

Ẋ(t) =
1

2
(u(X1(t), t)+ u(X2(t), t))+

1

2ξ
(R1(t)+ R2(t)) ,

Q̇(t) = u(X2(t), t)− u(X1(t), t)−
2

ξ
F (Q(t))+

1

ξ
(R2(t)− R1(t)) .

The stochastic term R1(t)+ R2(t) is then neglected, while R2(t)− R1(t) is assumed to be
proportional to white noise (the formal derivative of Brownian motion). An order one Taylor
expansion

u(Xi(t), t) ' u(X(t), t)+∇u(X(t), t) (Xi(t)− X(t)) i = 1, 2,

yields

Ẋ(t) = u(X(t), t),

Q̇(t) = ∇u(X(t), t)Q(t)−
2

ξ
F (Q(t))+

2kθ

ξ
Ḃ(t),
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where k is Boltzmann’s constant, θ is the absolute temperature, and B is a Wiener process
(see for instance Revuz and Yor [1994] for a definition). We now specialize the spring force
F into:

Hookean springs: F(q) = Hq ∀q ∈ Rd,

FENE springs: F(q) = H
q

1−
|q|2

Q0

∀q ∈ Rd, |q| <
√

Q0,

where H is the spring stiffness. The case of finitely extensible nonlinear elastic (FENE)
dumbbells prevents the springs to have an elongation greater than

√
Q0, which corresponds

to the length of the fully elongated chain. A scaling of the spring elongation Q(t) by
√

kθ/H
yields the following stochastic differential equations

dX(t) = u(X(t), t)dt, (1.11)

dQ(t) =

(
∇u(X(t), t)Q(t)−

1

2λ
F(Q(t))

)
dt +

1
√
λ

dB(t), (1.12)

where λ = ξ/4H is the relaxation time and the spring force F is now defined by

Hookean springs: F(q) = q ∀q ∈ Rd,

FENE springs: F(q) =
q

1−
|q|2

b

∀q ∈ Rd, |q| <
√

b.

According to Öttinger [1996], the parameter b is linked to the number of monomer units in
the polymer chains. Typical values range from b = 10 to b = 1000. When b is large, FENE
dumbbells behave as Hookean dumbbells. The Eulerian equation corresponding to (1.11),
(1.12) is

dq(x, t, ω) =

(
−u(x, t) · ∇q(x, t, ω)+∇u(x, t)q(x, t, ω)

−
1

2λ
F(q(x, t, ω))

)
dt +

1
√
λ

dB(t, ω), (1.13)

for each (x, t) belonging to the liquid domain DT and for each event ω in �, the space
of events. It now remains to provide an expression for the extra-stress tensor σ ; see Bird,
Curtiss, Armstrong and Hassager [1987] Section 13.3 for details. This expression is

σ =
ηp

λ

(
E(F(q)qT)− I

)
, (1.14)

where ηp is the polymer viscosity, E(·) is the mathematical expectation, and F(q)qT is the
symmetric tensor with coefficients Fi(q)qj, i, j = 1, d, that is:

Hookean springs: Fi(q)qj = qiqj ∀q ∈ Rd,

FENE springs: Fi(q)qj =
qiqj

1−
|q|2

b

∀q ∈ Rd, |q| <
√

b.
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The deterministic formulation corresponding to (1.13), (1.14) is obtained by considering the
probability density f for the dumbbell elongations. Here, f (x, t, q)dxdq denotes the probabil-
ity of finding a dumbbell at time t, located between x and x+ dx having elongation between
q and x+ dq. Following Kloeden and Platen [1992], Öttinger [1996], Revuz and Yor
[1994] for instance, the probability density f must satisfy the Fokker–Planck equation

∂f

∂t
+ divx(uf )+ divq

(
(∇xu)q f −

1

2λ
F(q)f

)
=

1

2λ
divq(∇q f ). (1.15)

The deterministic counterpart of (1.14) is then

Hookean springs: σ(x, t) =
ηp

λ

 ∫
q∈Rd

qqT f (x, t, q)dq− I

,

FENE springs: σ(x, t) =
ηp

λ

 ∫
q∈Rd,|q|<

√
b

qqT

1−
|q|2

b

f (x, t, q)dq− I

.
Finally, we mention the reflected dumbbell Bonito, Lozinski and Mountford [To

appear] model, which, roughly speaking, stands in between the Hookean and FENE models.
In this new model, the dumbbells are subject to a linear spring force as long as the spring
elongation does not exceed

√
b. When this value is reached, the force is modified to prevent

further elongation. The latter nonlinear force is mathematically expressed as the subdiffer-
ential of the convex potential

5(q) =

{
1
2 |q|

2, if |q| <
√

b
+∞, otherwise

so that the corresponding stochastic PDE for the elongation dumbbells becomes, in fact, a
reflected stochastic PDE. A comparison of different numerical algorithms in this context is
proposed in Bonito, Lozinski and Mountford [To appear].

1.2.2. Link between Hookean dumbbells and the Oldroyd-B model

One of the striking properties of the Hookean dumbbell model is that it leads to the
Oldroyd-B model. Indeed, let q be a solution of (1.13) with F(q) = q. Ito’s formula (see
for instance Revuz and Yor [1994]) applied to V = E(qqT) yields

V + λ

(
∂V

∂t
+ u · ∇V −∇uV − V∇uT

)
= I. (1.16)

Inserting into (1.14), we obtain that the extra-stress σ satisfies exactly (1.8). The same
formal calculation can be performed using the Fokker–Planck equation. Indeed, let
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F(q)= q, multiply (1.15) by qqT and integrate with respect to the q variable, and then we
obtain that

V =
∫

q∈Rd

qqT f (x, t, q)dq

satisfies (1.16). It should be noted that this formal computation can be justified rigorously
and can be extended to the Rouse chain. For instance, the Rouse chain with nine beads and
eight Hookean springs is equivalent to the eight modes Oldroyd-B model with appropriate
relaxation times λi, i = 1, 8; see Section 15.3 in Bird, Curtiss, Armstrong and Hassager
[1987].

The formal equivalence between Hookean dumbbells and the Oldroyd-B model has been
historically used in order to derive macroscopic models arising from this kinetic theory.
For instance, the FENE-P model is obtained by setting the springs forces F and the extra-
stress σ to

F(q) =
q

1−
E(|q|2)

b

and σ =
ηp

λ

 E(qqT)

1−
E(|q|2)

b

− I

.
Let V = E(qqT), tr(V) = E(|q|2). Using again formal stochastic calculus, we obtain

V

1−
tr(V)

b

+ λ

(
∂V

∂t
+ u · ∇V −∇uV − V∇uT

)
= I,

the extra stress being now defined by

σ =
ηp

λ

 V

1−
tr(V)

b

− I

.
The FENE model has no macroscopic counterpart. However, using expansions of the

probability density f in powers of λ yields the retarded motion model; see for instance
Section 13.5 in Bird, Curtiss, Armstrong and Hassager [1987] or Degond, Lemou and
Picasso [2002]. We also refer to Du, Liu and Yu [2005] for recent, high-order approxima-
tions of FENE dumbbells.

Due to the increase of computers power, mesoscopic models have been solved numeri-
cally in order to obtain more realistic results; see Keunings [2004] for a review. Both the
deterministic and stochastic formulations of this kinetic theory have been considered. We
now discuss which of the two formulations should be used when performing numerical sim-
ulations of viscoelastic flows with dumbbells or chains.

For dumbbells, the kinetic variable q(., ., .) ∈ Rd, d = 2, 3, and it is not clear which of the
deterministic or stochastic formulations is in principle more efficient from the computational
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point of view. For chains, that is to say when considering several beads connected by springs,
the stochastic formulation should be more efficient than the deterministic one, for the reasons
detailed hereafter.

Consider a chain with N springs and N + 1 beads, then the kinetic variable q(., ., .) ∈
Rd×N , d = 2, 3. The stochastic formulation of a chain leads to a stochastic differential equa-
tion similar to (1.13) and to an expression of the extra-stress similar to (1.14). The Monte
Carlo method is used to approach the expectation

E
(
F(q)qT)

'
1

M

M∑
m=1

F(qm)q
T
m,

where the qm, m = 1, . . . ,M, are independent copies of the stochastic process q. Assuming
the velocity u(x, t) to be a known quantity at a given point (x, t) in the space-time domain,
both the number of degrees of freedom and the computational cost required to solve (1.13)
and (1.14) are O(dNM), the convergence rate being O(M−1/2) from the central limit theo-
rem. On the other side, the deterministic formulation (1.15) requires a grid of RdN . If the
grid is uniform with mesh size h, then the number of degrees of freedom is O(h−dN), the
computational cost is at least the same, and the rate of convergence of the error is O(hr)

depending on the method used (for instance, r = 2 when using standard order two centered
finite differences). Therefore, the rate of convergence is the same in both methods provided
hr
= O(M−1/2), and the number of degrees of freedom of the deterministic method is then

O(MdN/2r)). We thus conclude that the Monte Carlo method is favorable if dN ≥ 2r, that is
to say with long chains.

Recently, the sparse tensor product method has been proposed in order to solve parabolic
equations in high dimensions Griebel [2006], von Petersdorff and Schwab [2004].
When applied to (1.15), the number of degrees of freedom could be reduced from O(h−dN)

to O(h−1
| log h|dN−1) without error increase so that the method could be competitive with

long chains (see for instance Delaunay, Lozinski and Owens [2007]).

1.3. Initial and boundary conditions

Let us go back to the free-surface problem described at the beginning of this chapter, namely
(1.4), (1.5), (1.7), supplemented by the macroscopic model (1.8) or by the mesoscopic model
(1.13) (1.14). We now discuss initial and boundary conditions for these two problems.

At initial time, the characteristic function of the liquid region ϕ(0) : 3→ R is pre-
scribed, which defines the initial liquid region D(0). The velocity field in the liquid
region u(0) : D(0)→ Rd is then prescribed. When considering macroscopic models (the
Oldroyd-B model (1.8) for instance), the initial extra-stress σ(0) : D(0)→ Rd is also pre-
scribed. When dumbbells are considered, Eqns (1.13) and (1.14), the initial elongation q(0) –
a stochastic variable – is also prescribed. In general, initial conditions correspond to zero
extra-stress that is aN (0, I) random variable (a normal distribution with zero mean and unit
variance) for q(0).

Let us now consider the boundary conditions. For the sake of clarity, two test cases are
considered, namely the filling of a cavity with a viscoelastic jet and the stretching of a
viscoelastic filament (see Fig. 1.5).
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n

n

Inflow conditions:
ϕ, u, σ (or q)

Zero
force

D(t)

D(t)

Slip or no-slip

Zero force

No-slip

Imposed velocity

Fig. 1.5 Boundary conditions. Left: filling of a cavity with a viscoelastic jet. Right: stretching of a
viscoelastic filament. The liquid domain at time t is D(t).

The boundary conditions for the velocity field are the following. It is assumed that no
external forces act on the liquid–air free surface, and effects of surface tension are neglected
so that

−pn+ (2ηsε(u)+ σ) n = 0, (1.17)

where n is the unit outer normal of the liquid–air free surface. On the boundary of the liquid
domain being in contact with the walls, either slip, imposed, or no-slip (that is u = 0) bound-
ary conditions apply. Slip boundary conditions correspond to zero normal velocity u · n = 0
and zero tangent stress

(−pn+ (2ηsε(u)+ σ) n) · t = 0,

where t is the unit outer vector tangent to the boundary of the cavity (two tangent vectors
are to be considered in three space dimensions).

Let us now consider a macroscopic model, for instance the Oldroyd-B model (1.8). We
define the inflow boundary

{x ∈ ∂3 ∩ ∂D(t); u(x, t) · n(x, t) < 0}.

Since Eqns (1.7) and (1.8) are transport equations, both ϕ and σ are to be imposed at the
inflow boundary. Similarly, when considering the mesoscopic dumbbell model (1.13) and
(1.14), both ϕ and q are to be imposed at the inflow boundary.
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1.4. Summary

The mathematical models considered in this contribution are the (macroscopic) Oldroyd-B
model and the (mesoscopic) FENE dumbbell model.

Given a cavity containing an Oldroyd-B fluid, the free-surface model consists in finding
the characteristic function of the liquid ϕ, the velocity u, the pressure p, and the extra-stress
σ in the liquid satisfying (1.4), (1.5), (1.7), and (1.8), with appropriate initial and boundary
conditions.

Alternatively, the free-surface FENE dumbbell model consists in finding the characteris-
tic function of the liquid ϕ, the velocity u, the pressure p, the extra-stress σ , and the dumbbell
elongations q in the liquid satisfying (1.4), (1.5), (1.7), (1.13), and (1.14), with appropriate
initial and boundary conditions.
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Chapter 2

Numerical Analysis
of Simplified Problems

Our goal is now to design a numerical method for solving viscoelastic flows with complex
free surfaces. Following Glowinski [2003], an operator splitting method is used for the
time discretization. The prediction step consists in solving convection problems only. Then,
the new liquid domain is obtained, and the correction step consists in solving a viscoelastic
flow problem (either macroscopic or mesoscopic) without convection and in a prescribed
domain.

In the next section, we propose a review of numerical methods for viscoelastic flows, with
emphasis on finite elements. Then, the splitting algorithm is proposed in Section 2.2, which
allows convection to be decoupled from the other physical phenomena. In Section 2.3 we
present some results pertaining to the so-called three fields Stokes problem. Finally, we pro-
pose an existence and convergence result for the problem involved in the correction step of
the splitting algorithm. The corresponding Oldroyd-B problem is considered in Section 2.4,
and the Hookean dumbbell problem in Section 2.5.

2.1. Numerical models for viscoelastic flows: a chronological review

2.1.1. Numerical computations

Macroscopic models Following Crochet and Walters [1983], the first papers report-
ing numerical computations of viscoelastic flows in two space dimensions were pub-
lished in the mid 1970s. The finite element method became rapidly a method of choice
in order to compute flows past submerged obstacles or contractions, and flows with sim-
ple free surfaces, die swell for instance. In the early 1980s, the increase of computer power
allowed mesh refinement, but numerical oscillations were soon reported Beris, Armstrong
and Brown [1984], Crochet and Keunings [1982], Mendelson, Yeh, Brown and
Armstrong [1982]. A typical choice at the time was to use Galerkin finite elements on
quadrilateral (no upwinding), with continuous functions, piecewise quadratic/linear for the
velocity/pressure (the famous Q2 − P1 stable element, see Girault and Raviart [1986])
and continuous, piecewise quadratic stresses.

Rapidly, researchers came across the so-called high Deborah/Weissenberg number prob-
lem. Here, the Deborah/Weissenberg number We is a dimensionless number measuring
the elastic behavior of the flow We = λV/L, where λ is the relaxation time present in the

321
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Oldroyd-B constitutive equation (1.8), V is a characteristic velocity, and L is a characteristic
length. Quoting Crochet and Walters [1983] in 1983, “There is no doubt that presently
the outstanding problem in the numerical simulation of viscoelastic flows concerns the upper
limit on the nondimensional parameter W (found in all published works) above which the
numerical algorithms fail to converge (. . .) The limit is relatively low, so low in fact that
many of the important and dramatic experimental results fall outside the present scope of
numerical simulation (. . .) The limit on W is common to all published works. It applies to
finite-difference or finite-element techniques, to differential and integral constitutive models,
and to flows with and without abrupt changes in geometry. Some suggestions for possible
causes of the W barrier are the bifurcation phenomena, the unsuitability of the constitutive
models, and the failure of the iterative numerical schemes.”

In Keunings [1986], the 4:1 axisymmetric contraction flow of upper convected Maxwell
and Leonov fluids is computed, and the influence of mesh refinement is discussed, five
meshes being used. The limit on We was clearly depending on the mesh size. In Brown,
Armstrong, Beris and Yeh [1986], on the same test case, the limit on We was decreasing
with mesh size. This phenomena disappeared when smoothing the reentrant corner of the
contraction. Still in Brown, Armstrong, Beris and Yeh [1986], on the eccentric rotating
cylinder test case, a bifurcation point was clearly identified for large We numbers. The use
of upwinding techniques was advocated in order to discretize the transport term u · ∇σ in
the constitutive equation (1.8).

The SUPG method was introduced in Marchal and Crochet [1987] in the framework
of viscoelastic flows. In the same paper, the Q2 − P1 finite element was used for the velocity-
pressure approximation, and each quadrangle was cut into 4× 4 smaller quadrangles, and
the extra stress was continuous, piecewise linear in each of these small quadrangles. Later,
this finite element was proved to be stable and convergent (in the sense of the inf-sup con-
dition) for the three fields Stokes problem Fortin and Pierre [1989]; see also Section 2.3
hereafter.

Discontinuous stresses were introduced in Fortin and Fortin [1989] for quadrangular
elements. The velocity was continuous, piecewise quadratic, and the pressure was discon-
tinuous, piecewise linear so that the element satisfies the inf-sup condition for the Stokes
problem. The extra stress was discontinuous, piecewise quadratic, and the Lesaint-Raviart
upwinding technique was used Lesaint and Raviart [1974].

The so-called elastic viscous split stress (EVSS) method enabled the use of low-order
finite elements for the extra stress, and we refer for instance to Baaijens [1998] for a review
paper. The idea of EVSS was to add to the set of equations a new unknown d such that
d = ε(u), for stability purposes. The analysis of Fortin, Guénette and Pierre [2000]
proved that low-order finite elements could be used for the extra stress, while keeping inf-
sup stable elements for the velocity-pressure only. The link with stabilized (Galerkin least
square) formulations was proposed in Bonvin, Picasso and Stenberg [2001].

High-order elements were also considered to compute viscoelastic flows. For instance,
high-order methods were considered in Chauvière and Owens [2000], Fan [2003] for the
flow of a falling sphere in a cylindrical tube, and the same limit on We was found in both
papers. Spectral elements for time-dependent viscoelastic flows were studied in Fiétier and
Deville [2002a]. Finite volume methods have also been successfully employed for solving
viscoelastic flows, with the same limitations of the We number (see for instance Mompean
and Deville [2000], and Aboubacar and Webster [2003]).
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Nowadays, the high Deborah/Weissenberg number problem is still under debate. For
instance, the high-resolution parallel computations performed in Kim et al. [2005] for the
planar 4:1 contraction flow still report decreasing We with decreasing mesh size. Appar-
ently, this phenomena seems to disappear with the corotational Maxwell model Sandri
[2005]. This numerical observation is consistent with the fact that from the mathematical
viewpoint, the corotational Maxwell model is particular (see Section 2.1.3. Also, when the
re-entrant corner is rounded-off with a small radius, accurate spectral computations Fiétier
and Deville [2002b] have shown that instabilities disappear. A numerical scheme sat-
isfying an L1 estimate and positive definiteness of the extra stress was proposed in Lee
and Xu [2006], Lozinski and Owens [2003]. However, numerical results Chauvière and
Lozinski [2003] confirmed a limiting Deborah/Weissenberg number when using the scheme
proposed in Lozinski and Owens [2003]. Computations with high Deborah/Weissenberg
numbers were recently performed in Hulsen, Fattal and Kupferman [2005] using a log-
based evolution equation, although mesh convergence was not certified. In Wapperom and
Renardy [2005], the flow past a cylinder is considered at high Weissenberg numbers, using
a prescribed velocity field. Boundary layers of size O(We−5) are obtained, showing that
extremely small mesh size is required in order to compute the stress with sufficient accu-
racy. Also, a stabilization by jump of the gradients coupled with a nonlinear artificial vis-
cosity shock-capturing type has been introduced in Bonito and Burman [2008] increasing
the Weissenberg number limit. Finally, a defect correction method was advocated in Ervin
and Howell [2008], Trebotich, Colella and Miller [2005] in order to reach high Weis-
senberg numbers for the planar 4:1 contraction flow.

Mesoscopic models Until 1993, the kinetic theory of liquid polymers was evaluated on
simple flows (shear, extension), the velocity gradient being a known, prescribed quan-
tity. In 1993, the stochastic formulation of FENE dumbbell model was solved numeri-
cally for planar shear flow Laso and Öttinger [1993], the velocity field and dumbbell
elongations being coupled for the first time. The goal of solving the kinetic theory was
to obtain more realistic results with mesoscopic models and, eventually, to circumvent the
high Deborah/Weissenberg number problem. In Feigl, Laso and Öttinger [1995], Laso,
Picasso and Öttinger [1997], two-dimensional Lagrangian computations were presented,
and Eulerian computations were proposed in Halin, Lielens, Keunings and Legat [1998],
Hulsen, van Heel and van den Brule [1997] and showed to be more efficient. The
use of variance reduction techniques was clearly demonstrated in Bonvin and Picasso
[1999, 2001, 2002], Jourdain, Lelièvre and Le Bris [2004b], Öttinger, van den Brule
and Hulsen [1997]. The heterogeneous multiscale method was applied in Li, Vanden-
Eijnden and Zhang [2004] to the framework of FENE dumbbells in one and two space
dimensions.

The deterministic formulation of FENE dumbbells was also considered. An efficient
spectral element method was used in Lozinski and Chauvière [2003] for coupling the
mass and momentum equations to the Fokker–Planck equation (1.15).

Mesoscopic computations have been extended to more complex models such as chains
Koppol, Sureshkumar and Khomami [2007], reptation models (see the review paper
Keunings [2004] and the references therein). These methods are first attempts towards more
realistic models. We refer to Kröger [2004] for a general physical picture of “micro–macro”
models for polymers.
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2.1.2. Mathematical analysis

Notations For simplicity, the notations will be abridged as follow whenever there is no
possible confusion. Let D be a domain of Rd, d = 2, 3. For a real number 1 ≤ p < +∞
(resp. p = ∞), Lp(D) denotes the space of p−power integrable functions (resp. essentially
bounded functions) defined on D with values in R, Rd or Rd×d. Also, for a positive integer m,
a real number 1 ≤ p ≤ +∞, Wm,p(D) denotes the usual corresponding Sobolev space, that
is, the space of functions defined on D with derivative up to mth order in Lp(D). When p = 2,
these spaces are the Hilbert spaces denoted as Hm(D). As usual, the space H1

0(D) denotes
the space of H1(D) velocities vanishing on the boundary ∂�, whereas L2

0(D) denotes the
space of L2(D) pressures with zero mean. The dual of H1

0(D) is denoted by H−1(D). Then,
the notation (·, ·)D stands for the L2(D) scalar product for scalar, vectors, or tensors, with
induced norm ‖ · ‖L2(D).

Given T > 0, a Banach space B and a positive integer m, the space of functions defined
on [0, T] with values in B, continuous, with (time) derivatives up to mth order also continu-
ous is denoted by Cm([0,T];B). Also, for a positive integer m and a real number 0 < µ < 1,
Cm+µ([0,T];B) stands for the corresponding Hölder space, whereas hm+µ([0,T];B) stands
for the little Hölder space; see for instance Lunardi [1995] for a definition. For a real num-
ber 1 ≤ p ≤ +∞, Lp(0,T;B) denotes the standard Bochner space. Finally, for a positive
integer m, a real number 1 ≤ p ≤ +∞, Wm,p(0,T;B) is the space of functions defined on
[0,T] with values in B having (time) derivatives up to mth order in Lp(0,T;B).

Macroscopic models From the mathematical point of view, the high Deborah/
Weissenberg number problem translates into the fact that no a priori estimates are avail-
able in adequate norms. Indeed, consider the Oldroyd-B problem (1.4), (1.5), and (1.8), in a
prescribed domain D with u = 0 on the boundary, take the weak formulation, and choose u,
p, and σ as test functions. The following formal estimate is then obtained

ρ

2

d

dt
‖u‖2L2(D) + 2ηs‖ε(u)‖

2
L2(D) +

λ

2ηp

d

dt
‖σ‖2L2(D) +

1

2ηp
‖σ‖2L2(D)

=
λ

2ηp

∫
D

tr
((
∇uσ + σ∇uT) σ ) , (2.1)

which is not sufficient to obtain global existence for any data using energy methods.
The mathematical analysis of macroscopic viscoelastic flows started in 1985 with the

study of the change of type (elliptic/hyperbolic) in the upper convected Maxwell model
Joseph, Renardy and Saut [1985]. The existence of a strong solution to the steady flow
of an upper convected Maxwell fluid in differential form was proved in Renardy [1985a].
More precisely, given a smooth bounded domain D of R3, given an integer m ≥ 1, and given
f ∈ Hm(D) sufficiently small, there exists a stationary solution

u ∈ Hm+2(D), p ∈ Hm+1(D), σ ∈ Hm+1(D),

of (1.4), (1.5), and (1.8) with ηs = 0. Extensions to Oldroyd-B (with several relaxation
modes), Giesekus, and Phan-Thien Tanner fluids were also proposed. The same technique
was used in Renardy [1985b] to prove existence of the K-BKZ integral model.
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Existence for the time-dependent flow of an Oldroyd-B fluid has been first addressed
in Guillopé and Saut [1990]. Local existence of strong solutions was proved, so as
global existence for small data. More precisely, given a smooth bounded domain D of R3,
given the final time T > 0, and given initial velocity u0 ∈ H2(D) ∩ H1

0(D), initial extra-
stress σ0 ∈ H2(D), and source term f ∈ L∞(0,T;H1

0(D)), ∂f /∂f ∈ L∞(0,T;H−1(D)), suf-
ficiently small in their respective spaces, there exists a solution

u ∈ L2(0,T;H3(D)),
∂u

∂t
∈ L2(0,T;H1(D)), (2.2)

p ∈ L2(0,T;H2(D)), σ ∈ C1(0,T;H2(D)) (2.3)

of (1.4), (1.5), and (1.8) when ηs > 0. Extensions to Jeffreys fluids can be found in Hakim
[1994]. The case of exterior problems is considered in Novotný, Sequeira and Videman
[1999]. Generalizations to Banach spaces and a review can be found in Fernández-Cara,
Guillén and Ortega [2002]. A necessary condition for blow up is provided in Chemin
and Masmoudi [2001].

Existence of a weak solution for any data has been proved in Lions and Masmoudi
[2000], but for the corotational Oldroyd-B model only. The case of the corotational
Oldroyd-B model is particular since the right-hand side in (2.1) must be replaced by

λ

4ηp

∫
D

tr
((
σ
(
∇u−∇uT)

−
(
∇u−∇uT) σ ) σ ) ,

which cancels. We also refer to Lin, Liu and Zhang [2005], Liu and Walkington [2001]
for related work.

In Lee and Xu [2006], Lozinski and Owens [2003], it is noted that taking the trace of
(1.8) yields an L1(D) estimate for the extra stress. However, this estimate does not seem to
be sufficient to prove the well-posedness of the Oldroyd-B problem for any data. Estimates
involving log-Sobolev inequalities can be found in Hu and Lelievre [2007]. An example of
nonintegrable extra stress for high Deborah/Weissenberg numbers can be found in Sandri
[1999].

Mesoscopic models The mathematical analysis of mesoscopic models started in 1991.
Existence of a solution for a deterministic nonlinear dumbbell problem was obtained in
Renardy [1991]. The solvent viscosity was zero, and the FENE formulation was not
included in the theory. The complete analysis and numerical analysis of a one-dimensional
(stochastic) Hookean dumbbell problem were proposed in Jourdain, Lelièvre and Le Bris
[2002]; see also E, Li and Zhang [2002] for a similar study.

Existence of a solution for FENE dumbbells (still in one space dimension) was proposed
in Jourdain, Lelièvre and Le Bris [2004a]. Existence of nonlinear (stochastic) dumbbells
problem in [0, 1]d with periodic boundary conditions was proposed in E, Li and Zhang
[2004]; however, the analysis does not apply to FENE dumbbells. A similar result was
obtained in Li, Zhang and Zhang [2004] for the corresponding deterministic formulation.
The analysis of the transport term in the dumbbell equations was proposed in Le Bris and
Lions [2004]. The well posedness of the FENE deterministic equation (without coupling
with the mass and momentum equations) was considered in Du, Liu and Yu [2005]. The well
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posedness of a modified deterministic dumbbell problem (including the FENE formulation)
was considered in Barrett, Schwab and Süli [2005], Barrett and Süli [2007]. Exis-
tence of a weak solution could be proved provided the gradient of the velocity field in the
Fokker–Planck equation (1.15) was mollified. See also Zhang, Zhang and Zhang [2008]
where same techniques are applied to the Hookean dumbbell model. Local existence of the
deterministic FENE dumbbell model was obtained in Zhang and Zhang [2006]. In Jour-
dain, Le Bris, Lelievre and Otto [2006], it was proved that convergence to a stationary
solution could be obtained for FENE dumbbells, whereas Hookean dumbbells are unstable.
In Hu and Lelievre [2007], new entropy estimates involving log-Sobolev inequalities are
proved for FENE dumbbells. Existence of a weak solution of the deterministic corotational
FENE dumbbell model has been proved for any data in Lin, Zhang and Zhang [2008],
Lions and Masmoudi [2007].

2.1.3. Numerical analysis

Macroscopic models To the author’s knowledge, the first finite element analysis pertain-
ing to viscoelastic flows in two space dimensions was published in 1989 Fortin and Pierre
[1989]. The so-called three fields Stokes problem was considered, setting ∂σ/∂t = 0, ηs = 0,
and λ = 0 in (1.4), (1.5), and (1.8) to obtain

−div σ +∇p = f , div u = 0, σ − 2ηpε(u) = 0.

It was proved that the continuous Q2 − P1 − 16Q1 finite element proposed in Marchal and
Crochet [1987] was stable (in the sense of Brezzi’s inf-sup condition) and convergent with
optimal order. More precisely, let h be the typical mesh size, and let uh, ph, σh be the finite
element approximations of u, p, σ , respectively. Then, the following a priori error estimate
holds

‖u− uh‖H1(D) + ‖p− ph‖L2(D) + ‖σ − σh‖L2(D)

≤ Ch2 (
‖u‖H3(D) + ‖p‖H2(D) + ‖σ‖H2(D)

)
,

where C is independent of the mesh size h and of the exact solution u, p, σ .
Convergence of a finite element discretization for the Oldroyd-B (nonlinear) stationary

problem corresponding to (1.4), (1.5), and (1.8) was first proved in Baranger and Sandri
[1992a], the transport term being disregarded in the momentum equation. Triangular ele-
ments were considered, the velocity/pressure being continuous piecewise quadratic/linear,
and the extra stress was discontinuous piecewise linear so that the element was stable for
the three fields Stokes problem. Moreover, the transport term in the extra-stress constitu-
tive equation was discretized using the method of Lesaint and Raviart [1974]. Assum-
ing that ηs > 0 and that the solution (u, p, σ ) of the continuous problem was small in the
H3(D)× H2(D)× H2(D) norm, the authors proved existence and uniqueness of a finite ele-
ment solution in a O(h3/2) neighbourhood of (u, p, σ ), so as an optimal O(h3/2) convergence
rate in the H1(D)× L2(D)× L2(D) norm.

Other finite element spaces were considered in Ruas, Carneiro de Araújo and
Silva Ramos [1993], Sandri [1993] for the three fields Stokes problem and in Sandri
[1994] for the Oldroyd-B stationary problem. A numerical algorithm decoupling velocity/
pressure and extra-stress computations was analyzed in Najib and Sandri [1995].
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Convergence of a space-time discretization for the time-dependent Oldroyd-B model was
first considered in Baranger and Wardi [1995]. An implicit Euler scheme was considered
for the time discretization, together with triangular finite elements (continuous, piecewise
quadratic/linear velocity/pressure; discontinuous, piecewise linear extra stress). Assuming
that ηs > 0 and that the solution (u, p, σ ) of the continuous problem was small in the norm

(
C1(0,T;H3(D)) ∩ C2(0,T;L2(D))

)
× C0(0,T;H2(D))

×

(
C1(0,T;H2(D)) ∩ C2(0,T;L2(D))

)
,

assuming the stability condition 1t ≤ C1h3/2 between the time step and the mesh size, the
authors proved existence and an optimal convergence rate

(
1t

N∑
n=0

‖u(tn)− un
h‖

2
H1(D)

)1/2

+

(
1t

N∑
n=0

‖p(tn)− pn
h‖

2
L2(D)

)1/2

+

(
1t

N∑
n=0

‖σ(tn)− σ n
h ‖

2
L2(D)

)1/2

≤ C(h3/2
+1t),

with C independent of the mesh size h and time step 1t. Other results pertaining to the
numerical analysis of time-dependent problems were obtained in Bensaada and Esselaoui
[2005], Ervin and Heuer [2004], Ervin and Miles [2003], Machmoum and Esselaoui
[2001], Saramito [1994].

The convergence of high-order methods, more precisely hp methods, for the three fields
Stokes problem was performed in Schwab and Suri [1999].

A posteriori error estimates have been proposed for instance in Ervin and Ntasin [2005],
Jin and Tanner [1994], Najib, Sandri and Zine [2004], Owens [1998], Picasso and
Rappaz [2001].

Mesoscopic models The numerical analysis of mesoscopic models is recent. Since the
Hookean dumbbell model is formally equivalent to the Oldroyd-B problem (see Section
1.2.2), it is expected that a space discretization, which is convergent for macroscopic models,
should also be convergent for mesoscopic models. This conjecture has been observed in
numerical computations, but, up to the author’s knowledge, there is no convergence proof
for FENE dumbbells in two or three space dimensions.

In Jourdain, Lelièvre and Le Bris [2002], Lelièvre [2004], the complete analysis and
numerical analysis of the Hookean dumbbell problem are performed in the framework of a
one-dimensional shear flow. The error due to time and space discretization is considered,
and the analysis of the Monte Carlo method is also included. A similar study can be found
in E, Li and Zhang [2002]. For the sake of clarity, we briefly report hereafter some of the
results obtained in Jourdain, Lelièvre and Le Bris [2002], Lelièvre [2004].

Consider the shear flow of an Hookean dumbbell fluid between two parallel infinite
planes, the lower plane being at rest, the upper plane moving at imposed velocity (see
Fig. 2.1). Let u(x, t) be the horizontal velocity and P(t, ω) and Q(x, t, ω) be the horizontal
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x

x=1

x=0

u(x, t)

P(t, ω)

Q(x, t, ω)

Fig. 2.1 Hookean dumbbells in a Couette flow.

and vertical dumbbell elongation (ω ∈ � the space of events). Then, after a lifting of the
boundary conditions, Eqns (1.4), (1.5), (1.13), and (1.14) with F(q) = q reduce to

ρ
∂u

∂t
− ηs

∂2u

∂x2
−
ηp

λ

∂

∂x
E(PQ) = f , (2.4)

dP(t, ω) = −
1

2λ
P(t, ω)dt +

1
√
λ

dV(t, ω), (2.5)

dQ(x, t, ω) =

(
∂u

∂x
(x, t)P(t, ω)−

1

2λ
Q(x, t, ω)

)
dt +

1
√
λ

dW(t, ω), (2.6)

where V and W are two independent Wiener processes and f is due to the lifting of the
boundary conditions. From the mathematical viewpoint, the shear flow simplifies consider-
ably the model since the quadratic terms analogous to ∇uσ + σ∇uT in (1.8) disappeared.
Indeed, since P is given by

P(t, ω) = e−t/2λP(0, ω)+

t∫
0

e−(t−s)/2λdV(s, ω),

the terms ∂/∂x E(PQ) in (2.4) and ∂u/∂x P in (2.6) are linear rather than quadratic. Formal
a priori estimates can be obtained. Indeed, taking the weak formulation corresponding to
(2.4), choosing u as a test function, we obtain

ρ

2

d

dt
‖u‖2L2(0,1) + ηs‖

∂u

∂x
‖

2
L2(0,1) +

ηp

λ

1∫
0

E(PQ)
∂u

∂x
dx =

1∫
0

fudx.

We then invoke Ito’s formula and obtain after computing the expectation

1

2

d

dt
‖E(Q2)‖2L2(0,1) +

1

2λ
‖E(Q2)‖2L2(0,1) =

1∫
0

E(PQ)
∂u

∂x
dx+

1

2λ
.
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Multiplying the above equation by ηp/λ and summing with the previous one yield an a priori
estimate for

‖u‖L∞(0,T;L2(0,1)) +

∥∥∥∥∂u

∂x

∥∥∥∥
L2(0,T;L2(0,1))

+ ‖Q‖L∞(0,T;L2(0,1;L2(�))).

Existence of a weak solution can be proved in using the Faedo–Galerkin method. The authors
of Jourdain, Lelièvre and Le Bris [2002], Lelièvre [2004] then consider a space, time,
and Monte Carlo discretization of (2.4)–(2.6). Assuming sufficient regularity of the data and
that the time step 1t is small enough, they prove the following convergence rate:

∥∥u(t N)− u N
h 1AN

∥∥
L2(0,1;L2(�))

+

∥∥∥∥∥∥E (P (t N)Q
(
t N))
−

1

M

M∑
j=1

PN,jQN,j
h 1AN‖L1(0,1;L1(�))

∥∥∥∥∥∥
= O

(
h+1t +

1
√

M

)
.

Here, tN = N1t = T and AN is the set defined by

AN =

∀k ≤ N,
1

M

M∑
j=1

(PN,j)2 <
13

20

1

1t

.
Similar results have been obtained in E, Li and Zhang [2002].

To the author’s knowledge, the numerical analysis of mesoscopic models in more than
one space dimensions has been addressed only in Bonito, Clément and Picasso [2006a],
Li and Zhang [2006]. In Li and Zhang [2006], a priori error estimates are obtained for
Hookean dumbbells and a finite difference method in [0, 1]d with periodic boundary con-
ditions. The space, time, and Monte Carlo discretizations are considered. Assuming u ∈
C5([0,T]× D),1t = h2 and the Monte Carlo parameter M = h−α , α > d, it was proved that
the velocity error in the L∞(0,T;L2([0, 1]d) norm was of order O(h2

+1t + 1/M(1−ε)/2),
after excluding an event with probability depending on

1

hd1t
e−M and

1

hd1t
e−Mε

,

where 0 < ε < 1 is an arbitrary small number.
In Bonito, Clément and Picasso [2006a, 2006b], Hookean dumbbells are considered

in a bounded smooth domain D, and a finite element discretization is considered in space.
Pathwise results are obtained. It should be noted that the convective terms in (1.4), (1.13)
are removed in order to perform the analysis. The reason for disregarding convective terms
is motivated by the use of an operator splitting scheme, which will be presented in the next
section. This analysis will be detailed in Section 2.5.
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2.2. Time discretization: an operator splitting scheme

Let us consider the free-surface Oldroyd-B model (1.4), (1.5), (1.7), (1.8) or alternatively
the free-surface FENE dumbbell model (1.4), (1.5), (1.7), (1.13), (1.14). Following Bonito,
Picasso and Laso [2006], Caboussat [2005, 2006], Caboussat, Picasso and Rappaz
[2005], Maronnier, Picasso and Rappaz [1999, 2003], an order one operator splitting
scheme is used for the time discretization, which allows advection and diffusion phenomena
to be decoupled. We refer for instance Glowinski [2003] chapters 2 and 6.30 for a general
description of operator splitting methods.

Let 0 = t0 < t1 < t2 < · · · < tN = T be a subdivision of the time interval [0,T], define
1tn = tn − tn−1 the nth time step, n = 1, 2, . . . ,N, 1t the largest time step. At time tn−1,
assume that an approximation ϕn−1 : 3→ R of the volume fraction of liquid is known,
which defines the approximation Dn−1 of the liquid region at time tn−1:

Dn−1
= {x ∈ 3;ϕn−1(x) = 1}.

2.2.1. The free-surface Oldroyd-B model

Consider the free-surface Oldroyd-B model (1.4), (1.5), (1.7), (1.8), and assume that approx-
imations of the velocity un−1 : Dn−1

→ Rd and the extra-stress σ n−1 : Dn−1
→ Rd×d are

available. Then, ϕn, Dn, un, σ n are computed by means of a splitting algorithm as illus-
trated in Fig. 2.2. The prediction step consists in solving three advection problems, which
yields the new volume fraction of liquid ϕn, the new liquid region Dn, the predicted velocity

un− 1
2 : Dn

→ Rd, and the predicted extra-stress σ n− 1
2 : Dn

→ Rd×d. Then, the correction
step is performed, and an Oldroyd-B problem without convection is solved in the liquid
region Dn, which yields the new velocity un : Dn

→ Rd, pressure pn : Dn
→ R, and extra-

stress σ n : Dn
→ Rd×d.

Prediction step The prediction step consists in solving between time tn−1 and tn the three
advection problems:

∂ ũ

∂t
+ (ũ · ∇)ũ = 0, (2.7)

∂σ̃

∂t
+ (ũ · ∇)σ̃ = 0, (2.8)

∂ϕ̃

∂t
+ ũ · ∇ϕ̃ = 0, (2.9)

un−1, σ n−1

Dn−1

tn−1

un

σ nDn

tn (correction step)

Dn
un− 1

2

1
2

tn− (prediction step)1
2

σ n−

Fig. 2.2 The splitting algorithm.
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with initial conditions

ũ
(

tn−1
)
= un−1,

σ̃
(

tn−1
)
= σ n−1,

ϕ̃
(

tn−1
)
= ϕn−1.

These three problems can be solved exactly using the method of characteristics (see for
instance Pironneau [1989], Pironneau, Liou and Tezduyar [1992], and Quarteroni
and Valli [1991]), the trajectories of the velocity field being straight lines. Indeed, the tra-
jectories are given by X′(t) = ũ(X(t), t), but since ũ is constant along the trajectories, we

have X′(t) = ũ(X(tn−1), tn−1) = un−1(X(tn−1)). Let un− 1
2 , σ n− 1

2 , ϕn denote the solution at
time tn of (2.7), (2.8), (2.9), respectively. We thus have

un− 1
2 (x+1tnun−1(x)) = un−1(x), (2.10)

σ n− 1
2 (x+1tnun−1(x)) = σ n−1(x), (2.11)

ϕn(x+1tnun−1(x)) = ϕn−1(x), (2.12)

for all x belonging to Dn−1. Once ϕn is known in the cavity3, then the liquid region at time
tn is defined by

Dn
=
{
y ∈ 3;ϕn( y) = 1

}
. (2.13)

Correction step The new liquid region Dn being known, the predicted velocity un− 1
2 :

Dn
→ Rd and the extra-stress σ n− 1

2 : Dn
→ Rd×d being also known, an Oldroyd-B problem

without convection is solved:

ρ
∂ û

∂t
− 2ηsdiv ε(û)+∇p̂− div σ̂ = f , (2.14)

div û = 0, (2.15)

σ̂ + λ

(
∂σ̂

∂t
−∇ûσ − σ∇ûT

)
= 2ηpε(û), (2.16)

in the slab Dn
× (tn−1, tn), with initial conditions

û(tn−1) = un− 1
2 ,

σ̂ (tn−1) = σ n− 1
2 .

Then, the corrected velocity un : Dn
→ Rd and the extra-stress σ n : Dn

→ Rd×d are
defined by

un
= û(tn), σ n

= σ̂ (tn).

In Section 2.4 we discuss the well posedness of the correction step (2.14), (2.15), and (2.16).
Also, we prove convergence of a finite element discretization in space.
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2.2.2. The free-surface FENE dumbbell model

In the case of the free-surface FENE dumbbell model (1.4), (1.5), (1.7), (1.13), (1.14),
given approximations of the velocity un−1 : Dn−1

→ Rd and the dumbbell elongations
qn−1 : Dn−1

×�→ Rd, the prediction step consists in solving three advection problems,
which yields the new volume fraction of liquid ϕn, the new liquid region Dn, the predicted

velocity un− 1
2 : Dn

→ Rd, and the predicted dumbbell elongations qn− 1
2 : Dn

×�→ Rd.
We thus keep (2.10), (2.12) and replace (2.11) by

qn− 1
2 (x+1tnun−1(x), ω) = qn−1(x, ω), (2.17)

for all x belonging to Dn−1, for all event ω in �. The new liquid region Dn is then obtained

using (2.13), and the predicted extra-stress σ n− 1
2 : Dn

→ Rd×d is defined as

σ n− 1
2 =

ηp

λ

(
E
(

F
(

qn− 1
2

) (
qn− 1

2

)T
)
− I

)
. (2.18)

The correction step consists in solving (2.14), (2.15) and replacing (2.16) with

dq̂ =

(
∇uq̂−

1

2λ
F(q̂)

)
dt +

1
√
λ

dB, (2.19)

σ̂ =
ηp

λ

(
E
(
F(q̂)q̂T)

− I
)
, (2.20)

with initial conditions

û
(

tn−1
)
= un− 1

2 ,

q̂
(

tn−1
)
= qn− 1

2 .

Then, the corrected velocity un : Dn
→ Rd, dumbbell elongations qn : Dn

×�→ Rd, and
extra-stress σ n : Dn

×�→ Rd×d are defined by

un
= û(tn), qn

= q̂(tn), σ n
=
ηp

λ

(
E
(
F(qn)(qn)T

)
− I

)
.

In Section 2.5 we discuss the well posedness of the correction step (2.14), (2.15), (2.19), and
(2.20) when F(q) = q (Hookean dumbbells). Also, we prove convergence of a finite element
discretization in space.

2.3. The three fields stokes problem

2.3.1. The continuous problem

The simplest problem when solving viscoelastic flow problems with finite elements is the
three fields Stokes problem obtained by considering the correction step (2.14)–(2.16) setting
formally ρ = 0 and λ = 0.
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Then, given a domain D ⊂ Rd, d = 2 or 3, given f : D→ Rd, we are looking for u :
D→ Rd, p : D→ R, and σ : D→ Rd×d such that

− 2ηsdiv ε(u)+∇p− div σ = f in D, (2.21)

div u = 0 in D, (2.22)

σ − 2ηpε(u) = 0 in D, (2.23)

u = 0 on ∂D. (2.24)

Formally, a smooth solution to this problem satisfies, after elimination of σ :

− 2(ηs + ηp)div ε(u)+∇p = f ,

div u = 0.

Therefore, the problem should be well posed even the solvent viscosity ηs = 0, provided
ηp > 0. Indeed, existence of a unique weak solution and continuous dependence on the data
f can be proved for ηs ≥ 0 and ηp > 0 using the inf-sup framework Babuška and Aziz
[1972]. The details can be found in Baranger and Sandri [1992b], Bonvin, Picasso and
Stenberg [2001], but, for the sake of clarity, we briefly report the arguments hereafter.

As usual, the space H1
0(D) denotes the space of H1(D) velocities vanishing on the bound-

ary ∂�, whereas L2
0(D) denotes the space of L2(D) pressures with zero mean. Recall that

(·, ·)D stands for the L2(D) scalar product for scalar, vectors, or tensors, with induced norm
‖ · ‖L2(D). The weak formulation corresponding to (2.21)–(2.24) writes : find u ∈ H1

0(D),
p ∈ L2

0(D), σ ∈ L2(D) such that

2ηs(ε(u), ε(v))D − ( p, div v)D + (σ, ε(v))D = ( f , v)D ∀v ∈ H1
0(D), (2.25)

(div u, q)D = 0 ∀q ∈ L2
0(D), (2.26)

(σ − 2ηpε(u), τ )D = 0 ∀τ ∈ L2(D). (2.27)

Setting W = H1
0(D)

d
× L2

0(D)× L2(D)d×d, we can rewrite this problem as finding
(u, p, σ ) ∈ W such that

B(u, p, σ ; v, q, τ ) = F(v, q, τ ) ∀(v, q, τ ) ∈ W, (2.28)

where B : W ×W → R is the symmetric bilinear form defined by

B(u, p, σ ; v, q, τ ) = 2ηs(ε(u), ε(v))D − ( p, div v)D + (σ, ε(v))D

− (divu, q)D −
1

2ηp
(σ, τ )D + (ε(u), τ )D,

and F : W → R is the linear form defined by

F(v, q, τ ) = ( f , v)D.
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The space W is equipped with the norm ‖ · ‖W defined for all (v, q, τ ) ∈ W by

‖v, q, τ‖2W = 2(ηs + ηp)‖ε(v)‖
2
L2(D) +

1

2(ηs + ηp)
‖q‖2L2(D) +

1

2ηp
‖τ‖2L2(D).

Then, the well posedness of (2.28) is a consequence of the following Lemma.

Lemma 2.1. The symmetric bilinear form B satisfies the inf-sup condition, uniformly with
respect to ηs ≥ 0 and ηp > 0 : ∃C > 0, ∀ηs ≥ 0, ∀ηp > 0, ∀(u, p, σ ) ∈ W

sup
(v,q,τ )∈W\{0}

B(u, p, σ ; v, q, τ )

‖v, q, τ‖W
≥ C‖u, p, σ‖W .

Proof. In order to prove that B satisfies the Babuška inf-sup conditions Babuška and Aziz
[1972], it suffices to prove that ∃C1,C2 > 0, ∀ηs ≥ 0, ∀ηp > 0, ∀(u, p, σ ) ∈ W, ∃(v, q, τ ) ∈
W such that

B(u, p, σ ; v, q, τ ) ≥ C1‖u, p, σ‖2W and ‖v, q, τ‖W ≤ C2‖u, p, σ‖W . (2.29)

Let (u, p, σ ) ∈ W. Clearly, we have

B(u, p, σ ; u,−p,−σ) = 2ηs‖ε(u)‖
2
L2(D) +

1

2ηp
‖σ‖2L2(D),

B(u, p, σ ; 0, 0, 2ηpε(u)) = 2ηp‖ε(u)‖
2
L2(D) − (σ, ε(u))D.

On the other side, the classical inf-sup condition between pressure and velocity implies
∃C3 > 0, ∀p ∈ L2

0(D), ∃ṽ ∈ H1
0(D) such that

‖p‖2L2(D) = ( p, div ṽ)D and ‖ε(ṽ)‖L2(D) ≤ C3‖p‖L2(D);

thus, we have

B(u, p, σ ;−ṽ, 0, 0) = −2ηs(ε(u), ε(ṽ))D + ‖p‖
2
L2(D) + (σ, ε(ṽ))D.

Therefore, for δ > 0, we have

B(u, p, σ ; u− δṽ,−p,−σ + 2δηpε(u))

= 2(ηs + δηp)‖ε(u)‖
2
L2(D) +

1

2ηp
‖σ‖2L2(D) + δ‖p‖

2
L2(D)

− (σ, ε(u))D − 2δηs(ε(u), ε(ṽ))D + δ(σ, ε(ṽ))D,

and we can prove that (2.29) holds with

(v, q, τ ) = (u− δṽ,−p,−σ + 2δηp)

provided δ > 0 is chosen sufficiently small. Please note that δ does not depend on ηs or ηp;
we refer to Baranger and Sandri [1992b], Bonvin, Picasso and Stenberg [2001] for
details.
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From the above lemma, we deduce that if f ∈ H−1(D), then the problem is well posed:
there exists a unique solution to (2.28) and C > 0 independent of f such that

‖u, p, σ‖W ≤ C‖ f‖H−1(D).

Remark 2.1. The interested reader should note that a different weak formulation was used
in Fortin and Pierre [1989], Sandri [1993]. Indeed, (2.25)–(2.27) was considered with
ηs = 0 and rewritten in the framework of Brezzi inf-sup theorem Brezzi [1974] as finding
(u, p, σ ) ∈ W such that

a(σ, p; τ, q)+ b(τ, q; u) = 0 ∀(τ, q) ∈ L2(D)× L2
0(D),

b(σ, p; v) = −( f , v)D ∀v ∈ H1
0(D),

where the bilinear forms a and b are defined by

a(σ, p; τ, q) =
1

2ηp
(σ, τ )D and b(τ, q; u) = −(ε(u), τ )D + (div u, q)D.

Then, a and b satisfy Brezzi’s inf-sup conditions, i.e., a is coercive onto

K = {(σ, p) ∈ L2(D)× L2
0(D) such that b(σ, p; v) = 0,∀v ∈ H1

0(D)},

and b satisfies the inf-sup condition

∃C2 > 0,∀v ∈ H1
0(D) sup

(σ,p)∈L2(D)×L2(D)\{0}

b(σ, p; v)

‖σ, p‖L2(D)×L2(D)
≥ C2‖v‖H1(D);

thus, the problem is well posed.

2.3.2. Finite element discretizations

We are now interested in computing finite elements approximations of (2.25)–(2.27) or
equivalently (2.28). For any h > 0, let Th be a finite element mesh of D into triangles (d = 2)
or tetrahedrons (d = 3), regular in the sense of Ciarlet and Lions [1991].

Galerkin methods Let Vh ⊂ H1
0(D)

d, Qh ⊂ L2
0(D), and Mh ⊂ L2(D)d×d be finite element

subspaces for the velocity, pressure, and extra stress, respectively, and let Wh = Vh × Qh ×

Mh. A Galerkin method corresponding to (2.28) writes : find (uh, ph, σh) ∈ Wh such that

B(uh, ph, σh; vh, qh, τh) = F(vh, qh, τh) ∀(vh, qh, τh) ∈ Wh. (2.30)

Clearly, if the finite element spaces satisfy the conditions div Vh ⊂ Mh and

∃C > 0,∀h > 0,∀qh ∈ Qh sup
vh∈Vh\{0}

(qh, div vh)

‖∇vh‖L2(D)
≥ C‖qh‖L2(D), (2.31)
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then the discrete analog of Lemma 2.1 holds since the proof can be reproduced in the dis-
crete space Wh instead of W. Thus, the problem is well posed and optimal a priori error
estimates hold.

An example of spaces Vh, Qh, and Mh satisfying the two above conditions when d = 2 is
the following. The velocity is continuous, piecewise quadratic; thus the velocity divergence
is discontinuous piecewise linear, so as the extra stress. Moreover, the pressure is continuous,
piecewise linear so that (2.31) is satisfied. This finite element discretizations has been used
in Baranger and Sandri [1992a].

Remark 2.2. Let us consider the framework introduced in Remark 2.1.Following Fortin
and Pierre [1989], Sandri [1993], optimal a priori error estimates can be recovered pro-
vided the finite element spaces Vh, Qh, and Mh are such that the bilinear forms a and b satisfy
Brezzi’s discrete inf-sup conditions, uniformly with respect to h.

An example of spaces Vh, Qh, and Mh satisfying these two conditions when d = 2 is the
following Fortin and Pierre [1989]. The velocity, pressure, and extra stress are continuous
on quadrangles. The velocity is piecewise quadratic, and the pressure is piecewise linear.
Each quadrangle is cut into 4× 4 quadrangles, and the extra stress is piecewise linear on
these smaller quadrangles. We refer to Sandri [1993] for a similar example on triangles.

Stabilized Galerkin least-square formulations Stabilized Galerkin least square formula-
tions can be considered in order to avoid compatibility conditions between the finite element
spaces Vh, Qh, and Mh. The simplest stabilized scheme consists in considering continuous,
piecewise linear spaces for the velocity, pressure, and extra stress together with the following
Galerkin least-square formulation: find (uh, ph, σh) ∈ Wh = Vh × Qh ×Mh such that

Bh(uh, ph, σh; vh, qh, τh) = Fh(vh, qh, τh) ∀(vh, qh, τh) ∈ Wh. (2.32)

Here, Bh is the bilinear form defined by

Bh(uh, ph, σh; vh, qh, τh) = B(uh, ph, σh; vh, qh, τh)

−

∑
K∈Th

αh2
K

2ηp
(−2ηsdiv ε(uh)+∇ph − div σh,∇qh)K

+ 2ηp

(
1

2ηp
σh − ε(uh),−ε(vh)

)
D

, (2.33)

and Fh is the linear form defined by

Fh(vh, qh, τh) = F(vh, qh, τh)−
∑

K∈Th

αh2
K

2ηp
( f ,∇q)K,

where α > 0 is a dimensionless parameter and (·, ·)K denotes the L2(K) scalar product. The
stabilized scheme (2.32) is designed so that it is stable and consistent. Consistency means
that if the solution (u, p, σ ) of (2.28) is smooth enough, then

Bh(u, p, σ ; vh, qh, τh) = Fh(vh, qh, τh) ∀(vh, qh, τh) ∈ Wh.

The key point for proving stability is stated in the following Lemma.
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Lemma 2.2. Let CI be the largest constant involved in the following inverse inequality

CI

∑
K∈Th

h2
K‖div σh‖

2
L2(K) ≤ ‖σh‖

2
L2(D) ∀σh ∈ Mh, (2.34)

and let 0 < α < CI . Then, ∃C > 0, ∀ηs ≥ 0, ∀ηp > 0, ∀h > 0, ∀(uh, ph, σh) ∈ Wh

Bh(uh, ph, σh; uh,−ph,−σh) ≥ C‖uh, ph, σh‖
2
h,

where ‖ · ‖h is the discrete norm defined by

‖uh, ph, σh‖
2
h = 2(ηs + ηp)‖ε(uh)‖

2
L2(D) +

1

2(ηs + ηp)

∑
K∈Th

h2
K‖∇ph‖

2
L2(K)

+
1

2ηp
‖σh‖

2
L2(D).

Proof. Let (uh, ph, σh) ∈ Wh; we have

Bh(uh, ph, σh; uh,−ph,−σh) = 2(ηs + ηp)‖ε(uh)‖
2
L2(D) +

1

2ηp
‖σh‖

2
L2(D)

+

∑
K∈Th

αh2
K

2ηp

(
‖∇ph‖

2
L2(D) − (div σh,∇ph)D

)
− (σh, ε(uh))D.

It then suffices to use (2.34) and Young’s inequality to obtain the result. We again refer to
Bonvin, Picasso and Stenberg [2001] for details.

From this Lemma, the discrete analog of Lemma 2.1 can be proved for the bilinear form
Bh : ∃C > 0, ∀ηs ≥ 0, ∀ηp > 0, ∀h > 0, ∀(uh, ph, σh) ∈ Wh

sup
(vh,qh,τh)∈Wh\{0}

Bh(uh, ph, σh; vh, qh, τh)

‖vh, qh, τh‖W
≥ C‖uh, ph, σh‖W

so that optimal a priori error estimates hold.

EVSS stabilization In Fortin, Guénette and Pierre [2000], an elastic viscous split
stress (EVSS) scheme was analyzed. The EVSS scheme consists in adding to the three fields
Stokes problem (2.21)–(2.23) a new field d, for stability purposes, as following:

− 2(ηs + ηp)div ε(u)+∇p− div (σ − 2ηpd) = f in D, (2.35)

div u = 0 in D, (2.36)

σ − 2ηpε(u) = 0 in D, (2.37)

d − ε(u) = 0 in D. (2.38)

Equal order finite elements were used to approach d and σ ; thus, the Galerkin finite element
formulation corresponding to (2.35)–(2.38) consists in finding (uh, ph, σh, dh) ∈ Wh = Vh ×
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Qh ×Mh ×Mh such that

B(uh, ph, σh, dh; vh, qh, τh, eh) = F(vh, qh, τh, eh) ∀(vh, qh, τh, eh) ∈ Wh. (2.39)

Here, B is the bilinear form defined by

B(uh, ph, σh, dh; vh, qh, τh, eh) = 2(ηs + ηp)(ε(uh), ε(vh))D − ( ph, div vh)D

+ (σh − 2ηpdh, ε(vh))D − (div uh, qh)D −
1

2ηp
(σh, τh)D + (ε(uh), τh)D

+ 2ηp(dh − ε(uh), eh)D.

Since σh and dh belong to same finite element space Mh, it is clear that σh = 2ηpdh so that
solving (2.39) is equivalent to finding (uh, ph) ∈ Vh × Qh such that

2(ηs + ηp)(ε(uh), ε(vh))D − ( ph, div vh)D

− (div uh, qh)D = ( f , vh)D ∀(vh, qh) ∈ Vh × Qh, (2.40)

and then finding σh ∈ Mh such that

(σh, τh)D = 2ηp(ε(uh), τh)D ∀τh ∈ Mh.

Therefore, (2.39) is well posed whenever the finite element spaces Vh and Qh satisfy the
classical discrete inf-sup condition (2.31).

The connection between stabilized Galerkin least square formulations and EVSS sta-
bilization has been studied for the three fields Stokes problem in Bonvin, Picasso and
Stenberg [2001]. An extension to a simplified stationary Oldroyd-B problem has been
considered in Picasso and Rappaz [2001]. It should be noted that when considering the
Oldroyd-B model or FENE dumbbells, both stabilized Galerkin least square and EVSS
schemes differ. However, the EVSS formulation is much simpler to implement; therefore,
it is usually preferred. Numerical simulations of FENE dumbbells using the EVSS scheme
have been proposed in Bonvin and Picasso [2001, 2002].

2.4. A simplified Oldroyd-B problem

This section is devoted to the study of the correction step of the free-surface algorithm for the
Oldroyd-B problem presented in Section 2.2. This is (2.14)–(2.16) that are recalled hereafter
for the convenience of the reader. Two different considerations are discussed here. First,
existence and uniqueness results with small data are presented. Second, the well posedness
of a stabilized finite element discretization in space is obtained, so as optimal convergence
results. The results presented here can be found in more detail in Bonito, Clément and
Picasso [2007].

Let D be a bounded, connected open set of Rd, d ≥ 2 with boundary ∂D of class C2,
and let T > 0 be the final time. We consider the following problem. Given initial conditions
u0 : D→ Rd, σ0 : D→ Rd×d, a force term f , a constant density ρ > 0, constant solvent and
polymer viscosities ηs > 0, ηp > 0, and a constant relaxation time λ > 0, find the veloc-
ity u : D× (0,T)→ Rd, pressure p : D× (0,T)→ R, and extra stress σ : D× (0,T)→
Rd×d such that
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ρ
∂u

∂t
− 2ηs div ε(u)+∇p− div σ = f in D× (0,T), (2.41)

div u = 0 in D× (0,T), (2.42)

1

2ηp
σ +

λ

2ηp

(
∂σ

∂t
− (∇u)σ − σ(∇u)T

)
− ε(u) = 0 in D× (0,T), (2.43)

u = 0 on ∂D× (0,T), (2.44)

u(·, 0) = u0, σ (·, 0) = σ0 in D. (2.45)

Note that when comparing to (2.14)–(2.16), the hat symbols have been omitted for clarity
purpose.

When D is of class C2, the implicit function theorem has been used in Bonito, Clément
and Picasso [2007] to prove that the above problem admits a unique solution

u ∈ W1,q(0,T;Lr(D)) ∩ Lq(0,T;W2,r(D)),

p ∈ Lq(0,T;W1,r(D)),

σ ∈ W1,q(0,T;W1,r(D)),

(2.46)

with 1 < q <∞, d < r <∞, for any data f , u0, σ0 small enough in appropriate spaces.
We assume that such a result also holds when D is a convex polygon; see Picasso and
Rappaz [2001] for a proof in the framework of the corresponding stationary problem. Then,
the above regularity is sufficient to ensure the existence and convergence of a stabilized,
continuous, piecewise linear finite element discretization in space.

The finite element approximation in space is now introduced. For any h > 0, let Th be a
decomposition of the computational domain D into triangles K with diameter hK less than
h, regular in the sense of Ciarlet and Lions [1991]. We consider as in Section 2.3.2 the
finite element spaces Vh, Qh, and Mh corresponding to continuous, piecewise linear veloc-
ity, pressure, and extra stress. We denote ih the L2(D) projection onto Vh, Qh, or Mh and
introduce the following stabilized finite element discretization in space of (2.41)–(2.45).
Given f , u0, σ0 find

(uh, ph, σh) : t→ (uh(t), ph(t), σh(t)) ∈ Vh × Qh ×Mh

such that uh(0) = ihu0, σh(0) = ihσ0 and such that the following weak formulation holds in
]0,T[:

ρ

(
∂uh

∂t
, vh

)
D
+ 2ηs (ε(uh), ε(vh))D − ( ph, div vh)D + (σh, ε(vh))D

− ( f , vh)D + (div uh, qh)D +
∑

K∈Th

αh2
K

2ηp
(∇ph,∇qh)K

+
1

2ηp
(σh, τh)D +

λ

2ηp

(
∂σh

∂t
− (∇uh)σh − σh(∇uh)

T , τh

)
D

− (ε(uh), τh)D = 0, (2.47)
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for all (vh, qh, τh) ∈ Vh × Qh ×Mh. Here, α > 0 is a dimensionless stabilization
parameter.

In order to prove that the solution of the nonlinear finite element discretization (2.47)
exists and converges to that of (2.41)–(2.45), we shall use the abstract Theorem 2.1 of Caloz
and Rappaz [1997]. For this purpose, we introduce Xh defined by

Xh = L2(0,T;Vh)× L∞(0,T;Mh)

equipped with the norm || · ||Xh defined for all xh = (uh, σh) ∈ Xh by

‖xh‖
2
Xh
= 2ηs

T∫
0

‖ε(uh(t))‖
2
L2(�)

dt +
λ

4ηp
sup

t∈[0,T]
‖σh(t)‖

2
L2(�)

.

Then, we rewrite the solution of (2.47) as the following fixed point problem. Given y =
( f , u0, σ0) ∈ Y , find xh = (uh, σh) ∈ Xh such that

xh = Th ( y, S(xh)) . (2.48)

Here, Y is the functional space corresponding to the data ( f , u0, σ0) (see Bonito, Clément
and Picasso [2007] for details), and S is defined by

S(xh) =
λ

2ηp

(
(∇uh)σh + σh(∇uh)

T)
D .

Given y = ( f , u0, σ0) ∈ Y and g ∈ L2(0,T;L2(D)), computing Th( y, g) consists in solving
a time-dependent three fields Stokes problem discretized in space, namely

Th : Y × L2(0,T;L2(D))→ Xh

( f , u0, σ0, g)→ Th( f , u0, σ0, g) := (ũh, σ̃h),

where for t ∈ (0,T)

(ũh, p̃h, σ̃h) : t→ (ũh(t), p̃h(t), σ̃h(t)) ∈ Vh × Qh ×Mh

satisfies ũh(0) = ihu0, σ̃h(0) = ihσ0, and

ρ

(
∂ ũh

∂t
, vh

)
D
+ 2ηs (ε(ũh), ε(vh))D − ( p̃h, div vh)D + (σ̃h, ε(vh))D − ( f , vh)D

+ (div ũh, qh)D +
∑

K∈Th

αh2
K

2ηp
(∇p̃h,∇qh)K

+
1

2ηp
(σ̃h, τh)D +

λ

2ηp

(
∂σ̃h

∂t
, τh

)
D
− (ε(ũh), τh)D −

λ

2ηp
(g, τh)D = 0 (2.49)

for all (vh, qh, τh) ∈ Vh × Qh ×Mh, a.e in (0,T).
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In Bonito, Clément and Picasso [2007], it is proved that (2.48) has a unique solution
converging to that of (2.41)–(2.45). Indeed, following Picasso and Rappaz [2001], (2.48) is
written as the following nonlinear problem: given y = ( f , u0, σ0) ∈ Y , find xh = (uh, σh) ∈

Xh such that

Fh( y, xh) = 0, (2.50)

where Fh : Y × Xh → Xh is defined by

Fh( y, xh) = xh − Th ( y, S(xh)) . (2.51)

The abstract Theorem 2.1 of Caloz and Rappaz [1997] can be then used in order to prove
existence and convergence of a solution to (2.50). The mapping Fh : Y × Xh → Xh is C1.
Moreover, the scheme is consistent, DxFh has bounded inverse at ihx, and DxFh is locally
Lipschitz at ihx. Here, ih is the L2(D) projection onto the finite element space Xh, and
x = (u, σ ) is the solution of the continuous problem (2.41)–(2.45), with regularity (2.46).
Therefore, applying Theorem 2.1 of Caloz and Rappaz [1997], existence of a semidiscrete
solution xh can be proved in the neighborhood of ihx provided the data y is small enough in
Y , the space of data. Note that this regularity implies that the trajectories (x, t)→ qh(x, t, ω)
are continuous, for almost each event ω ∈ �. Moreover, optimal error estimates hold for
‖x− xh‖Xh , that is:

‖u− uh‖L2(0,T;H1(D)) + ‖σ − σh‖L∞(0,T;L2(D)) = O(h).

We refer to Bonito, Clément and Picasso [2007] for details.

2.5. A simplified Hookean dumbbells problem

As a first step toward the analysis of stochastic models for viscoelastic fluids, this section
is devoted to the study of the correction step of the free-surface algorithm for Hookean
dumbbell model (see Section 2.2). This is (2.14), (2.15) supplemented by (2.19) and (2.20)
with F(q) = q, which are recalled hereafter for the convenience of the reader. A pathwise
existence will be provided with enough regularity to ensure the convergence of the finite
element scheme proposed. The results presented here can be found in more detail in Bonito,
Clément and Picasso [2006a, 2006b].

We refer to Bonvin and Picasso [1999], Jourdain, Lelièvre and Le Bris [2004b] for
presentations related to the Monte Carlo discretization and the use of variance reduction
techniques.

Let D ⊂ Rd be the “physical” space, T > 0 be the final time, and (�,F ,P) be a com-
plete filtered probability space. Given f : D× [0,T]→ Rd, u0 : D→ Rd, and q0 : �→
Rd, we are seeking for the velocity u : D× [0,T]→ Rd, the pressure p : D× [0,T]→ R,
and the dumbbell elongation q : D× [0,T]×�→ Rd such that

ρ
∂u

∂t
− 2ηsdiv ε(u)+∇p

−
ηp

λ
div

(
E(qqT)− I

)
= f in D× (0,T), (2.52)
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div u = 0 in D× (0,T), (2.53)

dq =

(
∇uq−

1

2λ
q

)
dt +

1
√
λ

dB in D× (0,T)×�, (2.54)

u = 0 on ∂D× (0,T), (2.55)

u(·, 0) = u0 in D, (2.56)

q(·, 0, ·) = q0 in D×�, (2.57)

where q0 satisfies

E(q0) = 0 and E(q0qT
0 ) = I. (2.58)

Note that comparing to (2.14), (2.15), (2.19), and (2.20), the hat symbols have been omitted
for clarity purpose. Also note that Eqns (2.54) and (2.57) are notations for

q(x, t, ω)− q0(ω) =

t∫
0

(
∇u(x, s)q(x, s, ω)−

1

2λ
q(x, s, ω)

)
ds+

1
√
λ

B(t, ω),

where (x, t, ω) ∈ D× [0,T]×�.
When D is of class C2, the implicit function theorem has been used in Bonito, Clément

and Picasso [2006b] to prove that the above problem admits a unique solution (u, p, q)
satisfying

u ∈ h1+µ([0,T];Lr(D)) ∩ hµ([0,T];W2,r(D))

p ∈ hµ([0,T];W1,r(D))

q ∈ Lγ (�; hµ([0,T];W1,r(D)))

(2.59)

with r > d, 0 < µ < 1/2, and γ ≥ 2, for any data f , u0, small enough in appropriate spaces.
Note that this regularity implies that the trajectories (x, t)→ q(x, t, ω) are continuous, for
almost each event ω.

We now consider the finite element discretization in space. First, we assume that the
existence result presented hereabove still holds when D is a convex polygon in R2. For any
h > 0, let Th be a decomposition of D into triangles K with diameter hK less than h, regular in
the sense of Ciarlet and Lions [1991]. We consider the finite element spaces Vh, Qh, and Rh

corresponding to continuous, piecewise linear velocity, pressure, and dumbbell elongations.
We denote ih the L2(D) projection onto Vh, Qh, or Rh and introduce the following stabilized
finite element discretization in space of (2.52)–(2.57). Given f , u0, q0 find

(uh, ph, qh) : (0,T)×�→ Vh × Qh × Rh,

(t, ω)→ (uh(t), ph(t), qh(t, ω)),
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such that uh(0) = ihu0, qh(0, ω) = q0(ω) and such that the following weak formulation
holds in (0,T)×�:

ρ

(
∂uh

∂t
, vh

)
D
+ 2ηs (ε(uh), ε(vh))D − ( ph, div vh)D

+
ηp

λ

(
E
(
qh(qh)

T)
− I, ε(vh)

)
D − ( f , vh)D

+ (div uh, sh)D +
∑

K∈Th

αh2
K

2ηp
(∇ph,∇sh)K

+ (qh(t), rh)D − (q0, rh)D +

t∫
0

(
1

2λ
qh(k)−∇uh(k)qh(k), rh

)
D

dk

−
1
√
λ
(B(t), rh)D = 0, (2.60)

for all (vh, sh, rh) ∈ Vh × Qh × Rh. Here, α > 0 is a dimensionless stabilization parameter.
In order to avoid complications when considering stochastic processes with value in

Banach spaces, the following decomposition is introduced

q = qeq
+ qd.

Here, qeq : [0,T]×�→ Rd corresponds to physical equilibrium and is the so-called
Ornstein–Uhlenbeck stochastic process satisfying

dqeq
= −

1

2λ
qeqdt +

1
√
λ

dB, qeq(0) = q0, (2.61)

while qd : D× [0,T]×�→ Rd satisfies a deterministic differential equation with a
stochastic forcing term

∂qd

∂t
+

1

2λ
qd
− (∇u)qd

= (∇u)qeq, qd(0) = 0. (2.62)

Then, using the fact that

E(qeq(s)qeq(t)T) = e−
|t−s|
2λ I, s, t ∈ [0,T], (2.63)

the momentum equation (2.52) is

ρ
∂u

∂t
− 2ηsdiv ε(u)+∇p

−
ηp

λ
div

(
E(qd(qd)T + qd(qeq)T + qeq(qd)T)

)
= f . (2.64)
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As for the continuous problem, we use the decomposition

qh = qeq
+ qd

h;

thus, we are finally looking for (uh, ph, qd
h) such that

ρ

(
∂uh

∂t
, vh

)
D
+ 2ηs (ε(uh), ε(vh))D − ( ph, div vh)D

+
ηp

λ
E
(

qd
h

(
qd

h

)T
+ qd

h

(
qeq)T

+ qeq
(

qd
h

)T
, ε(vh)

)
D
− ( f , vh)D

+ (div uh, sh)D +
∑

K∈Th

αh2
K

2ηp
(∇ph,∇sh)K

+ (qd
h(t), rh)D +

t∫
0

(
1

2λ
qd

h(k)−∇uh(k)(q
eq(k)+ qd

h(k)), rh

)
D

dk

−
1
√
λ
(B(t), rh)Ddk = 0 (2.65)

for all (vh, sh, rh) ∈ Vh × Qh × Rh.
As in the previous subsection, we write the above nonlinear problem as an abstract fixed

point problem. Given y = ( f , u0) ∈ Y , find xh = (uh, qd
h) ∈ Xh such that

xh = Th ( y, S1(xh), S2(xh)) . (2.66)

Here, Y is the functional space for the data ( f , u0) (see Bonito, Clément and Picasso
[2006a] for details), and

Xh = L2(0,T;Vh)× L2(�;L∞(0,T;Rh)),

provided with the norm ||.||Xh defined for all xh = (uh, qh) ∈ Xh by

||xh||
2
Xh
= 2ηs

T∫
0

||ε(uh(t))||
2
L2(D)dt +

∫
�

sup
t∈[0,T]

||qh(ω, t)||2L2(D) dP(ω).

Also, the operators S1 and S2 are defined by

S1(xh) = E
(

qd
h(q

d
h)

T
)

and S2(xh) = ∇uh qd
h,

while the linear operator Th is defined by

Th : Y ×L2(0,T;L2(D))×L2(�;L2(0,T;L2(D)))→ Xh

( f1, u0, f2,w)→ Th( f1, u0, f2,w)= (ũh, q̃d
h)∈Xh,
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where for (t, ω) ∈ (0,T)×�

(ũh, p̃h, q̃d
h) : (t, ω)→ (ũh(t), p̃h(t), q̃d

h(t, ω)) ∈ Vh × Qh × Rh

satisfies ũh(0) = ihu0 and

ρ

(
∂ ũh

∂t
, vh

)
D
+ 2ηs (ε(ũh), ε(vh))D − ( p̃h, div vh)D

+
ηp

λ

(
E(q̃d

h(q
eq)T + qeq(q̃d

h)
T)+ f2, ε(vh)

)
D
− ( f1, vh)D

+ (div ũh, sh)D +
∑

K∈Th

αh2
K

2ηp
(∇p̃h,∇sh)K

(
q̃d

h(t), rh

)
D
+

t∫
0

(
1

2λ
q̃d

h(k)−∇ũh(k)q
eq(k)− w, rh

)
D

dk = 0, (2.67)

for all (vh, sh, rh) ∈ Vh × Qh × Rh, a.e. in (0,T) and a.e. in �.
In Bonito, Clément and Picasso [2006a], it is proved that (2.67) has a unique solution

converging to that of (2.64), (2.62). As in the previous subsection, (2.66) is rewritten as the
following nonlinear problem: given y = ( f , u0) ∈ Y , find xh = (uh, qd

h) ∈ Xh such that

Fh( y, xh) = 0, (2.68)

where Fh : Y × Xh → Xh is defined by

Fh( y, xh) = xh − Th ( y, S1(xh), S2(xh)) . (2.69)

The abstract Theorem 2.1 of Caloz and Rappaz [1997] can be then used in order to prove
existence and convergence of a solution to (2.50). The mapping Fh : Y × Xh → Xh is C1.
Moreover, the scheme is consistent, DxFh has bounded inverse at ihx, and DxFh is locally
Lipschitz at ihx. Here, ih is the L2(D) projection onto the finite element space Xh, and
x = (u, qd) is the solution of the continuous problem (2.62), (2.64), with regularity (2.59).
Therefore, applying Theorem 2.1 of Caloz and Rappaz [1997], existence of a semidiscrete
solution xh can be proved in the neighborhood of ihx provided the data y is small enough in
Y . Moreover, optimal error estimates hold for ‖x− xh‖Xh , that is:

‖u− uh‖L2(0,T;H1(D)) + ‖q
d
− qd

h‖L2(�;L∞(0,T;L2(D))) = O(h).

Note that the convergence result obtained here ensures the convergence of almost all trajec-
tories. Also, a posteriori error estimates can be derived, and we refer to Bonito, Clément
and Picasso [2006a] for details.
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Chapter 3

Numerical Simulation of Viscoelastic
Flows with Complex Free Surfaces

3.1. Space discretization: structured cells and finite elements

We now come back to the splitting scheme described in Section 2.2.1 to solve the free-
surface Oldroyd-B model. Recall that during the prediction step, three advection problems
have to be solved, which leads to formula (2.10)–(2.12), whereas during the correction step,
the Oldroyd-B problem without convection (2.14)–(2.16) has to be solved.

Two distinct grids are used to solve the prediction and correction steps (see Fig. 3.1).
Since the shape of the cavity 3 can be complex (this is for instance the case in mold filling
or extrusion processes), finite element techniques are well suited for solving (2.14)–(2.16)
using an unstructured mesh. On the other hand, a structured grid of cubic cells is used to
implement (2.10)–(2.12). The reasons for using a structured grid is the following. First, the
method of characteristics can be easily implemented on structured grids. Second, the size
of the cells can be tuned in order to control numerical diffusion when projecting (2.10)–
(2.12) on the structured grid. Numerical experiments reported in Caboussat, Picasso and
Rappaz [2005], Maronnier, Picasso and Rappaz [1999, 2003] have shown that choosing
the cells spacing three to five times smaller than the mesh spacing is a good trade-off between
numerical diffusion and computational cost or memory storage.

1

1

0

0

0

0

1

0

Fig. 3.1 Two grids are used for the computations. In order to reduce numerical diffusion and to simplify the
implementation, the volume fraction of liquid is computed on a structured grid of small cells. The velocity,
pressure, and extra stress are computed on an unstructured finite element mesh with larger size. The symbol 1
(resp. 0) denotes a cell completely filled (resp. empty). The cells that are partially filled are shaded. The goal
is to reduce the width of the partially filled region to a value smaller than the finite element spacing.

347
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We also refer to Tomé, Castelo and Cuminato [2008] for similar numerical simulations
using finite difference methods.

3.1.1. Advection step: structured grid of cubic cells

The implementation of (2.10)–(2.12) is now discussed. Assume that the grid is made out
of cubic cells Cijk of size h. Let ϕn−1

ijk , un−1
ijk , and σ n−1

ijk be the approximate value of ϕ, u,

and σ at center of cell number (ijk) and time tn−1. According to (2.10)–(2.12), the advec-
tion step on cell number (ijk) consists in advecting ϕn−1

ijk , un−1
ijk and σ n−1

ijk by 1tnun−1
ijk and

then projecting the values onto the structured grid. An example of cell advection and projec-
tion is presented in Fig. 3.2 in two space dimensions.

This advection algorithm is unconditionally stable with respect to the CFL condition –
velocity times the time step divided by the cells spacing h – and O(1t + h2/1t) convergent,
according to the theoretical results available for the characteristics-Galerkin method Piron-
neau [1989], Pironneau, Liou and Tezduyar [1992], Quarteroni and Valli [1991].
However, this algorithm has two drawbacks. Indeed, numerical diffusion is introduced when
projecting the values of the advected cells on the grid (recall that the volume fraction of liq-
uid is discontinuous across the interface). Moreover, if the time step is too large, two cells
may arrive at the same place, producing numerical (artificial) compression.

In order to enhance the quality of the volume fraction of liquid, two postprocessing
procedures have been implemented. We refer to Caboussat [2005], Maronnier, Picasso
and Rappaz [1999, 2003] for a description in two and three space dimensions. The first
procedure reduces numerical diffusion and is a simplified implementation of the simple

Index j

Index i

3 16

ϕ ij
n−1 

ϕ ij
n−1 

Δtnuijn−1  

9 16
ϕij

n−1 

16
ϕ ij

n−1 

3 16
ϕij

n−1 

Fig. 3.2 An example of two-dimensional advection of ϕn−1
ij by 1tnun−1

ij and projection on the grid. The
advected cell is represented by the dashed lines. The four cells containing the advected cell receive a fraction
of ϕn−1

ij , according to the position of the advected cell. In this example, the new values of the volume frac-

tion of liquid ϕn are updated as follows: ϕn
i+1,j+1 = ϕ

n
i+1,j+1 + 3/16ϕn−1

ij ; ϕn
i+2,j+1 = ϕ

n
i+2,j+1 + 9/16ϕn−1

ij ;

ϕn
i+1,j+2 = ϕ

n
i+1,j+2 + 1/16ϕn−1

ij ; ϕn
i+2,j+2 = ϕ

n
i+2,j+2 + 3/16ϕn−1

ij .
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linear interface calculation (SLIC) algorithm Chorin [1980], Noh and Woodward [1976],
Scardovelli and Zaleski [1999]; see Figs 3.3 and 3.4 for a simple example. In the SLIC
procedure, if a cell is partially filled with liquid, then the volume fraction of liquid is con-
densed along the cells faces, edges, or corners (see Fig. 3.5), according to the volume fraction
of liquid of the neighboring cells (see Fig. 3.6).

The second procedure removes artificial compression (that is, values of the volume frac-
tion of liquid greater than one), which may happen when the volume fraction of liquid
advected in two cells arrives at the same place (see Fig. 3.7). The aim of this procedure is to
produce new values ϕn

ijk that are between zero and one and is as follows. At each time step,
all the cells having values ϕn

ijk greater than one (strictly) or between zero and one (strictly)

1

1

1

1/2

1/2

1/2

1/2

1/2

1/2

1/4

1/4

1/4

1/4

1/4

1/4

1/2

1/2

1/2

Time tn Time t n+1 Time t n+2

uΔt =1.5h

Fig. 3.3 Numerical diffusion during the advection step. At time tn, the cells have volume fraction of liquid
one or zero. The velocity u is horizontal, and the time step 1t is chosen so that u1t = 1.5h where h is the
cells spacing.

1

1

1

1/2

1/2

1/2

1/2

1/2

1/2

Time tn

1

1

1

1

1

Time t n+1 Time t n+2

uΔt =1.5h
1

1

1

1

Fig. 3.4 Reducing numerical diffusion using the SLIC algorithm. Before advecting a cell partially filled with
liquid, the volume fraction of liquid is condensed along the cells boundaries, according to the neighboring
cells.

Fig. 3.5 SLIC algorithm. If the cell is partially filled with liquid, the liquid is pushed along a face, an edge,
or a vertex of the cell, according to the neighbors volume fraction of liquid.
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Fig. 3.6 SLIC algorithm. The volume fraction of liquid in a cell partially filled with liquid is pushed accord-
ing to the volume fraction of liquid of the neighboring cells. Two examples are proposed. Left: the left and
bottom neighboring cells are full of liquid, the right and top neighboring cells are empty, and the liquid is
pushed at the bottom-left corner of the cell. Right: the bottom neighboring cell is full of liquid, the right
neighboring cell is empty, the other two neighboring cells are partially filled with liquid, and the volume
fraction of liquid is pushed along the left side of the cell.

Fig. 3.7 An example of numerical (artificial) compression.

are sorted according to their values ϕn
ijk. This can be done in an efficient way using quick sort

algorithms. The cells having values ϕn
ijk greater than one are called the dealer cells, whereas

the cells having values ϕn
ijk between zero and one are called the receiver cells. The second

procedure then consists in moving the fraction of liquid in excess in the dealer cells to the
receiver cells; see Maronnier, Picasso and Rappaz [1999, 2003] for details.

Validation of these procedures using standard two-dimensional test cases taken from
Aulisa, Manservisi and Scardovelli [2003], Rider and Kothe [1998] have been per-
formed in Caboussat [2005]. Translation, rotation, and stretching of a circular region of
fluid are shown in Fig. 3.8. For more details, we refer to Section 5.1 of Caboussat [2005].

In a number of industrial applications, the shape of the cavity containing the liquid is
complex. Therefore, a special data structure has been implemented in order to reduce the
memory requirements used to store the cell data. An example is proposed in Fig. 3.9. The
cavity containing the liquid is meshed into tetrahedrons. Without any particular cells data
structure, a great number of cells would be stored in the memory without ever being used.
The data structure makes use of three hierarchical levels to define the cells. At the coarsest
level, the cavity is meshed into windows, which can be glued together. Each window is
then subdivided into blocks. Finally, a block is cut into smaller cubes, namely the cells
(ijk). When a block is free of liquid (ϕ = 0), it is switched off, that is to say the memory
corresponding to the cells is not allocated. When liquid enters a block, the block is switched
on, that is to say the memory corresponding to the cells is allocated.

Once values ϕn
ijk, u

n− 1
2

ijk and σ
n− 1

2
ijk have been computed on the cells (ijk), values are inter-

polated at the vertices P of the finite element mesh. More precisely, the volume fraction of
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Fig. 3.8 Validation of the advection step. Left: translation of a circular region of liquid, the interface is
shown at initial and final time. Middle: rotation of a circular region of liquid, the interface is shown at initial
and final time. Right: single vortex test case, the interface is shown at time t = 1 (maximal deformation) and
t = 2 s (return to initial circular shape).

Finite element mesh
Window level

Block level

Cell level

Fig. 3.9 The hierarchical window-block-cell data structure used to implement cells advection in the frame-
work of the 2D filament stretching.

liquid at vertex P is computed by considering all the cells (ijk) contained in the triangles K
containing vertex P (see Fig. 3.10), using the following formula:

ϕn(P) =

∑
K

P∈K

∑
(ijk)⊂K

φP(xijk)ϕ
n
ijk

∑
K

P∈K

∑
(ijk)⊂K

φP(xijk)
. (3.1)
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P

Fig. 3.10 Interpolation of the volume fraction of liquid from the structured cells to the unstructured finite
element mesh. The volume fraction of liquid at vertex P depends on the volume fraction of liquid in the
shaded cells.
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Fig. 3.11 A two-dimensional example of liquid element. The values of the volume fraction of liquid ϕ at
the center of the cells are known. A value ϕ is then interpolated at the vertices of the finite element mesh. The
displayed triangle has at least one vertex with value ϕ greater than 0.5. Therefore, the triangle is liquid, and
the velocity, the pressure, and the extra stress will be computed at the three vertices of the triangle.

Here, xijk denotes the center of cell (ijk), and φP is the finite element basis function attached
to vertex P. Similar formula hold for the velocity and extra stress. Then, the liquid region is
defined as follows. An element (tetrahedron) of the mesh is said to be liquid if (at least) one
of its vertices has a volume fraction of liquid ϕn > 0.5 (see Fig. 3.11). The computational
domain Dn used for solving (1.2)–(1.8) is then defined to be the union of all liquid elements.
At this point, we would like to stress that the values of the volume fraction of liquid on the
unstructured finite element mesh are only used in order to define the liquid region. Again,
advection of the volume fraction of liquid only occurs on the structured cells and not on
the unstructured finite element mesh. Also, the volume constraint is not directly enforced
in the numerical model. However, if numerical diffusion of the volume fraction of liquid is
small, then the volume constraint will be satisfied. This is precisely the goal of the two post
processing procedures that have been added. In all the computations, we have observed that
the (numerical) diffusion layer of the volume fraction of liquid (0 < ϕ < 1) is of the order
of one or two cells and that the volume constraint is satisfied up to 1%. In order to achieve
this goal, the two post processing procedures must be switched on and the cells spacing must
be three to five times smaller than the mesh spacing.
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3.1.2. Correction step: stokes and Oldroyd-B with finite elements

Let us now turn to the finite element techniques used for solving (2.14)–(2.16). Given the
new liquid domain Dn (remember that Dn is the union of liquid elements belonging to the
mesh), let Vh, Qh, and Mh be the finite element subspaces of continuous, piecewise lin-
ear velocity, pressure, and extra stress defined on Dn. We follow Section 2.3.2 and use an
elastic viscous split stress (EVSS) formulation with continuous, piecewise linear stabilized
finite elements. More precisely, given the predicted velocity un−1/2

h ∈ Vh, the extra-variable

dn−1/2
h ∈ Mh defined by(

dn−1/2
h , eh

)
Dn
=

(
ε
(

un−1/2
h

)
, eh

)
Dn

∀eh ∈ Mh,

is introduced for stability purposes. Solving this equation results in solving a diagonal lin-
ear system provided a mass lumping quadrature formula is used. Since the mass lumping
quadrature formula is order two accurate in space, the global accuracy of the method is not
affected. Once dn−1/2

h is computed, the predicted extra-stress σ n−1/2
h being known, the new

velocity un
h ∈ Vh and pressure pn

h ∈ Qh are obtained by solving the following Stokes problem

ρ

1tn
(
un

h, vh
)

Dn + 2(ηs + ηp)
(
ε(un

h), ε(vh)
)

Dn −
(

pn, div vh
)

Dn

=
ρ

1tn

(
un−1/2

h , vh

)
Dn

(
2ηpdn−1/2

h − σ n−1/2, ε(vh)
)

Dn
+ (ρg, vh)Dn ,(

div un
h, qh

)
Dn +

∑
K⊂Dn

αK

( ρ

1tn
un

h +∇pn
h,∇qh

)
Dn

=

∑
K⊂Dn

αK

( ρ

1tn
un−1/2

h + div σ n−1/2
h + ρg,∇qh

)
Dn
,

(3.2)

for all test functions vh ∈ Vh and qh ∈ Qh. Here, αK is the local stabilization coefficient
defined by

αK =


|K|2/3

12(ηs + ηp)
if ReK ≤ 3,

|K|2/3

4ReK(ηs + ηp)
else,

where, following Franca and Frey [1992], the local Reynolds number ReK is defined by

ReK =
ρ|K|

1
3 ‖un−1/2

h ‖L∞(K)

2(ηs + ηp)
.

Note that in (3.2), the corrected velocity un
h can be prescribed on the boundary of the cav-

ity 3 whenever needed; see Fig. 1.5 for a discussion related to boundary conditions. Also
note that the boundary condition (1.17) is implicitly contained in the above variational for-
mulation. All the degrees of freedom corresponding to velocity and pressure are stored in a
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single matrix, and the linear system is solved using the GMRES algorithm with a classical
incomplete LU preconditioner and no restart.

It then remains to update the extra-stress σ n
h ∈ Mh from Oldroyd-B constitutive equation:(

1+
λ

1tn

) (
σ n, τ

)
Dn =

(
λ

1tn
σ n−1/2

+ λ∇un
hσ

n−1/2
+ λσ n−1/2(∇un

h)
T

+ 2ηp(ε(u
n
h), τ

)
Dn

∀τ ∈ Mh.

Here, σ n
h must be prescribed at the inflow boundary, if there is one (see Fig. 1.5). Again, this

equation results in solving a diagonal linear system whenever a mass lumping quadrature
formula is used.

Finally, once the new velocity un
h and extra-stress σ n

h are computed at the vertices of the
finite element mesh, values are interpolated at the center of the cells (ijk):

un
ijk =

∑
P

φP(xijk)u
n
P, (3.3)

where P denotes a mesh vertex, xijk denotes the center of cell (ijk), φP denotes the finite
element basis function corresponding to vertex P, and un

P is the velocity at vertex P. A
similar formula is used for the extra-stress σ n

ijk. Please note that the volume fraction of liquid
is not interpolated from the finite element mesh to the cells. Indeed, the volume fraction
of liquid is only computed on the structured cells. It is interpolated on the unstructured
finite element mesh only in order to define the liquid region after the prediction step; see
Fig. 3.11.

3.1.3. Implementations details

The memory storage is the following. For each cubic cell, the volume fraction of liquid, the
velocity, and the extra stress must be stored in order to implement (2.10)–(2.12), therefore
1+ 3+ 6 = 10 values. For each vertex of the finite element mesh, the velocity, the pressure,
the extra stress, and the EVSS field dn−1/2

h must be stored, therefore 3+ 1+ 6+ 6 = 16
values. The code is written in the C++ programming language, and the finite element data
structure is classical. The data structure of the cells is as follows. Each cell is labeled by
indices (ijk) within a block. Also, each block is labeled by indices (ijk) within a window
(see Fig. 3.9).

In order to perform efficient interpolation between the two grids (structured
cells/unstructured finite elements), the following data structure is needed. In order to imple-
ment interpolation from the finite element mesh to the cells, Eqn (3.3), the index of the finite
element (tetrahedron) containing each cell is needed. Alternatively, in order to implement
interpolation from the cells to the finite element mesh, Eqn (3.1), the list of the cells con-
tained in each finite element (tetrahedron) is required. This additional data structure is built
at the beginning of each computation. It can be stored in case several computations are per-
formed with the same grids. The additional CPU time required to build this data structure is
small (less than 1%) compared to the total CPU time.
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3.2. Extension to mesoscopic models

Computations with the FENE free-surface algorithm presented in Section 2.2.2 have been
performed in Grande, Laso and Picasso [2003] in two space dimensions and are not
reported here. The use of variance reduction techniques is advocated (see for instance
Bonvin and Picasso [1999], and Jourdain, Lelièvre and Le Bris [2004b]).

3.3. Numerical results

In this section, numerical results pertaining to Oldroyd-B three-dimensional flows with com-
plex free surfaces are presented. First, the method is validated on test cases for which an
exact solution is available. Then, numerical simulations are proposed on two test cases
involving flows with complex free surfaces, namely jet buckling and the stretching of a
filament.

3.3.1. Numerical validation

Elongational flow At initial time, liquid at rest occupies a cylinder with radius R0 =

0.0034 m and height L0 = 0.0019 m. Then, the velocity field on the top and bottom sides
of the cylinder is imposed to be

u(x, y, z, t) =


−

1

2
ε̇0x

−
1

2
ε̇0y

ε̇0z

 ,

with ε̇0 = 4.68 s−1, whereas (1.17) applies on the lateral sides. Since there is no inflow
velocity, no boundary conditions have to be enforced for the extra stress. A simple calcula-
tion shows that for all time t, the above velocity field satisfies the momentum equations, that
the extra-stress tensor is homogeneous, for instance

σzz(x, y, z, t) =
2ηpε̇0

1− 2ε̇0λ

(
1− e

−

(
1
λ
−2ε̇0

)
t
)
,

and that the liquid region remains a cylinder with radius R(t) = R0e−
1
2 ε̇0t. Indeed, the tra-

jectories of the fluid particles are defined by X′(t) = u(X(t), t), which yieldsX(t) = X(0)e−
1
2 ε̇0t

Y(t) = Y(0)e−
1
2 ε̇0t

Z(t) = Z(0)eε̇0t

 .
Two meshes are used for the computations. The computational domain is the block
[−0.004 m, 0.004 m]× [−0.004 m, 0.004 m]× [0 m, 0.03 m] in the xyz directions. The 3D
meshes are obtained by extruding the 2D meshes shown in Fig. 3.12, from z = 0 to
z = 0.03 m, and then cutting the prisms into tetrahedrons. The coarse (resp. fine) mesh has
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Y
X

Y
XZZ

Fig. 3.12 Elongational flow: 2D cut of the mesh at z = 0; left: coarse mesh; right: fine mesh.

Fig. 3.13 Elongational flow: shape of the liquid region (the volume corresponding to volume fraction of
liquid ϕ > 0.5 is shown); simulation at different times (from left to right): t = 0, 0.1, 0.2, 0.3, 0.4 s.

62000 (resp. 462000) vertices and mesh size 0.00035 m (resp. 0.000175 m). When using
the coarse (resp. fine) mesh, the cell size is 0.0001 m (resp. 0.00005 m). The time step was
1t = 0.01 s for the coarse mesh (resp.1t = 0.005 s for the fine mesh) so that the CFL num-
ber of the cells – velocity times the time step divided by the cells spacing – equals 0.9 at
time t = 0 and 3.7 at time t = 0.3.

Numerical results corresponding to 0.05 % by weight Polystyrene (the parameter values
are taken from Cormenzana, Ledd, Laso and Debbaut [2001], ρ = 1030 kg/m3, ηs =

9.15 Pa · s, ηp = 25.8 Pa · s, λ = 0.421 s, thus De = λε̇0 = 1.97) are reported in Figs 3.13
and 3.14. Clearly, the computed velocity agrees perfectly with the exact velocity, whereas
the error for the extra stress is within 10% on the fine grid. The fact that the velocity is more
precise than the extra stress is not surprising since the finite element method is expected to
be of order two (in the L2 norm and in a fixed domain) for the velocity but only of order one
for the extra stress.
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Fig. 3.14 Elongational flow (E = exact solution, F = fine mesh, I = intermediate mesh, C = coarse mesh);
left: vertical velocity uz along the vertical axis Oz at final time t = 0.3 s; right: extra-stress σzz at z = 0.0006 m
as a function of time.
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Fig. 3.15 Filling of a pipe; notations and isovalue ϕ = 0.5 for a Newtonian fluid at times
t= 0, 0.6, 1.2, 1.8, 2.4, 3.0 s.

Filling of a straight pipe Consider a rectangular pipe of dimensions [0, L1]× [0,L2]×
[0,L3] in the xyz directions, where L1 = 4 m, L2 = 1 m, L3 = 0.3 m. At the initial time, the
pipe is empty. Then, fluid enters from the left side (x = 0) with velocity and extra stress
given by

u(x, y, z, t) =

ux

0
0

 , σ (x, y, z, t) =

σxx σxy 0
σxy 0 0
0 0 0

 , (3.4)

with ux( y) = 6y(L2 − y), σxx( y) = 72ηsλ(2y− L2)
2, and σxy( y) = −6ηp(2y− L2). The

boundary conditions are detailed in Fig. 3.15 and are the following. On the top and bot-
tom sides (y = 0 and y = L2), no-slip boundary conditions apply. On the front and rear sides
(z = 0 and z = L3), slip boundary conditions apply. On the right side (x = L1), the fluid
is free to exit the pipe with zero vertical velocity. The parameter values are taken from
Tomé, Mangiavacchi, Cuminato, Castelo and McKee [2002] Subsection 6.1 and are the
following: ρ = 1 kg/m3, ηs = ηp = 0.5 Pa · s. Three finite element meshes are used in this
subsection (see Table 3.1 for details). The cells spacing is five times smaller than the finite
element mesh spacing.

We first consider the filling of the pipe, starting from an empty pipe. This experiment
has been considered in Picheli and Coupez [1998], Tomé, Mangiavacchi, Cuminato,
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Table 3.1
Filling of a pipe; the three mesh used to check convergence

Mesh Subdivisions (radius × height) Vertices Tetrahedrons

Coarse 40× 10× 3 1804 7200
Intermediate 80× 20× 6 11900 57600
Fine 160× 40× 12 85813 460800

Fig. 3.16 Filling of a pipe. Left: position of the free surface at time t = 0, 0.6, 1.2, 1.8, 2.4, 3.0 s. Right:
velocity field close to the free surface at time t = 1.8 s. Top : Newtonian flow; bottom: viscoelastic flow
(λ = 5 s thus De = 5).

Castelo and McKee [2002] and is sometimes called fountain flow. The imposed velocity
and extra-stress profile at the inlet are those corresponding to Poiseuille flow (see (3.4)).
Following Gramberg, van Vroonhoven and van de Ven [2004], after some time, the
shape of free surface should be close to a half circle. In Fig. 3.15, the velocity and the shape
of the free surface is shown at several times. The mesh is the finest one, and the time step
is 1t = 0.03 s so that the CFL number of the cells – velocity times the time step divided by
the cells spacing – equals 4.5. Away from the inlet, the position of the free surface is the
same for both Newtonian and viscoelastic flows (see Fig. 3.16). As predicted theoretically
Gramberg, van Vroonhoven and van de Ven [2004], the shape is almost circular. Details
of the fountain flow at the free surface is provided in Fig. 3.16.

Once totally filled with liquid, the velocity and extra stress must satisfy (3.4) in the whole
pipe. Convergence of the stationary solution is checked with λ = 1 s, thus De = λU/L2 = 1,
where U = 1 m/s is the average velocity. In Fig. 3.17, σxx, σxy, and ux are plotted along the
vertical line x = L1/2, 0 ≤ y ≤ L2, z = L3/2. Convergence can be observed even though
boundary layer effects are present, this being classical with low-order finite elements. In
Fig. 3.18, the error in the L2 norm of σxx, σxy, and ux is plotted versus the mesh size. Clearly,
order one convergence rate is observed for the extra stress, order two for the velocity, this
being consistent with theoretical predictions on simplified problems.

3.3.2. Jet buckling

The transient flow of a 3D jet injected into a parallelepiped cavity is now reproduced. The
cavity is a parallelepiped of width 0.05 m, depth 0.05 m, and height 0.1 m, the diameter of
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Fig. 3.17 Filling of a pipe; in all the plots E = exact solution, F = fine mesh, I = intermediate mesh, and
C = coarse mesh; top left: σxx = 72ηsλ(2y− L2)

2 along the vertical line x = L1/2, 0 ≤ y ≤ L2, z = L3/2;
middle: σxy = −6ηp(2y− L2), bottom: horizontal velocity ux = 6y(L2 − y).
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Fig. 3.18 Filling of a pipe; error in the L2 norm with respect to the mesh size.

the jet being D = 0.005 m. Liquid enters from the top of the cavity with vertical veloc-
ity U = 0.5 m/s. The fluid parameters are ρ = 1030 kg/m3; in the Newtonian case, the
viscosity is ηs + ηp = 10.3 Pa · s, and λ = 0 s; in the viscoelastic case, the viscosities are
ηs = 1.03, ηp = 9.27 Pa · s, and the relaxation time λ = 1 s so that De := λU/D = 100.
The finite element mesh has 503171 vertices and 2918760 tetrahedrons. The cells size
is 0.0002 m, and the time step is 0.001 s; thus, the CFL number of the cells – velocity
times the time step divided by the cells spacing – is 2.5. The shape of the jet is shown in
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Fig. 3.19 Jet buckling in a thick cavity. Shape of the jet at time t = 0.125 s (col. 1), t = 0.45 s (col. 2),
t = 0.6 s (col. 3), t = 0.9 s (col. 4), t = 1.15 s (col. 5), t = 1.6 s (col. 6), Newtonian fluid (row 1), viscoelastic
fluid De = 100 (row 2).

Figs 3.19–3.20 for Newtonian and viscoelastic flows. This computation took 64 h on a AMD
opteron CPU with 8-Gb memory.

In Tomé and McKee [1999], Tomé and McKee provided an empirical threshold on the
Reynolds number for a Newtonian jet to buckle. Our experiments indicates that this relation
does not hold for viscoelastic flow and that the Weissenberg number should be taken into
account (see Bonito, Picasso and Laso [2006]).

3.3.3. Filament stretching

The flow of an Oldroyd-B fluid contained between two parallel coaxial circular disks with
radius R0 = 0.003 m is considered. At the initial time, the distance between the two end-
plates is L0 = 0.0019 m, and the liquid is at rest. Then, the top end-plate is moved vertically
with velocity L0ε̇0eε̇0t. The model data (ρ, ηs, ηp, λ, ε̇0) and the fine mesh described in
the Elongational flow test case above are used here. The initial time step is 1t0 = 0.005 s
yielding an initial CFL number of the cells – velocity times the time step divided by the cells
spacing – close to one. Moreover, the time step at time tn is chosen so that the distance of
the moving end-plate between two time steps is constant, that is,

1tn = 1tn−1e−ε̇01tn−1
.

Therefore, the CFL number remains constant throughout the simulation. The shape of
the liquid region at time t = 0.5 s is represented in Fig. 3.21, for both Newtonian and
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Fig. 3.20 Jet buckling in a thick cavity. View from the top. Shape of the jet at time t = 0.6 s (col. 1),
t = 1.15 s (col. 2), Newtonian fluid (row 1), viscoelastic fluid De = 100 (row 2).

Fig. 3.21 Filament stretching. Aspect ratio L0/R0 = 19/30. The Hencky strains ε := ε̇0t are (column 1) 0;
(column 2) 0.57; (column 3) 1.12; (column 4) 2.25; (column 5) 4.49; (top row) Newtonian fluid; (bottom
row) Viscoelastic fluid with λ = 0.421 s (We = 1.97).
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Fig. 3.22 Filament stretching, λ = 0.421 s (We = 1.97), aspect ratio L0/R0 = 1/20. Shape of the liquid
region at time: (top left) t = 0 s, (top right) t = 0.33 s, (bottom left) t = 0.66 s, (bottom right) t = 1 s.

Fig. 3.23 Filament stretching, λ = 0.421 s (We = 1.97), aspect ratio L0/R0 = 1/20. Horizontal cut through
the middle of the liquid region at time: (from left to right) t = 0 s, t = 0.33 s, t = 0.66 s, t = 1 s.

non-Newtonian computations. As reported in Yao and McKinley [1998], the “necking”
phenomena occurring in the central part of the liquid for Newtonian fluids is not observed
for viscoelastic fluids, due to strain hardening. This calculation requires 2 h (resp. 24 h) on
the coarse mesh (resp. fine mesh) using a single user Pentium 4 CPU 2.8 Ghz, with 2-Gb
memory, under the Linux operating system. Most of the time is spent in solving the associ-
ated Stokes problem. The memory usage is 200 Mb for the coarse mesh, resp. 1.6 Gb for the
fine mesh.

We now show that our numerical model is capable to reproduce fingering instabilities
reported in Bach, Rasmussen, Longin and Hassager [2002], Derks, Lindner, Creton
and Bonn [2003], McKinley and Sridhar [2002], Rasmussen and Hassager [1999] for
non-Newtonian flows. Following Section 4.4 in McKinley and Sridhar [2002], we take an
aspect ratio L0/R0 = 1/20 (R0 = 0.003 m, L0 = 0.00015 m) so that the Weissenberg num-
ber We = DeR2

0/L
2
0 is large. The finite element mesh has 50 vertices along the radius and 25

vertices along the height; thus, the mesh size is 0.00006 m. The cells size is 0.00001 m, and
the initial time step is 1t0 = 0.01 s; thus, the CFL number of the cells – velocity times the
time step divided by the cells spacing – is close to one. The shape of the filament is reported
in Figs 3.22 and 3.23. Fingering instabilities can be observed from the very beginning of the
stretching, leading to branched structures, as described in Bach, Rasmussen, Longin and
Hassager [2002], Derks, Lindner, Creton and Bonn [2003], McKinley and Sridhar
[2002]. Clearly, such complex shapes cannot be obtained using Lagrangian models, and the
mesh distortion would be too large.
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Jourdain, B., Lelièvre, T., Le Bris, C. (2002). Numerical analysis of micro-macro simulations of poly-
meric fluid flows: a simple case. Math. Models Methods Appl. Sci. 12 (9), 1205–1243.
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Tomé, M.F., Mangiavacchi, N., Cuminato, J.A., Castelo, A., McKee, S. (2002). A finite difference
technique for simulation unsteady viscoelastic free surface flows. J. Non-Newton. Fluid Mech. 106,
61–106.
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1. Introduction

A complex fluid, also called a non-Newtonian fluid, is “a fluid made up of a lot of differ-
ent kinds of stuff” as described by Gelbart and Ben-Shaul [1996]. This high number of
complexities and their interactions can produce a variety of new nontrivial physical phe-
nomena (Bird, Curtiss, Armstrong and Hassager [1987]), including, for example, the
rod-climbing Weissenberg effect (Dealy and Vu [1977]) and the die swell (Clermont and
Pierrard [1976]). Among the phenomena that have been of particular research interest in
recent years are the flow behaviors in highly elastic complex fluid with a vanishingly small
Reynolds number (Groisman and Steinberg [1998], Thomases and Shelley [2009]). It
is agreed that the peculiar behavior of the highly elastic fluids flow, known as “elastic tur-
bulence,” originates in the strong nonlinear mechanical properties of the polymer solutions
(Groisman and Steinberg [1998]), and it is similar to the phenomena observed from the
strong inertial effects in Newtonian fluids. During the past decade, these phenomena have
been the subject of many theoretical and experimental studies.

The controlling parameter of the strength of the nonlinearity of complex fluid mod-
els is the Weissenberg number or the Deborah number. Roughly speaking, the larger the
Weissenberg number, the stronger the elasticity of the polymer solutions (see Groisman
and Steinberg [1998]). One crucial outstanding problem in computational rheology is that
computations for complex fluid models with a high Weissenberg number have encountered
great difficulty due to a breakdown in the convergence of the algorithms at critical values of
the Weissenberg number. Although some significant progress has been made in recent years
(e.g., Fattal and Kupferman [2004]), the level of fundamental correctness in the relevant
regimes of large Weissenberg number has yet to be obtained. The main aim of this article is
to focus on the issues that arise in simulating highly elastic and high Weissenberg number
flows.

After briefly reviewing recent progress regarding the theoretical and numerical study
of generic polymeric fluids in high Weissenberg number regimes, we will give a detailed
presentation of a family of algorithms originally proposed by Lee and Xu’s [2006] and
some new results developed in the last few years. In particular, we will give a more
refined presentation of the positivity-preserving discretization schemes proposed in Lee
and Xu’s [2006] and present some preliminary numerical experiments. In our discussion,
we will

• demonstrate how a general macroscopic viscoelastic fluid model can be reformulated,
in terms of the conformation tensor, as a Riccati differential equation;
• use this reformulation to establish the positive definiteness of the conformation tensor;
• use key numerical methods based on the Eulerian–Lagrangian method, which dis-

cretizes the momentum equation and constitutive equations by solving the nonlinear
ordinary differential equations that define the characteristics related to the transport
part of the equation;
• discuss how the resulting discrete system can be effectively solved iteratively by com-

bining multigrid and parallel computing techniques; and
• show that the nonlinear iterations uniformly converge and the computational costs of

the methods are uniformly optimal with respect to relevant physical parameters (such
as the Reynolds number and the Weissenberg number) as well as time step and mesh
sizes (see Lee, Xu and Zhang [To appear]).
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The rest of the article is organized as follows. In Section 2, we review the basic properties
of the flow maps, the generalized Lie derivatives, and the algebraic Riccati differential equa-
tions. In Section 3, we introduce the connection between the algebraic Riccati differential
equations and the macroscopic constitutive relations for viscoelastic fluids. In Section 4, we
discuss the properties of various macroscopic models for viscoelastic fluids. In Section 5,
we briefly review the existing numerical schemes designed for simulating viscoelastic fluids
at high Weissenberg number regimes. In Section 6, we discuss the numerical discretization
schemes that preserve the positive definiteness of the conformation tensor. In Section 7, we
briefly consider the solution techniques for the resulting discrete systems. In Section 8, we
show the energy estimate, the long-term stability, and the well posedness, of the discrete
solution, and then in Section 9, we present the implementation details and corresponding
numerical results. Finally, in Section 10, we offer concluding remarks.

2. Flow maps, generalized Lie derivatives, and Riccati equations

2.1. Notation

Throughout this article, we use the standard notation for Sobolev spaces: Hk(�) denotes the
classical Sobolev space of scalar functions on a bounded domain� ⊂ Rd whose derivatives
up to order k are square integrable, with the full norm ‖ · ‖k and the corresponding seminorm
| · |k. The symbol H1

0(�) denotes the subspace of H1(�)whose trace vanishes on the bound-
ary ∂�. We will also discuss the corresponding spaces restricted to the subdomain of �. For
any ω ⊂ �, we denote ‖ · ‖k,ω and | · |k,ω as the norm and the seminorm, respectively, on the
domain ω. The usual L∞-norm and L2-norm will be denoted by ‖ · ‖∞ and ‖ · ‖0, respec-
tively. The symbol L2

0(�) denotes a subspace of L2(�) consisting of functions that have
a zero average. (·, ·) and 〈·, ·〉 denote the classical L2-inner product and the dual pairing,
respectively. The space Lp(0,T;H1(�)) for 1 ≤ p <∞ is the Hilbert space consisting of
functions f (x, t) : �× [0,T] 7→ R such that T∫

0

‖f (·, ν)‖p1 dν

1/p

<∞.

The symbol M denotes the space of matrix-valued functions whose ranges are in Rd×d, and
S denotes the subspace of M consisting of the symmetric matrices. In addition, S+ denotes
the subset of S consisting of positive-definite matrices. Finally, following (Xu [1992]), the
symbol A . B means A ≤ CB with a constant C independent of space mesh size h and time
step k, and A . B is an abbreviation of A . B . A.

2.2. Flow maps and the deformation tensor

Consider a bounded domain� ⊂ Rd (d = 2 or 3) and a velocity field of flow u = (ui) ∈ Rd.
The motion of a particle can be described by the flow map φt,s : � 7→ � such that

∂

∂s
φt,s(x) = u(φt,s(x), s), φt,t(x) = x. (2.1)
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We note that by φt,t(x) = x, we mean that the Eulerian coordinate is coincident with the
Lagrangian (or material) coordinate at time t. As in classical mechanics, the flow map φt,s

is assumed to be a diffeomorphism. Moreover, the flow map satisfies the composition rule,
i.e., φt1,t2φt,t1 = φt,t2 , for any t1, t2 ≥ 0.

By means of this flow map, with an abuse of notation, we define

v(t, s) = v(x, t; s) := v(φt,s(x), s) and v(t, t) = v(t) = v(x, t; t) = v(x, t),

where v can be any (scalar, vector, or tensor) function. Furthermore, for any v(x, t), we have
the following definition of the material derivative:

Dv

Dt
(x, t) :=

∂

∂s
v(φt,s(x), s)

∣∣∣
s=t
=
(
vt + (u · ∇)v

)
(x, t). (2.2)

Of the different conventions to define the gradient of velocity u, denoted by ∇u (or ∇xu),
we use the convention that (∇u)i,j = (∂jui)i,j, i.e.,

∇u :=


∇uT

1

∇uT
2
...

∇uT
d

 =

∂1u1 ∂2u1 · · · ∂du1

∂1u2 ∂2u2 · · · ∂du2
...

...
. . .

...

∂1ud ∂2ud · · · ∂dud

 .
For any two time variables, t1 and t2, we define the relative deformation gradient

F(x, t; t1, t2) (F(t; t1, t2) in short) as follows:

F(t; t1, t2) := ∇zφt1,t2(z), with z = φt,t1(x). (2.3)

In case t1 = t, we have F(t; t, t2) = ∇xφt,t2(x). Geometrically, the deformation gradient
F(t; t1, t2) measures the relative deformation between two configurations at t1 and t2.

From the definition of F(t; t1, t2) and the chain rule, we can derive the following ordinary
differential equation:

∂F(t; t1, t2)

∂t2
=

∂

∂t2
∇zφt1,t2(z) = ∇zu(φt,t2(x), t2) = ∇zu(φt1,t2(z), t2)

= ∇u(φt1,t2(z), t2)F(t; t1, t2) = ∇u(t, t2)F(t; t1, t2) (2.4)

and the initial condition F(t; t1, t1) = δ, where δ is the identity tensor.
Throughout this article, we will only consider incompressible fluids, namely, ∇ · u = 0,

which implies the determinant of F(t; t1, t2) is one, i.e., det F(t; t1, t2) = 1. Therefore, it
is invertible. Furthermore, the inverse of F(t; t1, t2) is given by F(t; t2, t1) unambiguously
because we have the following relation:

F(t; t2, t1) = ∇z′φt2,t1(z
′), with z′ = φt,t2(x). (2.5)

Using (2.5), we can derive the following relation that

0 =
∂
(
F(t; t1, t2)F(t; t2, t1)

)
∂t2

=
∂F(t; t1, t2)

∂t2
F(t; t2, t1)+ F(t; t1, t2)

∂F(t; t2, t1)

∂t2

= ∇u(t, t2)+ F(t; t1, t2)
∂F(t; t2, t1)

∂t2
.
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Therefore, we obtain

∂F(t; t2, t1)

∂t2
= −F(t; t2, t1)∇u(t, t2) and F(t; t1, t1) = δ. (2.6)

2.3. Generalized Lie derivatives

We will now introduce the generalized Lie derivative. For any given continuous function
8(t) = 8(x, t) : �× (0,+∞) 7→M, we define L(t; t1, t2) to be the transition matrix (or
evolution matrix) that satisfies the following ordinary differential equation:

∂L(t; t1, t2)

∂t2
= 8(t, t2)L(t; t1, t2) and L(t; t1, t1) = δ. (2.7)

We can view this transition matrix L(t; t1, t2) as a generalization of the deformation gradient
F(t; t1, t2); when 8(t, t2) = ∇u(t, t2), L(t; t1, t2) reduces to F(t; t1, t2).

The following lemma gives a fundamental property of the transition matrices (see, for
example, Brockett [1970, theorem 2, section 1.4].)

Lemma 2.1 (Composition Rule). For any time levels, t, t0, t1, t2 ≥ 0, we have the following
property

L(t; t1, t2)L(t; t0, t1) = L(t; t0, t2). (2.8)

In particular, we also have

L(t; t1, t0)L(t; t0, t1) = δ.

Furthermore, we have that L(t; t2, t1) is the inverse of L(t; t1, t2) and it satisfies:

∂L(t; t2, t1)

∂t2
= −L(t; t2, t1)8(t, t2) and L(t; t1, t1) = δ. (2.9)

Proof. Given any point y ∈ �, we consider the ordinary differential equation:

∂y(s)

∂s
= 8(t, s)y(s) and y(t1) = y. (2.10)

Then, by definition (2.7), we obtain y(s) = L(t; t1, s)y. Similarly, let z(s) satisfy the follow-
ing ODE:

∂z(s)

∂s
= 8(t, s)z(s) and z(t0) = y(t0). (2.11)

We have the relation:

z(s) = L(t; t0, s)y(t0) = L(t; t0, s)L(t; t1, t0)y.

It follows that z(t1) = L(t; t0, t1)L(t; t1, t0)y, which implies that

z(s) = L(t; t1, s)z(t1) = L(t; t1, s)L(t; t0, t1)L(t; t1, t0)y.
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Consequently, by the definition and the uniqueness of the transition matrix L, we have

L(t; t0, s)L(t; t1, t0)y = L(t; t1, s)L(t; t0, t1)L(t; t1, t0)y, ∀ y ∈ �, s ≥ 0.

Hence, we can get the composition rule. Furthermore, by simply taking t2 = t0, we obtain
the second equation in this lemma.

Hence, we immediately see that L(t; t1, t2)L(t; t2, t1) = L(t; t2, t2) = δ. By taking
derivatives with respect to t2 on both sides, we can obtain

∂L(t; t1, t2)

∂t2
L(t; t2, t1)+ L(t; t1, t2)

∂L(t; t2, t1)

∂t2
= 0.

By plugging (2.7) into the equation above, we can see that L(t; t2, t1) is the inverse of
L(t; t1, t2) and it satisfies the following ODE:

∂L(t; t2, t1)

∂t2
= −L(t; t2, t1)

(
8(t, t2)L(t; t1, t2)

)
L(t; t2, t1) = −L(t; t2, t1)8(t, t2)

and the initial condition L(t; t1, t1) = δ.

Now, we are ready to introduce to the definition and the properties of the generalized Lie
derivative.

Definition 2.1 (Generalized Lie Derivative). We define the generalized Lie deriva-
tive of a symmetric tensor with respect to 8 in the Lagrangian frame as follows: for
t, s ≥ 0,

Lu,8ζ (t, s) := L(t; t, s)
∂
(
L(t; s, t)ζ (t, s)L(t; s, t)T

)
∂s

L(t; t, s)T . (2.12)

In the Eulerian coordinates, we let s = t and

Lu,8ζ (t) := L(t; t, s)
∂
(
L(t; s, t)ζ (t, s)L(t; s, t)T

)
∂s

L(t; t, s)T
∣∣∣
s=t
. (2.13)

The following lemma then gives the generalized Lie derivative defined above in the
Eulerian frame:

Lemma 2.2 (The Generalized Lie Derivative in the Eulerian Frame). For any ζ =

ζ (x, t) : �× (0,+∞) 7→ S, we have

Lu,8ζ (t) =
Dζ (t)

Dt
−8(t)ζ (t)− ζ (t)8(t)T . (2.14)

Proof. Using Eqn (2.9) and the product rule, we have

∂
(
L(t; s, t)ζ (t, s)L(t; s, t)T

)
∂s

=
∂L(t; s, t)

∂s
ζ (t, s)L(t; s, t)T + L(t; s, t)

∂ζ (t, s)

∂s
L(t; s, t)T

+ L(t; s, t)ζ (t, s)
∂L(t; s, t)T

∂s
.
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Hence, we can immediately obtain

Lu,8ζ (t, s) = L(t; t, s)
∂(L(t; s, t)ζ (t, s)L(t; s, t)T)

∂s
L(t; t, s)T

= L(t; t, s)
∂L(t; s, t)

∂s
ζ (t, s)+

∂ζ (t, s)

∂s
+ ζ (t, s)

∂L(t; s, t)T

∂s
L(t; t, s)T .

Using the relation (2.9), we observe that

Lu,8ζ (t, s) =
∂ζ (t, s)

∂s
−8(t, s)ζ (t, s)− ζ (t, s)8(t, s)T . (2.15)

Now, by letting s = t, we get Eqn (2.14) in this lemma.

The derivative Lu,8ζ is known as the Truesdell stress rate (Simo and Hughes [1998]).
The notion of generalized Lie derivatives makes it possible to treat many complicated
time derivatives in a unified way. This observation has been used in developing numeri-
cal schemes effectively in the pioneering work by Hughes and Winget [1980]. The main
advantage that had been obtained was that the temporal discretization induced from this
type of Lie derivative-based algorithms can have the numerical frame indifference, which is
called the incrementally objective discretization. A key observation in Lee and Xu’s [2006]
is that many macroscopic constitutive equations can be reformulated into a well-known sym-
metric matrix Riccati differential equation in terms of the aforementioned generalized Lie
derivatives. Many new numerical methods can be obtained based on this observation. This
will be further explored in Sections 3 and 6.

2.4. A few examples of generalized Lie derivatives

With some appropriate choices of transition matrices, one can consider many types of gen-
eralized Lie derivatives; see especially Hughes [1984] and Simo and Hughes [1998]. For
example, if 8(t) is the zero matrix, then the transition matrix L(t; s, t) ≡ δ and the corre-
sponding generalized Lie derivative are reduced to the usual material derivative (2.2).

We now give a few more examples that will be used in the next section.

Example 2.1 (Upper Convective Maxwell Derivative). If 8(t) = ∇u(t), then the tran-
sition matrix L(t; s, t) = F(t; s, t) is the deformation gradient. From Lemma 2.2, the
generalized Lie derivative with respect to 8(t) is just the upper convective Maxwell deriva-
tive (Oldroyd [1950]):

Lu,8ζ (t) =
Dζ (t)

Dt
−∇u(t) ζ (t)− ζ (t)∇u(t)T , ∀ζ (t) ∈M. (2.16)

Example 2.2 (Lower Convective Maxwell Derivative). If 8(t) = −∇u(t)T , then the tran-
sition matrix L(t; s, t) = F(t; t, s), the inverse of F(t; s, t) (cf. Eqn (2.6)). In this case, we
have that

Lu,8ζ (t) =
Dζ (t)

Dt
+∇u(t)T ζ (t)+ ζ (t)∇u(t), ∀ζ (t) ∈M. (2.17)

This is the well-known lower convective Maxwell derivative.
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These two examples above have been studied in terms of the Lie derivative by
Thiffeault [2001].

Example 2.3 (Gordon–Schowalter Derivative). We can also take 8(t) = R(t) with

R(t) :=
a+ 1

2
∇u(t)+

a− 1

2
∇uT(t),

where a ∈ [−1, 1] is some parameter. In this case, the generalized Lie derivative with respect
to R(t) can be given as follows:

Lu,Rζ (t) =
Dζ (t)

Dt
− R(t) ζ (t)− ζ (t)R(t)T . (2.18)

This is known as the Gordon–Schowalter derivative (Gordon and Schowalter [1972]), in
which the transition matrix is often denoted by E (Johnson and Segalman [1977]), and we
also use this convention in the rest of this article.

2.5. Riccati differential equations

The classical symmetric matrix Riccati differential equation (Abou-Kandil, Freiling,
Ionescu and Jank [2003]) for a symmetric tensor ζ : �× (0,+∞) 7→ S has this form:

Dζ (t)

Dt
= A(t)ζ (t)+ ζ (t)A(t)T − ζ (t)B(t)ζ (t)T + G(t), (2.19)

with a symmetric positive semidefinite initial condition ζ (t, 0) = ζ 0. Typically, it is assumed
that the coefficient matrices A, B, and G are bounded and that the matrices B and G are both
symmetric and positive semidefinite.

In particular, in this study, we are interested in two important properties of the Riccati
differential equation (2.19):

• Equation (2.19) has a certain closed-form solution, from which the solution ζ can be
proved to be symmetric positive definite under certain conditions.
• The positivity-preserving schemes for such equations can easily be devised, especially

in time, as investigated in the literature, as well as in terms of the solution to the Riccati
form of the ODE (Dieci and Eirola [1996]).

The following theorem shows further how this view can be exploited to establish the
property of the solution to a symmetric matrix Riccati differential equation.

Theorem 2.1 (Solution of Riccati Equations). Equation (2.19) is equivalent to

Lu,8ζ (t) = G(t), with 8(t) = A(t)−
1

2
B(t)ζ (t). (2.20)

Furthermore, we can write ζ in a closed form as follows: for any t, s ≥ 0,

ζ (t) = L(t; s, t)ζ (t, s)L(t; s, t)T +

t∫
s

L(t; ν, t)G(t, ν)L(t; ν, t)T dν, (2.21)
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where the transition matrix L satisfies the following ODE:

∂L(t; t1, t2)

∂t2
= 8(t, t2)L(t; t1, t2) and L(t; t1, t1) = δ.

Proof. We first rewrite Eqn (2.19) in the Lagrangian frame:

∂ζ (t, s)

∂s
= A(t, s)ζ (t, s)+ ζ (t, s)A(t, s)T − ζ (t, s)B(t, s)ζ (t, s)T + G(t, s). (2.22)

Hence, the equivalence between two Eqns (2.19) and (2.20) is straightforward from the
definition of generalized Lie derivatives and (2.15). We can write Eqn (2.20) as follows:

L(t; t, s)
∂(L(t; s, t)ζ (t, s)L(t; s, t)T)

∂s
L(t; t, s)T = G(t, s). (2.23)

This relation can also be cast into the following form:

∂(L(t; ν, t)ζ (t, ν)L(t; ν, t)T)

∂ν
= L(t; ν, t)G(t, ν)L(t; ν, t)T . (2.24)

By taking integration (from s to t) with respect to ν on both sides of the equality above, we
obtain the desired result. This completes the proof.

Remark 2.1 (Positive Definiteness of the Solution). Notice that the expression of ζ given
in Eqn (2.21) suggests that ζ is always positive definite if G and ζ 0 are positive definite.

In the rest of this article, we drop the first variable of the transition matrix L(t; t1, t2)
when t1 or t2 is equal to t. For example, L(t; s, t) is denoted simply by L(s, t). Same notation
applies to the deformation gradient F(s, t) = F(t; s, t) as well.

3. General macroscopic viscoelastic models

Most macroscopic complex fluid models are given by three fundamental equations: the
momentum balance equation, the continuity equation, and a constitutive law. In this sec-
tion, as stated earlier, we will reformulate various constitutive equations from viscoelastic
fluid models into symmetric matrix Riccati differential equations (Abou-Kandil, Freiling,
Ionescu and Jank [2003]). This new formulation will be a key ingredient in understand-
ing viscoelastic fluid models and in developing new numerical algorithms. The link between
viscoelastic fluid models and symmetric matrix Riccati differential equations was first estab-
lished by Lee and Xu’s [2006]. It is then successfully used by Lee [2004] to compute the
falling sphere simulation through the Johnson–Segalman fluids. The close relation between
the general macroscopic viscoelastic fluid models and the symmetric matrix Riccati dif-
ferential equations in this section leads to a number of important numerical schemes for
solving non-Newtonian equations in a unified framework, and it opens new doors to further
development.
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3.1. Basic fluid models

Consider fluids that occupy a bounded domain � ⊂ Rd. Define the Reynolds number Re :=
ŪL̄/η0 where η0 is the zero shear viscosity and Ū and L̄ are the characteristic velocity scale
and the length scale, respectively. The dimensionless form of the momentum balance and
continuity equations in these models can be written as follows:

Re

(
∂u
∂t
+ u · ∇u

)
= −∇p+∇ · T, (3.1)

and

∇ · u = 0, (3.2)

where u is the velocity of the fluids, p is the pressure, and T is the extra-stress tensor that can
be decomposed into two parts (Groisman and Steinberg [1998]) in the dilute polymeric
fluids as

T = 2ηsD(u)+ τ , (3.3)

where ηs is the Newtonian viscosity and D(u) is the symmetric part of the gradient of
velocity,

D(u) =
∇u+ (∇u)T

2
. (3.4)

We remark that 2ηsD(u) is the solvent contribution of the stress. We note also that the tensor
τ is the polymeric contribution of the stress, which arises from the high-molecular-weight
viscoelastic macromolecules and enters the equation of motion linearly.

3.2. The Oldroyd-B model

Most complex fluid models share the same mathematical form for the momentum and con-
tinuum equations as (3.1) and (3.2); different constitutive equations for the polymeric stress
τ lead to different complex fluid models. One basic model for complex fluids that introduces
the outstanding challenge for high Weissenberg number regimes is called the Oldroyd-B
model (Oldroyd [1950]).

The Oldroyd-B model (Oldroyd [1958]) obeys the following constitutive relation for τ :

τ +Wi

(
∂τ

∂t
+ u · ∇τ −∇u τ − τ (∇u)T

)
= 2ηpD(u), (3.5)

where ηp is the polymeric viscosity and the Weissenberg number Wi = λŪ/L̄, where λ, Ū,
and L̄ are the relaxation time, the characteristic velocity scale, and the length scale, respec-
tively. The Weissenberg number is proportional to the material relaxation time.

The Oldroyd-B constitutive model (3.5) can be viewed as the simplest nonlinear exten-
sion of Maxwell’s idea of formulating a system of ordinary differential equations to deter-
mine the stress in terms of the velocity gradient and the time derivative. It is easy to see that
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the upper convective Maxwell time derivative ∂τ
∂t + u · ∇τ −∇uτ − τ∇uT that appears in

the model can be identified to be Lu,∇u (see Example 2.1); therefore, the Oldroyd-B consti-
tutive law can simply be written as

τ +WiLu,∇uτ = 2ηpD(u). (3.6)

It is well known that the Oldroyd-B model reduces to the upper convected Maxwell (UCM)
model for the special case in which ηs = 0. It has been proved that Eqns (3.1), (3.2), and
(3.6) are stable in the sense of Hadamard (Owens and Phillips [2002]).

Writing the constitutive equation as in Eqn. (3.6) is an attempt to relate the stress τ and the
rate of strain D(u). For instance, when Wi becomes zero, the stress is linearly proportional
to the rate of strain, which is the Newtonian constitutive relation; in this case, the Eqns (3.1),
(3.2), and (3.3) become the Navier–Stokes equations. The Weissenberg number Wi is thus
the characteristic constant that distinguishes the polymeric fluids from the Newtonian fluids.

3.3. A reformulation of the Oldroyd-B model in terms of the conformation tensor

We now take the Oldroyd-B model (Oldroyd [1950]) as an illustrative example to show
how the Oldroyd-B constitutive law can be reformulated in terms of the conformation tensor
and viewed as a symmetric matrix Riccati differential equation.

The constitutive law (3.5) is frequently written in terms of the conformation tensor

c := τ +
ηp

Wi
δ. (3.7)

From a physical point of view, the conformation tensor can be regarded as a molecular defor-
mation tensor on a continuum level. More precisely, the conformation tensor is the ensemble
average of the dyadic product of the end-to-end vector of the dumbbell. It is, therefore, sym-
metric and positive definite, and it is often used as a primary variable in viscoelastic flow
calculations (Carreau and Grmela [1987]).

We recall that the rate of the strain tensor D(u) can be expressed in terms of the upper
convected derivative of the identity tensor δ:

Lemma 3.1 (Lie Derivative of the Identity). Let δ be the identity tensor. Then, we have

Lu,∇uδ = −2D(u). (3.8)

This is a direct consequence of the definition of Lu,∇u, and this simple identity plays
a significant role in understanding various constitutive equations. We can reformulate the
model (3.6) as follows:

τ +Wi
(
Lu,∇uτ +

ηp

Wi
Lu,∇uδ

)
= 0. (3.9)

By adding ηp

Wi
δ to both sides of the equation above and using the fact that the operator Lu,∇u

is linear, we obtain(
τ +

ηp

Wi
δ
)
+WiLu,∇u

(
τ +

ηp

Wi
δ
)
=
ηp

Wi
δ. (3.10)
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In terms of the conformation tensor, the constitutive equation (3.6) becomes

c+WiLu,∇uc =
ηp

Wi
δ, (3.11)

and we observe that Eqn (3.11) can be written such that for Wi 6= 0,

Dc
Dt
−∇u c− c∇uT

+
1

Wi
c =

ηp

Wi2
δ. (3.12)

Remark 3.1 (Algebraic Riccati Form of Oldroyd-B). Equation (3.12) can be further refor-
mulated into the following form:

Dc
Dt
+

(
1

2Wi
−∇u

)
c+ c

(
1

2Wi
−∇u

)T

=
ηp

Wi2
δ. (3.13)

This form can be immediately identified with the symmetric matrix Riccati differential equa-
tion for c as introduced in the general form (2.19) with the choice of the coefficient matrices
that

A(t) =
1

2Wi
δ −∇u, B(t) is a zero matrix, and G(t) =

ηp

Wi2
δ. (3.14)

Remark 3.2 (Positivity of the Conformation Tensor for the Oldroyd-B Model). The pos-
itive definiteness of c is thought to have been first established by Hulsen [1990] directly
from the differential model (3.11). From the Riccati form of the Oldroyd-B constitutive law
(3.13) and Lemma 2.1, it is easy to establish that if c(0) is given to be a positive definite
tensor, then the conformation tensor c is always positive definite since G is non-negative. In
fact, this technique will allow us to provide an integral equivalent equation of the differen-
tial equation given by Eqn (3.12) and establish the positive definiteness of the conformation
tensor c in a transparent manner as well. See Eqn (3.30).

3.4. Conformation tensor formulation of the Johnson–Segalman model

The Oldroyd-B model (3.6) is a basic constitutive model for complex fluids. Many improve-
ments for constitutive equations have been developed from the Oldroyd-B model, e.g., by
modifying the upper convective derivative or by adding additional terms to better fit the
rheological property of the fluids. A few such examples will be discussed in this section.

Let us first consider the Johnson–Segalman model (Johnson and Segalman [1977]):

τ +WiLu,Rτ = 2ηpD(u), (3.15)

whereLu,R is the Gordon–Schowalter derivative as in Example 2.3. The Johnson–Segalman
model is often the model of choice for studying material instability, such as shark-skin and
spurt, which have been the subject of considerable research interest in recent years.

Similar to our approach with the Oldroyd-B model, we first reformulate Eqn (3.15) in
terms of the conformation tensor c. We obtain

Lu,Rδ = −

(
a+ 1

2
∇u+

a− 1

2
∇u
)
−

(
a+ 1

2
∇u+

a− 1

2
∇u
)T

= −2aD(u).
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Therefore, for nonzero Wi and a, the model (3.15) can be written as follows:

τ +WiLu,Rτ = −
ηp

a
Lu,Rδ =⇒ τ +

ηp

aWi
+WiLu,R

(
τ +

ηp

aWi
δ
)
=

ηp

aWi
δ.

Defining c = τ + ηp

aWi
δ, we arrive at the following reformulation of the Johnson–Segalman

model (3.15):

c+WiLu,Rc =
ηp

aWi
δ. (3.16)

Recall that the generalized Lie derivative Lu,R is determined by the transition matrix E(s, t)
that satisfies the following ODE:

DE(s, t)

Dt
=

(
a+ 1

2
∇u+

a− 1

2
∇uT

)
E(s, t) and E(s, s) = δ. (3.17)

The tensor E(s, t) obeying (3.17) was first introduced by Johnson and Segalman [1977]
as a deformation tensor for viscoelastic fluids that have certain degree of nonaffinity. The
parameter a is related to the so-called slippage parameter ξ = 1− a, which measures the
nonaffinity in the reaction of macromolecules under the exerted force from the surrounding
fluids.

3.5. Conformation reformulation for a general viscoelastic model

To summarize, we now discuss macroscopic models that can be written in the following
general form:

Lu,Rc+ αc = βδ, (3.18)

where α ≥ 0 and β > 0 may depend on t and/or c. For instance, the Johnson–Segalman
model can be recovered from Eqn (3.18) by choosing α = 1

Wi
and β = ηp

aWi2
. It would be

of interest to consider Eqn (3.18) as it is, which is because the generalized Lie derivative
Lu,R is ubiquitous in general macroscopic equations. We can, in fact, derive the solution
expression c in terms of the transition matrix E as follows.

Theorem 3.1 (Explicit Solution of the Constitutive Equation). The solution to the consti-
tutive equation in Riccati form (3.18) satisfies

c(t) = exp

− t∫
s

α(ς)dς

E(s, t)c(t, s)E(s, t)T

+

t∫
s

exp

− t∫
ν

α(ς)dς

β(ν)E(ν, t)E(ν, t)T dν. (3.19)
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Proof. Note that Eqn (3.18) can be reformulated as follows:

Lu,8c = βδ,

where the generalized Lie derivative is with respect to

8(t) :=
a+ 1

2
∇u+

a− 1

2
∇uT
−
α(t)

2
.

From the Lemma 2.1, we arrive at the following expression for c:

c(t) = L(s, t)c(t, s)L(s, t)T +

t∫
s

β(ν)L(ν, t)L(ν, t)T dν. (3.20)

On the other hand, the matrix L(s, t) can be expressed as follows:

L(s, t) = exp

− t∫
s

α(ν)

2
dν

E(s, t). (3.21)

To see this, we note that L1(s, t) = E(s, t) is the solution to the following ODE:

∂L1(s, t)

∂t
=

(
a+ 1

2
∇u(t)+

a− 1

2
∇u(t)T

)
L1(s, t)

and the solution to the equation

∂L2(s, t)

∂t
= −

α(t)

2
L2(s, t)

is given by

L2(s, t) = exp

− t∫
s

α(ν)

2
dν

δ. (3.22)

The simple observation that L(s, t) = L1(s, t)L2(s, t) completes the proof.

The simple formulation (3.18) can, in fact, represent many existing models. For exam-
ple, it can represent the well-known Phan-Thien and Tanner (PTT) model Thien and Tan-
ner [1977] and other models that belong to the finitely extensible nonlinear elastic (FENE)
models (Chilcott and Rallison [1988], Ilg, Karlin and Öttinger [2002], Lielens,
Halin, Jaumain, Keunings and Legat [1998], Remmelgas, Singh and Leal [1999],
Szeri [2000]).

Example 3.1 (The Phan-Thien and Tanner Model). The Phan-Thien and Tanner (PTT)
model can be given in the following expression:

F(τ )τ +WiLu,Rτ = 2ηpD(u), (3.23)
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where F is a scalar function defined by

F(τ ) = exp

(
εWi

ηp
tr(τ )

)
, (3.24)

where ε is a parameter. The model (3.23) can easily be transformed in terms of the confor-
mation tensor c as follows:

Lu,Rc+
G(c)
Wi

c = ηp
G(c)
aWi2

δ, with G(c) = F
(

c−
ηp

aWi
δ
)
. (3.25)

Therefore, the PTT model belongs to the class of models that can be represented by
Eqn (3.18).

Example 3.2 (General Single-Variable Models). We note that the general single-variable
models as introduced by Hulsen (e.g., Beris and Edwards [1994], Hulsen [1990]) can be
given in terms of the conformation tensor c as follows:

Dc
Dt
= a(t) c+ c a(t)T + g0δ + g1c+ g2c2, (3.26)

where gi’s (i = 0, 1, 2) are given functions that may depend on time and/or c. Hulsen
[1990] provided a sufficient condition that g0 > 0 for which the conformation tensor c for
models of the form (3.26) remains positive definite for all time if it is positive initially. His
arguments were based on the rate of change in the determinant of c along the trajectory. Our
framework cast (3.26) into the general Riccati equation

Dc
Dt
− A(t)c− cA(t)T = G(t), (3.27)

with the coefficient matrices

A(t) := a(t)+
g1

2
δ +

g2c
2

and G(t) := g0δ.

An alternative reformulation of (3.27) can be given by

Lu,Ac = G(t). (3.28)

This reformulation in terms of the generalized Lie derivative with respect to 8 immediately
proves the positivity of c under the assumption that g0 > 0.

It should be note here that the analytic expression (3.19) of the conformation tensor c
can be used to derive the corresponding integral models. Indeed, under some appropriate
assumption (such as α ≥ α0 for some positive constant α0 and E(s, t) is bounded for s ≤ t),
we formally obtain the following integral models by taking s→−∞,

c(t) =

t∫
−∞

exp

− t∫
ν

α(ν)

2
dν

β(ν)E(ν, t)E(ν, t)T dν. (3.29)
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In particular, this includes the Johnson–Segalman integral model, which does not seem to
be known in the literature; see Joseph [1990]. Furthermore, as an immediate consequence
of a = 1, we obtain the well-known integral expression for the Oldroyd-B model (3.12) as
follows:

c(t) =
ηp

Wi2

t∫
−∞

exp

(
−

t − ν

Wi

)
F(ν, t)F(ν, t)T dν. (3.30)

Although it has been widely believed that the integral expression (3.30) of the conformation
tensor is equivalent to (3.11) (see, e.g., Renardy [2000b]), a rigorous justification for this
equivalence is missing in the literature (see relevant remarks made both by Joseph [1990,
p.15], Renardy [2000b, p.18]). Note that it is easy to establish that the integral model can
result in the differential model (3.11) by taking the (material) time derivative. With the help
of the Riccati formulation, the justification that the differential model results in the integral
model is completed with ease, which would have been difficult otherwise.

4. Basic mathematical and physical properties of the models

In this section, we give a brief overview of the existing mathematical analysis of basic the-
oretical issues such as the existence and stability of the solution to complex fluid models.
While these theoretical works are obviously of interest themselves, they are also instrumen-
tal to designing of appropriate numerical methods for these models.

4.1. Existence theory

On the mathematical theory for complex fluid models, many fundamental questions, such
as whether (weak) solutions exist, are still open (Chemin and Masmoudi [2001], Lin, Liu
and Zhang [2007], Lions and Masmoudi [2000]). On the Oldroyd-B model, the existence
of global weak solutions even at regimes of low Weissenberg number has not been fully
understood yet. The global existence of weak solutions was established by Barrett and
Süli [2008] for the corotational models, under the assumption that the velocity field is reg-
ularized. For the noncorotational models, like the Oldroyd-B model, both the velocity and
the extra-stress fields are assumed to be mollified in the weak formulations in order to obtain
the global existence of weak solutions (Barrett and Süli [2008]).

Some studies have been published on short-time existence (Guillope and Saut
[1990a,b], Jourdain, Lelivre and Bris [2004], Li and Zhang [2004], Renardy [1991])
and global existence with small initial data (Guillope and Saut [1990a,b], Lin, Liu and
Zhang [2005]) of the solutions. In particular, Lin, Liu and Zhang [2005] established the
existence of classical solutions for the Oldroyd-B model at infinite Weissenberg number
with small initial data. In another notable work, Lions and Masmoudi [2000] proved the
existence of global weak solutions for the corotational Jeffreys model based on the L2-norm
energy estimate for both velocity and stress fields. This type of energy estimate does not,
however, hold for the Oldroyd-B model; therefore, the global existence of the Oldroyd-B
model is still an open problem for general initial data. A stability result has also been
obtained by He and Zhang [2009]: if the initial data is sufficiently close to the equilib-
rium, the solution approaches to the equilibrium with a certain decaying rate measured in the
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L2-norm. The main idea behind the existence and stability proof in He and Zhang [2009]
and Lin, Liu and Zhang [2005] is to take full advantage of the Divergence-free condi-
tion imposed at the velocity field, which is shown to generate a dissipation mechanism and
hence stabilize the equation. This work strongly indicates that incompressibility plays an
important role in the stability of the system. It hints at the importance of preserving incom-
pressibility on the discrete level in order to obtain stable numerical schemes.

While the global existence of the Oldroyd-B model for general “large” data is missing,
there are several global-in-time existence results of some complex fluid models for sim-
ple shear flows. Engler [1987] and Guillope and Saut [1990a,b] obtained global exis-
tence results for shear flows obeying a class of nonlinear integro-differential models and
the Johnson–Segalman model, respectively. This problem has recently been revisited by
Renardy [2009], in which the global existence for shear flow under the PTT (Giesekus
[1982], Thien and Tanner [1977]), and Johnson–Segalman models (Johnson and Segal-
man [1977]) has been established for some parameters, although not for the Oldroyd-B
model. As Renardy stated in Renardy [2009] that the positive definiteness of the confor-
mation tensor is crucial to his proof.

In addition, several studies indicate that the Oldroyd-B model might produce nonsmooth
stress fields; for example, see Renardy [2006] and Bajaj, Pasquali and Prakash [2008].
Renardy’s (Renardy [2006]) results have been correlated with the numerical results of
Thomases and Shelley [2007], where certain numerical evidence of singularity forma-
tion is provided. The latter study tried to explain why the flow-past-cylinder benchmark
problem presents numerical challenges. We note that these singular solutions are obtained
for the steady-state Oldroyd-B model, and it is unclear whether or not singularity will form
for the time-dependent equations.

While global-in-time existence remains illusive for continuous problems, we will estab-
lish the global existence of the discrete solutions for macroscopic viscoelastic models
in this article; see Section 8. Similar to the theories on the continuous level, the strong
divergence-free condition and the positivity of the conformation tensors play critical roles
in our analysis. As suggested by these successful theoretical efforts, our guiding principle
is that the positivity of the conformation tensors and the strong divergence-free condition
for the velocity fields should be both preserved in the fully discrete level. Both ingredients
are crucial in deriving the discrete energy estimates and global existence for the numerical
solutions.

4.2. Energy estimates

Energy estimates are basic ingredients in the analysis of well posedness of the equations, and
they are also crucially important in designing well-posed numerical discretization schemes
as well. We will present some basic energy estimates (Lee and Xu’s [2006], Lozinski and
Owens [2003]) for the continuous equations in this section, and we will later extend these
estimates to the discrete level.

To state the energy estimate, let us first introduce an energy norm for the conformation
tensor:

‖σ‖L1 :=
∫
�

tr(σ ) dx, ∀σ ∈ Sh. (4.1)
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This obviously defines a norm on the space of positive-definite tensors. We note that for
the conformation tensor c, the norm ‖c‖L1 has its own physical meaning as well. The trace
of the conformation tensor c can be viewed as the length from the tail to the head of a
macromolecule: the longer the length, the more elastic energy it stores. We can view ‖c‖L1 as
the total elastic energy due to the interaction between the macromolecules and surrounding
fluids.

Based on this, we can define the total energy (kinetic and elastic) of the fluid at time level
t to be

E(t) := Re‖u(·, t)‖20 +
1

2
‖c(·, t)‖L1 . (4.2)

For all the estimates presented in this section, the following bridging identity is crucial:

(c(·, t) : D(u)(·, t)) =
∫
�

tr(∇u(·, t)c(·, t)) dx. (4.3)

This identity plays a role in bridging the energy term in the momentum equation and its
counterpart in the constitutive equation.

Now, we take the Oldroyd-B model (in terms of the conformation tensor) in the Riccati
form as an example:

Re

(
∂u
∂t
+ u · ∇u

)
= −∇p+ 2µs∇ ·D(u)+∇ · c, (4.4)

∇ · u = 0, (4.5)

∂c
∂t
+ u · ∇c−∇u c− c∇uT

+
1

Wi
c =

ηp

Wi2
δ. (4.6)

From (4.3), we can easily establish the following energy law for Eqns (4.4)–(4.6):

d

dt
E(t) = −ηs‖D(u(·, t))‖20 −

1

2Wi
‖c(·, t)‖L1 +

d

2

1− ηs

Wi2
|�|, (4.7)

where |�| and d are the measure and spatial dimension of the domain �, respectively. From
the energy law (4.7), we can derive the following energy estimate for the Oldroyd-B model.

Theorem 4.1 (Continuous Energy Estimate). For Wi 6= 0, the Oldroyd-B model (4.4)–(4.6)
admits the following energy estimate:

E(t) ≤ e−C1tE(0)+
C2

C1

(
1− e−C1t

)
(4.8)

ηs

t∫
0

‖D(u(·, ν))‖20 dν ≤ E(0)+ C2 t, (4.9)

with the constants

C1 = min
(C�ηs

Re
,

1

Wi

)
and C2 =

d

2

1− ηs

Wi2
|�|, (4.10)
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where C� is a positive constant depending on � only. For the special case when Wi = ∞,
we have

E(t) ≤ E(0) and ηs

t∫
0

‖D(u(·, ν))‖20 ≤ E(0). (4.11)

Proof. From Korn’s inequality, we have the following inequality C�‖u‖0 ≤ ‖D(u)‖0,
where C� depends only on �. The energy law (4.7) then leads to

d

dt

(
Re‖u(·, t)‖20 +

1

2
‖c(·, t)‖L1

)
≤ −ηsC�‖u(·, t)‖20 −

1

2Wi
‖c(·, t)‖L1 +

d

2

1− ηs

Wi2
|�|.

We define C1 = min (C�ηs/Re, 1/Wi) and C2 =
d
2

1−ηs

Wi2
|�| to obtain the following

inequality:

d

dt

(
Re‖u(·, t)‖20 +

1

2
‖c(·, t)‖L1

)
≤ −C1

(
Re‖u(·, t)‖20 +

1

2
‖c(·, t)‖L1

)
+ C2. (4.12)

This estimate gives the desired estimate (4.8) immediately by Gronwall’s inequality. We take
integration with respect to time on both sides of (4.7) to get

Re‖u(·, t)‖20 +
1

2
‖c(·, t)‖L1 + ηs

t∫
0

‖D(u(·, ν))‖20 dν

≤ Re‖u(·, 0)‖20 +
1

2
‖c(·, 0)‖L1 −

1

2Wi

t∫
0

‖c(·, ν)‖L1 dν + C2t

≤ Re‖u(·, 0)‖20 +
1

2
‖c(·, 0)‖L1 + C2t.

This completes the proof.

Remark 4.1 (The Effect of the Weissenberg Number). The parameter Wi is the ratio
between the relaxation time of the macromolecules and the characteristic time. The longer
the relaxation time, the longer it takes for the macromolecules to return to their original
states; this can be interpreted as showing that the fluid is less dependent on its initial state.
This has been correlated in the energy estimate (4.8); that is, the coefficient function multi-
plied to the initial data decays slowly when Wi becomes larger.

5. Existing numerical methods for viscoelastic fluid models

In this section, we offer a brief overview of numerical methods for solving viscoelastic
fluid models, especially in regard to studies focused on the well-known high Weissenberg
number problem (HWNP). The problem is associated with the breakdown of the numerical
solutions to the complex fluid models when the Weissenberg numbers are moderately large.
This outstanding problem has been one of the driving forces for developing new numerical
techniques for complex fluids (see Owens and Phillips [2002]).
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5.1. Mixed formulations

To numerically achieve mesh convergence and long-time stability beyond certain criti-
cal Weissenberg numbers for various viscoelastic models has proven difficult. Numerous
attempts have been made to overcome the high Weissenberg number problem with mixed
finite element methods. Most of the early work on viscoelastic flow analysis is based on the
mixed finite element formulations for (u, p, τ ); see Baaijens’s Baaijens [1998] review for
more details. Two basic problems have been encountered with the above formulations. First,
as the value of the Weissenberg number increases, the importance of the convective term
grows, which makes Galerkin discretizations not suitable. Second, the discretization spaces
for the three variables must be carefully selected with respect to each other in order to satisfy
appropriate stability conditions for the three fields.

Numerical success in the early stage of computational rheology can be found in
Marchal and Crochet [1987], which introduced a new mixed finite element method
for the numerical simulation of viscoelastic flows. In Marchal and Crochet [1987], the
authors showed that the streamline-upwinding (SU) method by Hughes and Brooks [1982]
could be used for viscoelastic fluid simulation in order to stabilize the hyperbolic constitutive
equation. Further, Fortin and Pierre [1989] analyzed the finite element spaces employed
in Marchal and Crochet [1987]. Another approach, introduced by Fortin and Fortin
[1989], used the discontinuous Galerkin (DG) method by Lesaint Raviart [1979] for the
constitutive equation combined with the element-wise streamline-upwinding method for the
momentum equation.

Much work has been done in this line of research. To stabilize the numerical simulation,
these algorithms focus on adding more diffusion to the momentum equation in order to
make the ellipticity of the equation explicit. Sun, Smith, Armstrong and Brown [1999]
summarized the main ideas as follows:

(1) reformulating the momentum and the constitutive equation to make the elliptic char-
acter of this equation explicit with respect to the velocity field;

(2) splitting the formulation into the solution of the velocity-pressure saddle point prob-
lem equations for an incompressible fluid and the calculation of the extra-stress field
from the hyperbolic constitutive equation;

(3) applying numerically stable and accurate methods, like SUPG or DG methods, for
solution of the hyperbolic constitutive equations; and

(4) introducing accurate and smooth interpolation of velocity gradients for additional
numerical stability in solution of the constitutive equation.

King, Apelian, Armstrong and Brown [1988] made the first effort in this direction;
they introduced the explicitly elliptic momentum equation (EEME) and gave a reformula-
tion of the momentum equation that makes its ellipticity explicit for the upper convected
Maxwell (UCM) models. This method was later generalized by Beris, Armstrong and
Brown [1984, 1986]: their elastic-viscous split-stress (EVSS) formulation splits the extra-
stress T into a viscous part and an elastic part; i.e., T = τ v + τ e, where τ v = 2ηaD(u) and
ηa is a parameter for viscosity; in this way, the formulation introduces another variable, the
rate-of-strainD(u). The application of this method has been limited to a few models; further-
more, it introduced a new term containing convected derivatives of D(u). Rajagopalan,
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Armstrong and Brown [1990] modified this method by using a least square approxima-
tion of D(u) and generalized it to the Oldroyd-B model, as well as the Giesekus models.

The EEME and EVSS formulations are significant improvements over previous methods
based on the standard viscous model in terms of numerical stability. They allow numeri-
cally stable and accurate calculations at moderately high Wi values. However, almost every
flow problem has levels of elasticity that cannot be calculated with these methods for any
given finite element mesh. Sun, Phan-Thien and Tanner [1996] argued that the failure
is due to a steep stress gradient and introduced an adaptive way for choosing the viscosity
parameter ηa to tackle the difficulty; this is known as the adaptive viscoelastic stress splitting
(AVSS) method. An alternative EVSS method was proposed in Brown, Szady, Northey
and Armstrong [1993] and Szady et al. [1995], who applied least square approximation
for the gradient ∇u instead of D(u); this type of methods is called EVSS-G. Guenette
and Fortin [1995] and Liu, Bornside, Armstrong and Brown [1998] applied the stress
splitting at the discrete level, which gives the discrete elastic-viscous split-stress (DEVSS)
and DEVSS-G, respectively. Sun, Smith, Armstrong and Brown [1999] combined all
these techniques to create the discrete adaptive viscoelastic stress splitting–discontinuous
Galerkin (DAVSS-G/DG) method, which does exactly what the name suggests.

Besides the finite element formulation, other related discretization schemes, such as finite
volume method and the spectral methods, have been applied to viscoelastic fluids. Just to
mention a few, Hu and Joseph [1990] designed a finite volume (FV) discretization based
on the semi-implicit method for pressure-linked equations revised (SIMPLER) for the UCM
model on orthogonal staggered grids. Oliveira, Pinho and Pinto [1998] generalized this
method to nonorthogonal collocated grids. Alves, Oliveira and Pinho [2003] and Alves,
Pinho and Oliveira [2001] discussed FVM on nonorthogonal grids combined with a high-
resolution scheme (HRS) instead of usual upwind difference schemes for the Oldroyd-
B model and the PTT model for the planar contraction benchmark problem. Chauviére
and Owens [2001] applied the spectral method for viscoelastic flows and introduced the
streamline-upwind Petrov/Galerkin (SUPG) for constitutive equations.

5.2. Steep stress layers and log-conformation formulation

The breakdown of the numerical algorithms for high Weissenberg numbers has often been
associated with the steep stress gradients in the narrow regions of the flow domain. Even for
the well-known flow-past-cylinder problem, which has no geometric singularities and gen-
erates smooth flows, the numerical simulation is still difficult. Observed in many numerical
simulations is that this difficulty inheres in the thin stress layers that develop around the cylin-
der and in the wake along the centerline, where the flow is purely elongational; see the
review by Baaijens [1998] for example. Beris, Armstrong and Brown [1983, 1987]
have demonstrated the formation of elastic boundary layers in both asymptotic analysis and
spectral/finite-element calculations for the flow between two eccentric rotating cylinders.
Renardy [2000a] analyzed the width of the boundary layer and the wake for the UCM
model with fixed Newtonian kinematics. Based on this work, Wapperom and Renardy
[2005] applied a Lagrangian technique to simulate viscoelastic flow past a cylinder bench-
mark problem; they showed that for an ultradilute solution, the governing equations for the
Oldroyd-B model can be solved for arbitrarily large values of Wi under the assumption that
the underlying velocity field is fixed to be Newtonian.
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By far the most successful method is (Fattal and Kupferman’s [2004]) matrix-
logarithm formulation of the conformation tensor for the constitutive laws; this method
introduces a new variable 9 = ln c and rewrite the constitutive equations in terms of 9 for
numerical calculations. The main motivation relies on the fact that the stress tensor is expo-
nential in regions of high deformation rates or stagnation points; numerical instabilities are
caused by failure to balance exponential growth with convection. In Fattal and Kupfer-
man [2004], the authors pointed out the inappropriateness of polynomial-based approxima-
tions to represent the stress.

Let the conformation tensor be c = δ + µp

Wi
τ . Notice that the conformation tensor is

different from that defined in (3.7) by a constant multiplier. We can then write the Oldroyd-
B constitutive equation (3.5) in terms of c:

∂c
∂t
+ u · ∇c−∇u c− c(∇u)T =

1

Wi
(δ − c). (5.1)

The core feature of the transformation is the decomposition of the velocity gradient into a
traceless extensional component B and a pure rotational component R:

∇u = R+ B+ Nc−1, (5.2)

where N is antisymmetric. By plugging (5.2) in the Oldroyd-B constitutive relation, we
obtain

∂c
∂t
+ (u · ∇)c− (Rc− cR)− 2Bc =

1

Wi
(δ − c). (5.3)

Because of the symmetric positive-definite (SPD) nature of the conformation tensor, we
can have the factorization c = U3UT , where U is an orthogonal matrix that consists of the
eigenvectors of c and 3 is a diagonal matrix made with the corresponding eigenvalues of
c. Therefore, we obtain 9 = U(ln3)UT . Then, we can write the Oldroyd-B constitutive
relation in terms of 9 and solve it numerically:

∂9

∂t
+ (u · ∇)9 − (R9 −9R)− 2B9 =

1

Wi
exp(−9)(δ − exp(9)). (5.4)

Note that the positivity of c is guaranteed automatically in this way.
Fattal and Kupferman [2004] reported numerical results on the lid-driven cavity

benchmark for a finitely extensible Chilcott–Rallison (FENE-CR) fluid (Chilcott and
Rallison [1988]) with a Weissenberg number of up to 5.0. Fattal and Kupferman [2005]
made a break-through in HWNP with this idea on the Oldroyd-B model for the lid-driven
cavity benchmark using finite difference methods. Recently, this method has been further
investigated by Pan, Hao and Glowinski [2009] based on the finite element method and
an operator-splitting Lie’s scheme. Hulsen, Fattal and Kupferman [2005] applied the
log-conformation formulation combined with the DEVSS/DG to the Oldroyd-B as well
as the Giesekus model for the flow-past-cylinder benchmark in the finite element context.
Coronado, Arora, Behr and Pasquali [2007], on the other hand, gave an alternative
log-conformation formulation and applied the DEVSS-TG/SUPG method (Pasquali and
Scriven [2002]) for the flow-past-cylinder benchmark. Their reported numerical results
are for Weissenberg numbers of up to 1.8 (Hulsen, Fattal and Kupferman [2005])
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and 1.05 (Coronado, Arora, Behr and Pasquali [2007]). Recently, Afonso, Oliveira,
Pinho and Alves [2009] applied a finite volume method on the log-conformation and
reported computational results for the flow-past-cylinder benchmark up to a Weissenberg
number of 2.5; but mesh convergence was not confirmed for Weissenberg numbers larger
than around 0.9.

The stability of the algorithm in Fattal and Kupferman [2004] has been analyzed by
Boyaval, Lelievre and Mangoubi [2009]. The key ingredients used in the analysis were
the divergence-free condition and the positivity of the conformation tensor. We note that
the log-formulation of the conformation tensor preserves positivity in the discrete sense
naturally. In fact, preserving the positivity of the conformation tensor is regarded as one
of the main issues in developing stable numerical schemes for viscoelastic flows. We next
discuss several attempts to address this issue.

5.3. Positivity-preserving schemes

The HWNP has been closely investigated in correlation with the loss of the positivity-
preserving property of the conformation tensor c on the discrete level (Beris and Edwards
[1994], Dupret, Marchal and Crochet [1985], Hulsen [1988], Joseph and Saut
[1986], Owens and Phillips [2002]). Although there have been many attempts to construct
positivity-preserving schemes, only a handful of schemes are available that preserve the
positive-definite character of the conformation tensor on the discrete level. These include the
log-conformation schemes discussed above. Another notable example is given by Lozinski
and Owens [2003]. Using the fact that the conformation tensor c is positive, they wrote
the conformation tensor c as c = CCT and defined the matrix C by the solution to some
semidiscrete equation. More precisely, let un and cn

= Cn(Cn)T be the nth time step approx-
imate solution to the velocity field u and the conformation tensor c, respectively. Then, Cn

is defined as the solution to the equation given as follows:

Cn
+ k

( 1

2Wi
Cn
+ (un

· ∇)Cn
−∇unCn

)
=

√
cn−1 +

ηpk

Wi2
δ, (5.5)

where k is the time step size. It is further shown that this semidiscretization is consistent
in Lozinski and Owens [2003]. This approach has been further explored by Hao, Pan,
Glowinski and Joseph [2009] as well.

Vaithianathan, Robert, Brasseur and Collins [2006, 2007] have developed a
positivity-preserving algorithm that takes into account that the conformation tensor c can
be decomposed as c = U3UT , where U is the orthogonal matrix that consists of eigenvec-
tors of c and 3 is the diagonal matrix consisting of the eigenvalues of c. They wrote equa-
tions for both 3 and U. These are evolved by solving equations that define these unknowns,
which have been successfully applied for the turbulent flow of a viscoelastic polymer solu-
tion (Vaithianathan, Robert, Brasseur and Collins [2006, 2007]).

Lee and Xu’s’s [2006] made an attempt to tackle the high Weissenberg number problems
by preserving the positivity of the conformation tensors on the fully discrete level. The
idea relies on the link between the constitutive equations and the symmetric matrix Riccati
differential equations (Abou-Kandil, Freiling, Ionescu and Jank [2003], Reid [1972]).
We will demonstrate why this is crucial in the stability of the solutions and prove that the
discrete solution exists in time without break-down in Section 8. More importantly, we will
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show how this approach can be generalized so that the proposed method will be able to
handle most existing macroscopic constitutive equations in a unified and efficient way.

Lee and Xu’s [2006] method is closely related to the method proposed by Petera [2002],
which is based on a conformation tensor formulation of the constitutive laws and the method
of characteristics for the upper convected time derivative directly. Petera [2002] devel-
oped an Eulerian–Lagrangian discretization based on the direct discretization of the gener-
alized Lie derivative introduced by Hughes and Winget in their pioneering work (Fortin and
Esselaoui [1987], Hughes and Winget [1980]). However, this method does not preserve
the strong divergence-free condition. While the method by Petera [2002] can be shown to
preserve the positivity of the conformation tensor, due to the lack of the strong divergence-
free condition in his scheme, stability could not be proven; the relevant energy estimates
were missing as well. Moreover, the fact that the conformation tensor formulations can be
identified with the Riccati equations, as discussed in Section 3, was not noticed there. In
particular, the techniques introduced by Fortin and Esselaoui [1987] have been further
investigated by Kabanemi, Bertrand, Tanguy and Ait-Kadi [1994].

5.4. Constitutive equations with diffusion

Other approaches attempt to stabilize the viscoelastic models by adding a small diffusion
term to the constitutive equations. Considering the fact that the difficulty of simulating and
proving the global-in-time solutions to the general complex fluids lies in the hyperbolic
nature of the constitutive equations, this is a natural choice. Not only does this addition stabi-
lize the equation, it also eases the proof of the global-in-time existence of solutions (see Lin,
Liu and Zhang [2005], for example.) Another existence proof can be found in El-Kareh
and Leal [1989]. Furthermore, Sureshkumar and Beris [1995] investigated this approach
for the Poiseuille flow of the Oldroyd-B model and concluded that a small stress diffusiv-
ity can be introduced so that enhanced stability can be achieved without altering the flow
rheology.

The main issue, which is still open here, is how to impose the boundary conditions upon
adding the diffusivity of the stress fields to the constitutive equations (Beris and Edwards
[1994]). The pure Neumann boundary or the Robin boundary conditions are often given (see
Adams, Fielding and Olmsted [2008], Black and Graham [2001]). It is, however, impos-
sible to know how macromolecules react near the boundary in general and the construction
of the right boundary conditions still remains elusive. In fact, the molecular derivation of
the Oldroyd-B model has the diffusion terms although the diffusivity constant is small, and
it has been shown that, generally, the multiscale approach is more stable (Bajaj, Bhat,
Prakash and Pasquali [2006]). The addition of dissipation, therefore, may help achieve
the stability of the numerical calculations. This technique has been widely used for turbu-
lent drag reduction (Sureshkumar and Beris [1997]). Experiments in Sureshkumar and
Beris [1995] showed that adding the diffusion term in the constitutive equations has definite
positive effects without altering the flow pattern significantly.

6. A family of Eulerian–Lagrangian finite element methods

In this section, we present our numerical methods to solve the viscoelastic flow models intro-
duced in Section 3. Typically, the viscoelastic fluids are described by the time-dependent
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models, and even steady-state computations are generally performed using time march-
ing (Alves, Oliveira and Pinho [2003]) for the corresponding time-dependent problem.
Therefore, our interest lies in developing time-dependent non-Newtonian models and their
time and space discretization. Our aim here is to introduce, in a systematic way, a class of
positivity-preserving discretizations of the Riccati formulation of the constitutive equations
in terms of the conformation tensor. In particular, we will demonstrate that our schemes pos-
sess the important stability property, and we refer to a recent work by Boyaval, Lelievre
and Mangoubi [2009], where similar stability results have been presented as well.

6.1. Temporal discretization

In the Lagrangian frame, it has been established that the general macroscopic constitutive
equation can be cast into (3.18). Therefore, it is natural to employ the Lagrangian approach,
and there are two main ways to use this approach.

The first idea, the pure Lagrangian approach or the method of characteristics, is to follow
the particle trajectories in time and to use the initial positions of the particles as nodes at
which the solutions are evaluated. This approach has an inherent disadvantage in that grid
points can be severely distorted, and therefore, the accuracy of long-time calculations can
easily be degraded. Further, the relocation of particle positions is unavoidable, in which case
it is necessary to interpolate the solutions at the new positions. And, this in turn introduces
additional numerical error (Baaijens [1993]).

In order to avoid mesh distortion, we can view the fixed discretization at any time level
as the particle positions and consider the characteristic foot (or departure foot) as the previ-
ous position of this given particle. This method, known as the Eulerian–Lagrangian method
(ELM) or the semi-Lagrangian method (SLM), was introduced to the finite element commu-
nity in the early 1980s; see Douglas and Russell [1982] and Pironneau [1982].

6.1.1. Eulerian–Lagrangian method for the momentum equation
The ELM begins by establishing the characteristic foot of any given particle at the current
time step. Note that similar approaches have been applied to the computation of viscoelastic
flows in Bonito, Picasso and Laso [2006] and Phillips and Williams [1999] as well.

Let x be the position of any material particle at the current time t; let x also be used to
refer to the particle itself. Suppose that the particle x moves with the velocity u(φt,s(x), s)
at time s. The characteristic foot (or the departure foot) y = φt,s(x) of the particle x at any
previous time s ≤ t can be found by solving the following flow map equation:

∂

∂s
φt,s(x) = u(φt,s(x), s), φt,t(x) = x. (6.1)

A straightforward approximation scheme for (6.1) is the first-order forward Euler
method:

x− y

k
= u( y, s)+ O(k), (6.2)

where k is the time step size k = t − s. We denote the approximate solution to Eqn (6.2) by
ỹ, which satisfies the equation

ỹ = x− ku( ỹ, s). (6.3)
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We note that the characteristic foot ỹ is defined implicitly. Hence, we must apply certain
nonlinear iterations to obtain the solution to Eqn (6.3).

Unfortunately, the explicit Euler scheme does not preserve volume, which is crucial for
the stability of numerical simulations and the convergence of nonlinear iterative methods;
see Section 8 for more detail. Feng and Shang [1995] discussed volume-preserving numer-
ical schemes for the ordinary differential equation (6.1) and noted that the simplest one
replaces u( ỹ, s) in (6.3) with u

(
( ỹ+ x)/2, s

)
, i.e.,

ỹ = x− ku
( ỹ+ x

2
, s
)
. (6.4)

Next, we offer a simple discussion to demonstrate why this scheme is volume-preserving.

Lemma 6.1 (First-Order Volume-Preserving Scheme). Let � ⊂ R2 Suppose u(s) ∈
(H1(�))d and ∇ · u(s) = 0. If the time step size k is small enough, then the scheme (6.4)
is well defined and volume preserving, i.e., det(∇ ỹ) = 1.

Proof. First, if k is small enough, Eqn (6.4) is solvable, and the scheme is well defined.
Now let J := ∇ ỹ be the Jocobian matrix. Taking derivative with respect to x on both sides
of (6.4), we can obtain

J = δ −
k

2
∇u
( ỹ+ x

2
, s
)
(J + δ).

This immediately implies that[
δ +

k

2
∇u
( ỹ+ x

2
, s
)]

J = δ −
k

2
∇u
( ỹ+ x

2
, s
)
.

Hence, if k is small enough, δ + k
2∇u

(
ỹ+x

2 , s
)

is invertible, and we can solve for J. So the

determinate of the Jacobian matrix is

det J = det
[
δ +

k

2
∇u
( ỹ+ x

2
, s
)]−1

det
[
δ −

k

2
∇u
( ỹ+ x

2
, s
)]
.

To show det J = 1, we assume that

k

2
∇u
( ỹ+ x

2
, s
)
=

(
a11 a12

a21 a22

)
and a11 + a22 = 0.

Therefore, by direct calculation, we obtain

det J =
1− a11 − a22 + a11a22 − a12a21

1+ a11 + a22 + a11a22 − a12a21
= 1,

which completes the proof.

Remark 6.1 (Alternative Volume-Preserving Schemes). The scheme (6.4) is only of first
order. An alternative is this second-order scheme:

ỹ = x−
k

2

(
u
( ỹ+ x

2
, s
)
+ u

( ỹ+ x

2
, t
))
. (6.5)
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The aforementioned two schemes (6.4) and (6.5) preserve volume in R2. For three-
dimensional problems, constructing volume-preserving schemes is possible, but more com-
plicated; see Feng and Shang [1995] for details.

We will now apply this idea to discretizing the momentum equation of the Oldroyd-B
model. More specifically, we will assume that the solution at time level s = told is known;
that is, (uold, pold,Told) is given, and for any given mesh points at time level t = tnew, we
let ỹ be solutions to the discrete flow map equation (6.3). Namely, ỹ is an approximation of
the departure foot y = φtnew , told(x). In the Lagrangian view, the momentum equation (3.1)
can be viewed as an ODE; therefore, it can be discretized by using the flow map solutions
as follows:

Re

(
unew
− uold

◦ ỹ

k

)
= ηs1unew

−∇pnew
+∇ · Tnew.

Therefore, we arrive at the following semidiscrete equation (continuous in space
variable):

Re

k
unew
− ηs1unew

+∇pnew
−∇ · Tnew

=
Re

k
uold
◦ ỹ. (6.6)

6.1.2. Eulerian–Lagrangian method for constitutive equations
The particle-following approach (6.6) can be naturally applied to approximate generalized
Lie derivatives as well. We now explain it using the model equation (3.18) with positive
constant parameters α and β as an example.

Approximations based on the generalized Lie derivative First, we consider the numeri-
cal discretization of the generalized Lie derivative Lu,Rζ at time tnew. By Definition 2.1, we
can employ the first-order difference approximation for the time derivative to obtain

E(s, t)ζ (s, t)E(s, t)T − E(s− k, t)ζ (s− k, t)E(s− k, t)T

k

∣∣∣
s=t

=
ζ (t, t)− E(t − k, t)ζ (t − k, t)E(t − k, t)T

k
. (6.7)

Let Ẽ be an approximate solution to the ODE for the transition matrix, namely,

∂E(s, t)

∂t
= R(s, t)E(s, t) and E(s, s) = δ. (6.8)

For example, we can apply the explicit Euler method:

Ẽ− δ
k
= R(told)δ =⇒ Ẽ = δ + kR(told). (6.9)

We can also apply the implicit Euler method:

Ẽ− δ
k
= R(tnew)Ẽ =⇒ Ẽ =

(
δ − kR(tnew)

)−1
. (6.10)
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Using either (6.9) or (6.10) for approximating the transition matrix Ẽ and the approximate
solution ỹ to the flow map equation, we derive a numerical discretization of the generalized
Lie derivative as follows:

Lu,Rζ(t
new) ≈

ζ new
− Ẽ

(
ζ old
◦ ỹ
)
ẼT

k
. (6.11)

This approximation can be easily shown to satisfy the desired property that the conformation
tensor is positive definite in the semidiscrete level when applied to approximate the general
Riccati form of the constitutive law (3.18).

Lemma 6.2 (Positivity-Preserving Semidiscretization). Consider the semidiscrete scheme
(6.11) for the model equation (3.18) with positive parameters α and β, namely,

cnew
− Ẽ(cold

◦ ỹ)ẼT

k
+ αcnew

= βδ. (6.12)

If cold is positive definite, then the numerical scheme preserves positivity, namely, cnew is still
positive definite.

Proof. We can solve the Eqn (6.12) in terms of cnew to obtain

(1+ kα)cnew
= Ẽ(cold

◦ ỹ)ẼT
+ kβδ. (6.13)

As an immediate consequence, if cold is positive definite, then so is cnew.

Approximations for the Riccati form of constitutive laws However, the above discretiza-
tion of the generalized Lie derivative is not the only way to obtain positive-definite discrete
conformation tensors. We can simply apply the discretization of the material derivative to
obtain the following semidiscrete systems:

cnew
− cold

◦ ỹ

k
− Rnewcnew

− cnew(Rnew)T + αcnew
= βδ. (6.14)

Known as the Lyapunov equation, this equation can be reformulated as a symmetric alge-
braic Riccati equation by a simple change of variable:(

αk + 1

2k
δ − Rnew

)
cnew
+ cnew

(
αk + 1

2k
δ − Rnew

)T

=
cold
◦ ỹ

k
+ βδ. (6.15)

In fact, the solution cnew is positive definite if cold
◦ ỹ is positive definite.

Approximations based on the explicit solution We can also design numerical schemes
based on the explicit solution of the Riccati form of the constitutive equations. In general, the
numerical schemes based on the analytic solution (3.19) require approximations of E(s, t),
(3.22), and the time integral in (3.19); see Lemma 3.1. Approximations of E(s, t) do not
affect the approximated conformation tensor’s positivity property. The integral expression
in (3.19) should be computed by using numerical quadratures with positive weights in order
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to maintain the positivity property, which is the approach taken by Dieci [1994] and Dieci
and Eirola [1994, 1996].

There are many possible methods based on explicit integral expression (3.19) of the solu-
tion; an extensive list of schemes can be found in Lee and Xu’s [2006]. Here, we present
only one such example: if α and β are both constants, the explicit form of the solution can
be approximated by the left-point Euler method:

cnew
= exp(−kα)Ẽ(cold

◦ ỹ) ẼT
+ kβδ. (6.16)

If we use the first-order Taylor expansion for the exponential function and drop higher-order
terms with respect to k on the right-hand side, then we get the exact same scheme as (6.12).

6.2. Spatial discretization

It is now clear that the Eulerian–Lagrangian framework provides semidiscrete equations,
which preserves the positivity of the conformation tensor. The main goal of this section is to
introduce spatial discretizations so that positivity can be realized in the fully discrete sense
as well. It is worth noting that the Eulerian–Lagrangian approach follows the particle trajec-
tory and the interpolated solution may not be positive even if the solution is positive at mesh
points. This will restrict the choice of the approximation spaces, in particular the approxi-
mate stress field. In this section, we introduce various approximation spaces for which the
positivity of the conformation tensors can be preserved.

6.2.1. Stokes-like saddle point problems
We begin by introducing the equations that will be discretized in space. After applying the
ELM to the model problem (3.1), (3.2), and (3.18), we obtain the following semidiscrete
problem: find (unew, pnew, cnew) such that

Re

k
unew
− ηs1unew

+∇pnew
=

Re

k
uold
◦ ỹ+∇ · cnew (6.17)

∇ · unew
= 0 (6.18)

(1+ kα)cnew
= Ẽ(cold

◦ ỹ)ẼT
+ βδ. (6.19)

We note that Eqn (6.17) is nonlinear and coupled together through the conformation tensor
with (6.19); the nonlinearity also lies in the computation of ỹ and Ẽ. The finite element
spaces for the unknowns u, p, and c should be constructed carefully based on the stability
conditions to keep the solution from blowing up as the mesh size reduces.

In this section, we identify the ingredients necessary to achieving this goal by considering
the momentum equation and continuity equation with the conformation tensor being given
explicitly. We consider the most straightforward linearization method here: the conformation
tensor c explicitly given at each iteration. In each nonlinear iteration, Eqns (6.17) and (6.18)
can be written as the following system of equations up to a simple rescaling: ρ

2u− κ21u+∇p = g

∇ · u = 0,
(6.20)

where g depends on u and ρ2, κ2 . 1.
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The main goal now is to identify stable finite element pairs for the velocity and pressure
so that accuracy is independent of all relevant parameters ρ2 and κ2. We begin by casting
Eqn (6.20) into a weak formulation as follows: find (u, p) ∈ (H1

0(�))
d
× L2

0(�) such that{
ap(u, v)+ b(v, p) = 〈g, v〉 ∀v ∈ (H1

0(�))
d

b(u, q) = 0 ∀q ∈ L2
0(�),

(6.21)

where the bilinear forms ap(·, ·) : (H1
0)

d
× (H1

0)
d
7→ R and b(·, ·) : (H1

0)
d
× L2

0 7→ R are
defined as

ap(u, v) := ρ2(u, v)+ κ2(∇u : ∇v) and b(v, p) := −
∫
�

(∇ · v) p dx.

Here, we use the standard notation that (· : ·) acting on two matrix-valued functions A =
(ai,j) ∈M and B = (bi,j) ∈M denotes

(A : B) :=
∫
�

tr(AB) dx =
∫
�

d∑
i,j=1

ai,jbi,j dx, (6.22)

where tr : M 7→ R is the standard trace operator of a matrix.
Apparently, the bilinear form ap(·, ·) induces a norm

‖u‖2ap
:= ap(u,u) = ρ2

‖u‖20 + κ
2
|u|21.

We now introduce the energy norm |||·||| on (H1
0(�))

d as follows:

|||u|||2 := ‖u‖2ap
+ ‖∇ · u‖20 ∀u ∈ (H1

0(�))
d.

It is then clear that the bilinear forms ap(·, ·) and b(·, ·) are continuous, i.e.,

ap(u, v) . |||u||| |||v||| ∀u, v ∈ (H1
0)

d

b(v, q) . |||v||| ‖q‖0 ∀v ∈ (H1
0)

d, q ∈ L2
0.

We also note that |||u||| = ‖u‖ap for any u ∈N := {v ∈ (H1
0)

d : ∇ · v = 0}. Therefore,
ap(·, ·) is also elliptic on N .

Furthermore, using the following inf-sup condition (or the Brezzi condition) that

sup
v∈(H1

0 )
d

b(v, q)

‖v‖1
& ‖q‖0 ∀q ∈ L2

0, (6.23)

and the fact that ‖∇ · u‖0 ≤ ‖u‖1, we can easily obtain that for ρ2, κ2 . 1,

sup
v∈(H1

0 )
2

b(v, q)

|||v|||
& sup

v∈(H1
0 )

2

b(v, q)

‖v‖1
& ‖q‖0 ∀q ∈ L2

0. (6.24)

This means that the Eqn (6.21) is uniformly stable with respect to the norm |||·||| for the
velocity and ‖ · ‖0 for the pressure.



Stable Finite Element Discretizations for Viscoelastic Flow Models 401

6.2.2. Stable discretizations of the generalized Stokes equation
Similar considerations can be directly transferred to the discrete case as well. We assume
that the domain � ⊂ Rd has been partitioned into triangular/tetrahedral elements Th = {E}
and that the conforming and quasi-uniform partition Th satisfies

� =
⋃

E∈Th

E. (6.25)

Based on the partitions Th, we will choose appropriate approximation spaces Vh and Wh for
the primitive variables u and p, respectively.

Consider a discrete weak formulation that is formulated by making the appropriate choice
of space Vh ⊂ (H1

0(�))
d for the velocity and Wh ⊂ L2

0(�) for the pressure: find (uh, ph) ∈

Vh ×Wh such that{
ap(uh, vh)+ b(vh, ph) = 〈g, vh〉 ∀vh ∈ Vh

b(uh, qh) = 0 ∀qh ∈ Wh.
(6.26)

As demonstrated by Xie, Xu and Xue [2008], the uniform well-posedness and error analysis
for the finite element pairs Vh ×Wh can be achieved if we can show that the following two
conditions are satisfied from the well-known (Brezzi theory Brezzi [1974], Brezzi and
Fortin [1991]), namely,

sup
vh∈Vh

b(vh, qh)

‖vh‖1
& ‖qh‖0 ∀qh ∈ Wh, (6.27)

and

∇ · Vh ⊆ Wh. (6.28)

We define a(u, v) := ap(u, v)+ as(u, v) with as(u, v) := (∇ · u,∇ · v). Under the two
afore stated conditions (6.27) and (6.28), we can immediately see that

sup
vh∈Vh

b(vh, qh)

|||vh|||
& ‖qh‖0 ∀qh ∈ Wh (6.29)

and

a(uh,uh) & |||uh|||
2

∀uh ∈N h, (6.30)

where N h := {vh ∈ Vh : ∇ · vh = 0}.
Now, we give some examples of conforming finite element methods that satisfy both

conditions, (6.27) and (6.28).

Example 6.1 (Scott–Vogelius Finite Elements). The P4
0 − P3

−1 Scott–Vogelius ele-
ment (Scott and Vogelius [1985a,b]) is important in fluid mechanics computation. It uses
the piecewise continuous polynomials on triangles of a degree up to 4 to approximate the
velocity field and uses the piecewise discontinuous polynomials of a degree up to 3 for the
pressure. In R2, on each triangle, the P4

0 space has 15 degrees of freedom (DOFs) determined
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by values at three vertices, three quartering points on each edge, and three interior points
inside each triangle. The P3

−1 space has 10 DOFs on each triangle, all of which are given
inside the triangle independently. This element is stable in the sense that it satisfies the inf-
sup condition, if the triangulation is singular-point free (a vertex is called singular if all
edges meeting at the vertex fall into two crossing straight lines). This kind of element is
of key importance because it can preserve the incompressible condition, i.e., the discrete
velocity is divergence-free pointwise.

Example 6.2 (Austin–Manteuffel–McCormick Finite Elements). The tensor-product finite
element in two-dimensional domains given by Austin, Manteuffel and McCormick
[2004] can easily be extended into three-dimensional domains. In each reference triangle,
for the horizontal component of the velocity fields, the product of the cubic Hermite poly-
nomial in the x1 variable and the quadratic polynomial in the x2 variable are used. For the
vertical component of the velocity fields, the product of the quadratic polynomial in the x1

variable and the cubic Hermite polynomial in the x2 variable are used. For the pressure, the
product of the quadratic polynomial in the x1 and x2 variable is used. This element has been
shown to be uniformly stable by Lee, Wu and Chen [2009].

6.2.3. Approximation Space for Stress
Our guiding principle in choosing the approximation space for the stress fields is to preserve
the positivity of the conformation tensor. The main bottleneck in this process is to evaluate
the conformation tensor at any points, which may not necessarily be the mesh points. This
can be reinterpreted as constructing an interpolation operator5S

h : M 7→M, which preserves
positivity in the following sense:

σ > 0 =⇒ 5S
h(σ ) > 0, ∀σ ∈M, (6.31)

where σ > 0 means σ is positive definite.
For this purpose, we first consider the scalar positivity-preserving interpolations. We start

with two simple examples:

Example 6.3 (Piecewise Constant Interpolation). The simplest finite element space that pre-
serves the positivity of the scalar functions is, of course, the space of the piecewise constant
functions. In this case, the existence of the positivity-preserving interpolation operator 5h

is obvious. For example, we can take, on each element E ∈ Th,

5h(g)(x) :=
1

|E|

∫
E

g dx ∀x ∈ E, (6.32)

where |E| is the area of E. It is easy to see that

‖5h(g)‖∞ = max
E

1

|E|

∫
E

g ≤ max
E
|E|−1/2

‖g‖0 (6.33)

and

‖5h(g)‖L1 =

∑
E

∫
E

|5h(g)| ≤
∑

E

∫
E

|g| = ‖g‖L1 . (6.34)
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Notice that these two inequalities are sharp. To see this, we can take a function g that is 1 on
an element E and 0 elsewhere.

Example 6.4 (Piecewise Linear Interpolation). The other choices can be given by continuous
or discontinuous piecewise linear finite element spaces. For cases in which we choose a
globally continuous piecewise linear finite element space, the standard pointwise nodal value
interpolant would be positivity preserving. In case the solution is not smooth or the point
values of g are not well defined, we can define the nodal value of 5h(g)(xi) as the local
mean value as follows:

5h(g)(xi) :=
1

|Bi|

∫
Bi

g dx, (6.35)

where Bi = B(xi, ri(xi)) and where the ball centered at xi and with radius ri(xi) with ri(xi)

small enough so that Bi is contained in the union of closed elements containing xi. This inter-
polation can be shown to be of second-order accuracy (Nochetto and Wahlbin [2002]).
For a case in which we choose a discontinuous piecewise linear finite element space, the
construction of positivity-preserving operator 5h for the above continuous piecewise linear
element can be applied similarly.

Remark 6.2 (High-Order Interpolations). We note that it is well known that the positivity-
preserving interpolant cannot be made for a polynomial of degree 2 or higher. To summarize,
we can choose the approximation space Sh for the conformation tensor as either piecewise
constant or piecewise linear polynomial spaces in case the positivity preserving is the main
restriction and, therefore, the accuracy of the approximations for such choices is either first-
order or second-order.

Now, we introduce a lemma that though simple, is useful, as it allows us to construct
positivity-preserving interpolation operators for tensors based on simple scalar interpola-
tions.

Lemma 6.3 (Positivity-Preserving Interpolations). Let 5h be a positivity-preserving inter-
polation operator for scalar functions, that is, if g > 0 on �, then 5h(g) > 0 on �. Then,
the interpolation operator 5h induces 5S

h such that

5S
h(σ ) = (5h(σ i,j))i,j=1,...,d. (6.36)

And 5S
h is a positivity-preserving interpolation in M.

Proof. We note that the operator 5h defined on scalar functions preserves the positiv-
ity in the sense that g > 0 implies 5h(g) > 0. We choose any positive-definite tensor
σ = (σi,j)i,j=1,...,d ∈M and any nonzero vector ξ = (ξi)i=1,...,d ∈ Rd and observe that

0 < ξTσ ξ =

d∑
i,j=1

ξiσi,jξj =⇒ 0 < 5h
(
ξTσ ξ

)
.
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We exploit the fact that the operator 5h is linear to see that

5h
(
ξTσ ξ

)
=

d∑
i,j=1

ξi5h(σi,j)ξj. (6.37)

Therefore, the operator 5S
h is positivity preserving.

The following simple lemma is useful for deriving the discrete analog of the bridging
identity (4.3) that has been crucially used to obtain the energy estimate in the continuous
level.

Lemma 6.4 (Bridging Lemma). For matrix-valued functions A and B : Rd
→M, the fol-

lowing identities hold true:(
5S

h(A) : B
)
=

(
5S

h(A) : 5S
h(B)

)
=

(
A : 5S

h(B)
)
. (6.38)

Proof. These equalities can be obtained by noticing that5S
h is an L2 projection to the space

of constant matrices. We show a more direct proof here. It is enough to show that for any
scalar functions f and g, we have∫

�

f 5h(g) dx =
∫
�

5h(f )5h(g) dx =
∫
�

5h(f ) g dx. (6.39)

And it can be shown from the following relation:

∫
�

f 5h(g) dx =
∫
�

f
∑

E

 1

|E|

∫
E

g dx

ϕE dy =
∑

E

∫
�

f ϕE dy

 1

|E|

∫
E

g dx


=

∑
E

∫
�

 1

|E|

∫
E

f dy

ϕE dz

 1

|E|

∫
E

g dx

 = ∫
�

5h( f )5h(g) dx.

The second equality follows using the same argument.

Remark 6.3 (Connecting the Momentum Balance with the Constitutive Laws). Lemma 6.4
can be used to establish the discrete analog of the important bridging identity (4.3) in the
continuous level, namely,(

5S
h(∇u) : c

)
=

(
5S

h(∇u) : 5S
h(c)

)
=

(
∇u : 5S

h(c)
)
. (6.40)

We will apply this to obtain the discrete energy estimate in Section 8.

6.3. Full discretizations

In this section, we will conclude our discussion on discretization by combining time and
space discretizations. We choose the approximation spaces Vh ×Wh ∈ (H1

0(�))
d
× L2

0(�)
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so that they satisfy both the inf-sup condition and the strong divergence-free condition. In
addition, we choose Sh to be a symmetric tensor space whose entries belong to the piecewise
polynomial spaces with a degree less than or equal to one.

The weak formulation of the semidiscrete system of Eqns (6.17)–(6.19) can be written as
follows: given uold

h , pold
h , and cold

h , find (unew
h , pnew

h , cnew
h ) ∈ Vh ×Wh × Sh such that for any

(vh, qh, σ h) ∈ Vh ×Wh × Sh,

Re

(
unew

h

k
, vh

)
+ ηs

(
D(unew

h ) : D(vh)
)
−
(
pnew

h ,∇ · vh
)

(6.41)

= Re

(
5V

h (u
old
h ◦ ỹ)

k
, vh

)
−
(
cnew

h : D(vh)
)
,(

∇ · unew
h , qh

)
= 0, (6.42)

(1+ kα)
(
cnew

h : σ h
)
=

(
Ẽh5

S
h(c

old
h ◦ ỹ)ẼT

h : σ h

)
+ β (δ : σ h) . (6.43)

Based on the various approximations for the constitutive equation in Section 6.1.2, we
can devise many approximations for the constitutive equation (3.18). There are a number of
approaches to handling the constitutive laws. The weak formulation (6.43) leads us to the
following discrete equation:

ACh = Fh, (6.44)

where A = (ai,j) ∈M, and ai,j =
∫
�
(1+ kα)ϕjϕi dx and {ϕi}i are the basis functions for

each entry of the stress approximation fields, the entries of Ch are the components of the
expression of the tensor cnew

h in terms of the finite element basis, and Fh is the force terms
due to the right-hand side in Eqn (6.43).

Remark 6.4 (Discretization Based on the Algebraic Riccati Form). Note that the discretiza-
tion of the material derivative in the constitutive equation (6.14) leads to the following dis-
crete constitutive equation:

cnew
h −5S

h(c
old
h ◦ ỹ)

k
− Rhcnew

h − cnew
h RT

h + αcnew
h = βδ. (6.45)

The equation can be recast into the well-known algebraic Riccati equation called the
Lyapunov equation given as follows:

(
αk + 1

2k
− Rh

)
cnew

h + cnew
h

(
αk + 1

2k
− Rh

)T

=
5S

h(c
old
h ◦ ỹ)

k
+ βδ. (6.46)

Example 6.5 (A Fully Discrete Scheme for the Oldroyd-B Model). We would like to give
a fully discrete scheme for the Oldroyd-B model, (3.1), (3.2), and (3.11), which we will
discuss in later sections; for various other schemes, we refer interested readers to Lee and
Xu’s [2006].
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Algorithm 1 Full Discretization–One Time Step

Step 0: Given un
h and cn

h.

Step 1: For any particle x, compute the departure feet

ỹ n
= x− k un

h

(
ỹ n
+ x

2

)
.

Step 2: Solve the following nonlinear system:
Re un+1

h − k1hun+1
h + k∇hpn+1

h = k∇h · c
n+1
h + Re5V

h (u
n
h ◦ ỹn),

∇ · un+1
h = 0,

(1+ kα)cn+1
h = Fn+1

h 5S
h(c

n
h ◦ ỹn)(Fn+1

h )T + kβδ,

where Fn+1
h :=

(
δ − k5S

h(∇un+1
h )

)−1
.

7. Fast and robust solvers for Stokes-type systems

As discussed in Section 6, by applying the Eulerian–Lagrangian method (ELM) to the non-
Newtonian models, we reduce the task of solving nonlinear systems of equations to solving
symmetric linear systems of Stokes type at each iteration. Therefore, the optimal solution
methods and multilevel preconditioners for non-Newtonian fluids can be devised, if we can
solve the following Stokes-type equation defined in �:

ρ2 u− κ21u+∇p = g and ∇ · u = 0, (7.1)

where g is a function that depends on the conformation tensor from the constitutive equa-
tion of the underlying model. We note that ρ2 and κ2 in Eqn (7.1) are material-dependent
parameters. (The uniformly stable finite elements with respect to the parameters ρ and κ
were discussed in Section 6.)

7.1. Discrete Stokes-type system

The purpose of this section is to consider the fast solution techniques for such parameter-
dependent problems as the Stokes-type equation given in (7.1). We begin by writing the
discrete weak formulation of the Stokes-type equation (7.1) given as follows: find (uh, ph) ∈

Vh ×Wh such that{
ap(uh, vh)+ b(vh, ph) = 〈g, vh〉 ∀vh ∈ Vh

b(uh, qh) = 0 ∀qh ∈ Wh,
(7.2)

where the bilinear forms are defined as

ap(uh, vh) := ρ2(uh, vh)+ κ
2(∇uh : ∇vh) and b(vh, ph) := −

∫
�

∇ · vh ph dx.
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Throughout this section, for convenience of the presentation, we will consider the opera-
tor form of Eqn (7.2) given as follows:(

Ap B∗
B 0

)(
uh

ph

)
=

(
g
0

)
, (7.3)

where Ap = ρ
2I − κ21h, B = −∇·, and B∗ = ∇h.

Our goal here is to discuss two types of iterative methods for solving the discrete version
of Eqn (7.1): one is the augmented Lagrangian method, and the other is the preconditioned
minimal residual (MinRes) method. For a comparison of the computational costs of solving
techniques for Stokes-type systems, we refer to the recent work of Larin and Reusken
[2008] and references therein; see Xu [2009, 2010] as well.

7.2. Augmented Lagrangian method

Augmented Lagrangian methods for Stokes problems have been introduced by Fortin and
Glowinski in Fortin and Glowinski [1982] and Fortin and Glowinski [1983]. They have
been further discussed in Glowinski and Le Tallec [1989] and Glowinski [2003]. In this
section, we discuss the augmented Lagrangian Uzawa method that can be shown to be fast
and robust with respect to parameters ρ, κ as well as the mesh size h.

We assume that the mixed finite elements employed here satisfy the uniform accuracy for
the aforementioned Stokes-type equation (7.1). Namely, the pair of finite element spaces Vh

and Wh for velocity fields and pressure satisfy the classical inf-sup conditions and the strong
divergence-free condition, namely, ∇ · Vh ⊆ Wh as discussed in Xie, Xu and Xue [2008].
For conforming finite elements, it is well known that the Scott–Vogelius elements Scott and
Vogelius [1985a,b] enjoy the optimal approximation property for the problem (7.1). And
it has recently been established that finite elements introduced by Austin, Manteuffel
and McCormick [2004] have such a property as well Lee [2009]; see Example 6.1 and
Example 6.2.

The Augmented Lagrangian iterative method for the operator form of Stokes-type equa-
tion (7.3) can be viewed as the Uzawa method for the following penalized problem:(

Ap + µ
2B∗B B∗

B 0

)(
uh

ph

)
=

(
g
0

)
, (7.4)

where µ2
≥ 0 is an arbitrary parameter. Note that due to the fact that the strong divergence-

free condition holds for the finite element pair, the formulations (7.3) and (7.4) are equiv-
alent. The optimal choice of damping parameter for the Uzawa method has been discussed
by Nochetto and Pyo [2004].

An application of the Uzawa method with damping parameter µ2 reads as follows: given
(ui

h, pi
h), the new iterate (ui+1

h , pi+1
h ) is obtained by solving the following equations in an

alternating way:

(Ap + µ
2B∗B)ui+1

h = g− B∗pi
h (7.5)

pi+1
h = pi

h + µ
2Bui+1

h . (7.6)
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The contraction factor of the Uzawa iterations (7.5) can be shown to be O(µ−2) when
µ2
� 1 (Lee, Wu, Xu and Zikatanov [2007]). Therefore, if µ2 is big enough, the Uzawa

iteration converges very fast. However, as discussed in Lee, Wu and Chen [2009], the
trade-off for achieving such a fast convergence is the inversion of a nearly singular operator
Ap + µ

2B∗B.
It should be noted here that while the construction of robust multilevel methods for the

operator Ap + µ
2B∗B is well-known, theoretical analysis on this point is missing from

the literature. In fact, Austin, Manteuffel and McCormick [2004] posed the theoreti-
cal justification of their numerical experiments on the multilevel method for the operator
Ap + µ

2B∗B as an open problem. Recent papers by Lee [2009] and Lee, Wu and Chen
[2009], however, have addressed this question. In this article, we will not attempt to repro-
duce this work. Instead, we focus on algorithmic details for the robust multigrid methods for
the operator Ap + µ

2B∗B in terms of µ2 as well as the mesh size, thereby introducing fast
and robust solvers for Stokes-type equations.

We now present the robust multigrid algorithm for Ap + µ
2B∗B in an abstract frame-

work. Let V be a real Hilbert space with the inner product a(·, ·) and the induced norm
‖ · ‖a = a(·, ·)1/2. We begin by constructing multilevel finite element spaces on which our
multigrid method is based. We assume that � has been triangulated by nested triangulations
T1 ⊂ T2 ⊂ · · · ⊂ TL, where TL forms the finest triangulation of �. For each 1 ≤ l ≤ L, we
let {xi

l}i be vertices of the triangulation Tl and denote T i
l by the set of triangles in Tl meeting

at the vertex xi
l. We define the local patch as follows:

�i
l =

⋃
E∈T i

l

E. (7.7)

These patches form an overlapping covering of� for each k. We then build the finite element
spaces on �i

l as follows:

Vi
l = {vl ∈ Vl : supp(vl) ⊂ �

i
l}. (7.8)

Correspondingly, we also define W i
l , the subspace of Wl, which is supported on�i

l. It is then
clear that

V =
L∑

l=1

Vl =

L∑
l=1

Nl∑
i=1

Vi
l,

where Nl is the number of vertices for the triangulation Tl.
We further introduce additional notation that the space N i

l for 1 ≤ l ≤ J and 1 ≤ i ≤ Nl,

N i
l =

{
u ∈ Vi

l : (∇ · u, q) = 0, ∀q ∈ ∇ · Vi
l

}
= {u ∈ Vl : (∇ · u,∇ · v) = 0, ∀v ∈ Vl} .

The robust multigrid method will be constructed by the successive subspace correction
(SSC) method with local exact solvers in each subspace Vi

l. In this setting, it is easy to
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demonstrate that the finite element spaces Vl and Wl generated based on the triangula-
tions Tl are nested, especially for Scott–Vogelius finite elements and Austin–Mantueffel and
McCormick finite elements, namely, we have

V1 ⊂ · · ·Vl ⊂ · · ·VJ, and W1 ⊂ · · ·Wl ⊂ · · ·WJ . (7.9)

Furthermore, in this setting, the following assumptions hold true:

A1: V =
L∑

l=1

Nl∑
i=1

Vi
l and A2: N =

L∑
l=1

Nl∑
i=1

(
Vi

l ∩N
)
.

Under these assumptions, we can establish that the following subspace correction algo-

rithm possesses the optimal convergence property; see Lee [2009] and Lee, Wu and Chen

[2009].

Algorithm 2 Successive Subspace Correction Method

Give the initial guess u0
∈ V and let m = 0.

while The residual is bigger than the given tolerance do
um

0 = um;
for l = 1, . . . ,L do

for i = 1, . . . ,Nl do
Find ei ∈ Vi

l, s.t. a(ei, vi) = g(vi)− a(um
i−1, vi), ∀vi ∈ Vi

l;

um
i = um

i−1 + ei;
end for

end for
um+1

= um
L ;

m = m+ 1;
end while

7.3. Preconditioned MinRes method

In this section, we will introduce another algorithm; for this one, it is not necessary to assume
the strong divergence-free condition. For instance, we can employ the well-known Taylor–
Hood finite elements (Taylor and Hood [1973]) to approximate velocity/pressure fields.
To solve the discrete saddle point problem, we can use the preconditioned minimal residual
(MinRes) method by Paige and Saunders [1975]. Like the conjugate gradient method, the
efficiency of MinRes depends heavily on the construction of preconditioners, which should
be spectrally equivalent to the inverse of the original operator.

The time-dependent Stokes system has the coefficient matrix in the following form

A =
(
Ap B∗
B 0

)
. (7.10)
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For this system, we apply the MinRes method with the block diagonal preconditioners by
Rusten and Winther [1992] and Bramble and Pasciak [1997], namely,

P =
(
PA 0
0 PS

)
,

where PL is a multigrid preconditioner for the Laplace-like matrix Ap and PS is a pre-
conditioner corresponding to the Schur complement. The matrix Ap has a block-diagonal
form with each diagonal block corresponding to a scalar reaction-diffusion problem. And
the Schur complement preconditioner can be chosen to be

PS = max(κ2, ρ2h2)M−1
+ ρ2(−1N)

−1,

where M is the mass matrix for the pressure space and −1N is the auxiliary Laplace oper-
ator with the Neumann boundary condition. This preconditioner is shown to be uniform
with respect to ρ, κ , and h; see Bramble and Pasciak [1997] and Olshanskii, Peters
and Reusken [2006]. Since fast solvers, like multigrid method (Bramble [1993], Brandt
[1977], Hackbusch [1985]), for scalar reaction-diffusion problems are available (see Xu
[2010]), we can solve the Stokes-type system efficiently.

8. Stability analysis and existence of discrete solutions

In this section, we show that our discretization schemes as discussed in Section 6 are stable.
The stability will then be used to establish the existence of the discrete solutions in time
evolution. For simplicity and clarity in presenting the main ideas of the proof, we only
discuss the Oldroyd-B model:

Re
(
∂u
∂t + u · ∇u

)
= ηs1u−∇p+∇ · c, in �× R+,

∇ · u = 0, in �× R+,
αc+ Lu,∇uc = βδ, in �× R+,

u(x, t) = 0, in ∂�× R+,
u(x, 0) = u0(x), in �,
c(x, 0) = c0(x), in �,

(8.1)

with α = 1/Wi and β = ηp/Wi2, in a polygonal domain � ⊂ R2 here. The extension of
these stability and convergence results to more general cases is straightforward.

8.1. Stability analysis for discrete solutions

We first consider the discrete analog of the continuous energy estimate in Theorem 4.1.
We are not aiming to presenting the stability analysis for all the schemes introduced in
Section 6; instead, we focus on a particular scheme and demonstrate unambiguously the
critical role played in the analysis by the positivity of the conformation tensor and the volume
preservation of flow maps.
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Let us now start to investigate the discrete scheme in Algorithm 1: given the solution
(un

h, pn
h, cn

h) ∈ Vh ×Wh × Sh from the previous time level, find (un+1
h , pn+1

h , cn+1
h ) ∈ Vh ×

Wh × Sh by the following relation equations:

Re
(un+1

h −5V
h

(
un

h ◦ ỹn
)

k
, vh

)
− (pn+1

h ,∇ · uh)+ ηs

(
D(un+1

h ) : D(vh)
)

= −

(
cn+1

h : D(vh)
)

(8.2)

(∇ · un+1
h , qh) = 0 (8.3)

(1+ kα)
(

cn+1
h : σ h

)
=

(
F̃n+1

h 5S
h(c

n
h ◦ ỹn)(F̃n+1

h )T : σ h

)
+ kβ (δ : σ h) , (8.4)

for all (vh, qh, σ h) ∈ Vh ×Wh × Sh.

Here, F̃n+1
h =

(
δ − k5S

h(∇un+1
h )

)−1
is an approximation to the deformation tensor F;

see Section 6.3 for more details. And we use the interpolation operator5S
h : L2(�) 7→ L2(�)

introduced in Section 6.1, i.e.,

5S
h(σ ) =

(
5h(σi,j)

)
i,j=1,...,d with 5h(g) :=

∑
E∈Th

 1

|E|

∫
E

g dx

φE(·), (8.5)

where Th = {E} is a quasi-uniform triangular partition of the physical domain � with char-
acteristic mesh size h, and φE is a characteristic function that is one on E and zero elsewhere.

As discussed in Section 6.2.2, we assume that the pair of spaces Vh and Wh satisfy the
inf-sup condition as well as

∇ · uh ∈ Wh ∀uh ∈ Vh. (8.6)

The property (8.6) is crucial to constructing the volume-preserving flow map in both two-
and three-dimensional domains as discussed in Feng and Shang [1995].

The flow map φt,s : � 7→ � can be obtained so that the approximate flow map ỹ satisfies
the following identity:∫

�

g ◦ ỹ dx =
∫
�

g dx ∀ g ∈ L1(�). (8.7)

And (8.7) is the key to deriving uniform energy estimates for the solution to the discrete
model equations (8.2)–(8.4). Recall that the discrete scheme (6.4) preserves volume in R2.
We can easily show that this scheme satisfies (8.7) by simple change of variables.

Now, we are ready to present the discrete analog of the energy estimate.

Theorem 8.1 (Discrete Energy Estimate). The discrete solution to (8.2)–(8.4) admits the
following estimate: if Wi <∞ and n ≥ 1, then

Re‖un
h‖

2
0 + ‖c

n
h‖L1 ≤ c1e−C1tn

(
Re‖u0

h‖
2
0 + ‖c

0
h‖L1

)
+ c2, (8.8)

2ηs

n∑
`=1

k‖D(u`h)‖
2
0 ≤ Re ‖u0

h‖
2
0 + ‖c

0
h‖L1 + c2tn. (8.9)

Here, c1 and c2 are generic constants.
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Proof. From (8.4), we have the following relation:

(1+ kα) cn+1
h

=

(
δ − k5S

h(∇un+1
h )

)−1
5S

h(c
n
h ◦ ỹn)

(
δ − k5S

h(∇un+1
h )

)−T
+ kβδ. (8.10)

We first multiply δ − k5S
h(∇un+1

h ) to the left and δ − k5S
h(∇un+1

h )T to the right of
Eqn (8.10) to obtain that

(1+ kα)
(
δ − k5S

h(∇un+1
h )

)
cn+1

h

(
δ − k5S

h(∇un+1
h )

)T

= 5S
h(c

n
h ◦ ỹn)+ kβ

(
δ − k5S

h(∇un+1
h )

) (
δ − k5S

h(∇un+1
h )

)T
. (8.11)

Hence, by taking trace and then integration on both sides of the equation above, we get that

k(1+ kα)
∫
�

tr
(
5S

h(∇un+1
h )cn+1

h + cn+1
h 5S

h(∇un+1
h )T

)
dx

= (1+ kα) ‖cn+1
h ‖L1 − ‖cn

h ◦ ỹn
‖L1 − dβ|�|k

+ k2β

∫
�

tr
(
5S

h(∇un+1
h )+5S

h(∇un+1
h )T

)
dx

+ k2(1+ kα)
∫
�

tr

(
5S

h(∇un+1
h )

(
cn+1

h −
kβ

1+ kα
δ
)
5S

h(∇un+1
h )T

)
dx. (8.12)

We note that from (8.10), the approximate conformation tensor cn+1
h satisfies

(1+ kα)cn+1
h − kβδ ≥ 0 ∀ n ≥ 1, (8.13)

if the initial condition c0
h ≥ 0. Since cn+1

h is symmetric, by Lemma 6.4 and the discrete
divergence-free condition, we can easily see that∫

�

tr
(
5S

h(∇un+1
h )+5S

h(∇un+1
h )T

)
dx

=

∫
�

tr
(
∇un+1

h + (∇un+1
h )T

)
dx = 2

∫
�

∇ · un+1
h dx = 0 (8.14)

and ∫
�

tr
(
5S

h(∇un+1
h )cn+1

h

)
dx =

∫
�

tr
(

cn+1
h 5S

h(∇un+1
h )T

)
dx

=

(
cn+1

h : 5S
h(D(u

n+1
h ))

)
=

(
cn+1

h : D(un+1
h )

)
. (8.15)
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Finally, based on the volume-preserving property of ỹn, we have ‖cn
h ◦ ỹn

‖L1 = ‖cn
h‖L1 .

Taking the facts (8.13), (8.14), and (8.15) into account, we can derive the following inequal-
ity from (8.12):(

cn+1
h : D(un+1

h )
)
≥

1

2k
‖cn+1

h ‖L1 −
1

2k(1+ kα)
‖cn

h‖L1 −
dβ|�|

2(1+ kα)
. (8.16)

We now consider the momentum equation (8.2). Using the energy method, together with
the discrete divergence-free condition and (8.16), we can obtain

Re

k
‖un+1

h ‖
2
0 + ηs‖D(un+1

h )‖20

=
Re

k

(
5V

h (u
n
h ◦ ỹn),un+1

h

)
−

(
cn+1

h : D(un+1
h )

)
≤

Re

k

(
un

h ◦ ỹn,un+1
h

)
−

1

2k
‖cn+1

h ‖L1 +
1

2k(1+ kα)
‖cn

h‖L1 +
dβ|�|

2(1+ kα)
. (8.17)

Applying the Cauchy–Schwarz inequality and the standard kick-back argument, we obtain
the following relation:

Re

2k
‖un+1

h ‖
2
0 + ηs‖D(un+1

h )‖20 +
1

2k
‖cn+1

h ‖L1

≤
Re

2k
‖un

h‖
2
0 +

1

2k(1+ kα)
‖cn

h‖L1 +
dβ|�|

2(1+ kα)
. (8.18)

We are now in the position to show the first estimate (8.8). Multiplying 2k to both sides
of (8.18) and using Korn’s inequality, we obtain that

κ‖un+1
h ‖

2
0 + ‖c

n+1
h ‖L1 ≤ Re‖un

h‖
2
0 +

1

1+ kα
‖cn

h‖L1 +
kdβ|�|

1+ kα

≤ exp (−C1k)
(
κ‖un

h‖
2
0 + ‖c

n
h‖L1

)
+

kdβ|�|

1+ kα
, (8.19)

where κ = Re+ 2kηsC� and C� is a positive constant depending only on �. Here, C1 > 0
is chosen to be a constant such that

max
( Re

Re+ 2kηsC�
,

1

1+ kα

)
≤ exp (−C1k) , 0 ≤ k ≤ 1. (8.20)

Now, we use the induction argument to obtain:

κ‖un
h‖

2
0 + ‖c

n
h‖L1 ≤ exp(−C1tn)

(
κ‖u0

h‖
2
0 + ‖c

0
h‖L1

)
+

kdβ|�|

1+ kα

n∑
l=0

exp(−C1tl)

≤ exp(−C1tn)
(
κ‖u0

h‖
2
0 + ‖c

0
h‖L1

)
+ Cn

2, (8.21)

where

Cn
2 = kdβ|�|

1− exp(−C1tn)

1− exp(−C1k)
. (8.22)
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It is clear that we can choose generic constants c1 and c2 such that

κ‖u0
h‖

2
0 + ‖c

0
h‖L1 ≤ c1

(
Re‖u0

h‖
2
+ ‖c0

h‖L1

)
and Cn

2 ≤ c2. (8.23)

We then obtain the desired result (8.8).
We now drive the other estimate (8.9). First, we multiply 2k to both sides of (8.18) and

take summation for l = 1, 2, . . . , n for both sides to obtain:

2ηs

n∑
l=1

k‖D(ul
h)‖

2
0 ≤ c1

(
Re‖u0

h‖
2
0 + ‖c

0
h‖L1

)
+

n∑
l=1

kdβ|�|,

≤ c1

(
Re‖u0

h‖
2
0 + ‖c

0
h‖L1

)
+ c2tn.

This completes the proof.

We will now consider the limiting case in which Wi = ∞; in this case, α = β = 0.

Corollary 8.1. Assume that Wi = ∞ and α = β = 0. Then, the following estimates hold
true for any n ≥ 1:

Re‖un
h‖

2
0 + ‖c

n
h‖L1 ≤ Re‖u0

h‖
2
0 + ‖c

0
h‖L1 (8.24)

and

ηs

n∑
l=0

k‖D(ul
h)‖

2
0 ≤ Re‖u0

h‖
2
0 + ‖c

0
h‖L1 . (8.25)

Proof. Note that in the limiting case, α = β = 0 and cn
h is itself a conformation tensor for

n ≥ 0. The result then immediately follows from two estimates (8.8) and (8.9) since C1 = 0
and Cn

2 = 0 for all n ≥ 0. This completes the proof.

Remark 8.1 (Effects of Load). When there is a nonzero external force term f on the right-
hand side of the momentum equation (8.2), it can be shown that the energy estimates in
Theorem 8.1 are still valid as long as ηs > 0. In this case, the L2 norm of f will enter into
the constant c2 in the inequality (8.8).

8.2. Existence of the discrete solutions

The discrete model equations (8.2)–(8.4) are fully nonlinear, and the well posedness of this
model is not trivial. The main purpose of this section is to prove the existence of the discrete
solution. We will show that the solution to the discrete problem exists for sufficiently small
time step size k; furthermore, the discrete solution is unique. These will, in turn, confirm that
the discrete problem, (8.2)–(8.4), is well defined. Theoretically, the restriction of k is only
given by the mesh size h.

Let tol be the tolerance for the nonlinear iteration. We assume that un
h, pn

h, and cn
h at the

time level tn are available. Then, we have the following algorithm for time marching:
The Algorithm 3 is a single-step time-marching algorithm. Once the initial condition

(u0
h, p0

h, c0
h) is given, we can proceed to the evolution process. Note that the presence of f on

the right-hand side of the Stokes-type equation is due to the Dirichlet boundary condition.
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Algorithm 3 Nonlinear Iteration

Step 0: Given un
h, pn

h, and cn
h. Set

un,0
h := un

h, pn,0
h := pn

h, and cn,0
h := cn

h.

Step 1: For any particle x, compute the departure feet

ỹn
= x− k un,0

h

( ỹn
+ x

2

)
.

Step 2: For ` = 0, 1, 2, . . ., do

(1) Solve the Stokes-type system
Re un,`+1

h − k1hun,`+1
h + k∇hpn,`+1

h
= Re5V

h (u
n,0
h ◦ ỹn)+ k∇h · c

n,`
h + kf ,

∇ · un,`+1
h = 0.

(2) Update the conformation tensor

(1+ kα)cn,`+1
h = Fn,`+1

h 5S
h(c

n,0
h ◦ ỹn)(Fn,`+1

h )T + kβδ,

where Fn,`+1
h :=

(
δ − k5S

h(∇un,`+1
h )

)−1
.

(3) If ‖un,`+1
h − un,`

h ‖1 ≤ tol and ‖pn,`+1
h − pn,`

h ‖0 ≤ tol, then break.

Step 3: Update solution: un+1
h := un,`+1

h , pn+1
h := pn,`+1

h , and cn+1
h := cn,`+1

h .

Remark 8.2 (Solving the Flow Map Equations). From the energy estimate (8.9), we know
that ‖un

h‖1 is bounded. Hence, if the time step size k is small enough, the nonlinear equation
for the flow map in Step 1 of Algorithm 3 is solvable by the inverse function theorem. We
will discuss iterative methods for solving the flow map equation in Section 9.

Remark 8.3 (Feet Searching). We remark that one of the key ingredients for the Eulerian–
Lagrangian method here used to solve the Riccati form of the constitutive equation is to find
the function values at the departure feet, un,0

h ◦ ỹn and cn,0
h ◦ ỹn, as quickly and accurately as

possible. In Algorithm 3, we did not provide referents for the points x. It can have different
meanings in different discretization methods. But, of course, it is not practical to trace back
through all points. We will explain the implementation details in Section 9.2.1. Usually,
for the finite difference method, x is any grid point; for the finite element method, x is any
quadrature point.

Remark 8.4 (Parallel Computing for Solving Ricatti Equations). We note that the consti-
tutive equations can be solved in a fully parallel way. This is because all the coefficients are
defined locally by a d × d matrix equation in each of the nodes, all of which are completely
independent.
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The main goal in this section is to show that the Algorithm 3 is convergent in each time
step under certain conditions on the time step size k. This has been discussed by Lee, Xu and
Zhang [To appear]. Before introducing the main existence result, we would like to make a
few comments:

(1) The discrete model, (8.2)–(8.4), is a highly coupled nonlinear system of equations.
Therefore, we need to apply certain iterative methods that lead to the solution implic-
itly given in order to satisfy the discrete models. There are many such nonlinear
iterative schemes, and we focus on one of them in Algorithm 3. Moreover, extending
the existence proof to other methods is possible.

(2) This result can be achieved from the uniform stability estimate established in the pre-
vious section. In addition, we note that the notion we used here as the well posedness
for the solution to the discrete models (8.2)–(8.4) should be distinguished from the
one introduced by Kreiss [2001]. In particular, our result does not necessarily imply
stability with respect to the perturbation of the data.

(3) Our analysis fully exploits the finite dimensionality of the solution space; therefore,
technically, it will be difficult to extend this analysis to the existence analysis for the
continuous level.

Our proof is based on the induction argument. Specially, we will assume that at time
level tn, the discrete solutions un

h and cn
h are well defined and generate a sequence of iterates

according to Algorithm 3 and show that the nonlinear iteration converges and defines un+1
h

and cn+1
h . More precisely, we will show that the solutions at the time level tn+1 can be

obtained uniquely by the Algorithm 3. We note that if un
h and cn

h at the time level tn satisfy
the uniform bounds

‖un
h‖0 . 1 and ‖cn

h‖L1 . 1, (8.26)

the fixed-point iteration (Algorithm 3) converges. We, therefore, conclude our proof by a
simple recursive argument.

Remark 8.5 (Inverse Inequalities). We recall the well-known inverse inequalities
(cf. Brenner and Scott [2002, chapter 4]) that

‖v‖∞ . h−1
‖v‖0 and ‖∇v‖0 . h−1

‖v‖0, ∀ v ∈ Vh. (8.27)

Let us first establish that the sequence generated from Algorithm 3 is bounded uniformly.

Lemma 8.1 (Uniform Boundedness). Suppose that f ∈
(
L2(�)

)2
For sufficiently small k,

the sequence generated by Algorithm 3 is uniformly bounded in L2 norm for the velocity and
L1 norm for the stress field, respectively.

Proof. Using the strong divergence-free finite elements as in Section 6, we have ∇ · un,`
h =

0, for ` = 0, 1, 2, . . . , By Lemma 6.1, it holds that det(∇ ỹn) = 1. Employing the energy
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method and the inverse inequality (8.27), we derive that

Re
∥∥un,`+1

h

∥∥2
0 + k

∥∥∇un,`+1
h

∥∥2
0 ≤

Re

2

∥∥un,0
h

∥∥2
0 +

Re

2

∥∥un,`+1
h

∥∥2
0 + k

∥∥ f
∥∥

0

∥∥un,`+1
h

∥∥
0

+ k
∥∥cn,`

h

∥∥
L1

∥∥∇un,`+1
h

∥∥
∞
.

Therefore, using the Cauchy–Schwarz inequality, we obtain

Re
∥∥un,`+1

h

∥∥2
0 + k

∥∥∇un,`+1
h

∥∥2
0 ≤

Re

2

∥∥un,0
h

∥∥2
0 +

Re

2

∥∥un,`+1
h

∥∥2
0

+ k
(ν−2

2

∥∥ f
∥∥2

0 +
ν2

2

∥∥un,`+1
h

∥∥2
0

)
+ k

(C1h−2

2

∥∥cn,`
h

∥∥2
L1 +

1

2

∥∥∇un,`+1
h

∥∥2
0

)
,

where ν is chosen such that |un,`+1
h |

2
1 ≥ ν

2
‖un,`+1

h ‖
2
0.We can then get, for all ` = 0, 1, 2, . . .,

that

Re ‖un,`+1
h ‖

2
0 ≤ Re ‖un,0

h ‖
2
0 + C1kh−2

‖cn,`
h ‖

2
L1 + C0k‖ f‖20, (8.28)

where C0 and C1 are generic constants independent of k and h. Without loss of generality,
we can assume that both C0 and C1 are greater than 1.

The equation (3) in Step 1 for updating the conformation tensor reveals the following
inequality

‖cn,`+1
h ‖L1 ≤

∥∥Fn,`+1
h

∥∥2
∞
‖cn,0

h ‖L1 + d|�|βk. (8.29)

Combining the last two inequalities, (8.28) and (8.29), we obtain

Re ‖un,`+1
h ‖

2
0 ≤ Re ‖un,0

h ‖
2
0 + 2C1kh−2

∥∥Fn,`
h

∥∥4
∞
‖cn,0

h ‖
2
L1 (8.30)

+ C0k‖f‖20 + 2C1d2
|�|2β2k2.

Now, we define

C :=
(
Re ‖un,0

h ‖
2
0 + 4C1‖c

n,0
h ‖

2
L1 + C0‖f‖20 + 2C1d2

|�|2β2) 1
2 .

And we will show that, if k is small enough, C is a uniform upper bound for ‖un,`
h ‖0 and

‖cn,`
h ‖L1 . This is apparently true for ` = 0. Now, suppose that this is also true for `, and we

can now prove that it is true for `+ 1 with a fixed time step size k.
Using the inequality (6.33) and the inverse inequality, we have

‖5S
h(∇un,`

h )‖∞ ≤ h−1
‖∇un,`

h ‖0 ≤ C2h−2
‖un,`

h ‖0 ≤ CC2h−2.

Hence, we can choose 2CC2k ≤ h2, which implies that δ − k5S
h(∇un,`

h ) is invertible and

that Fn,`
h is well defined. Furthermore, we also have that

‖Fn,`
h ‖∞ ≤

1

1− kh−1‖∇un,`
h ‖0

≤
1

1− CC2kh−2
≤ 2.
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Plugging the inequality above to (8.30), we obtain

Re ‖un,`+1
h ‖

2
0 ≤ Re ‖un,0

h ‖
2
0 + 32C1kh−2

‖cn,0
h ‖

2
L1 + C0k‖f‖20 + 2C1d2

|�|2β2k2
≤ C

2
,

if k ≤ min(1, h2/8). And then (8.29) immediately gives that ‖cn,`+1
h ‖L1 is bounded uni-

formly, which completes the proof.

Remark 8.6 (Condition on Time Step Size). From the proof, we can see that there is an
upper bound for the time step size:

k ≤ min
(

1,
h2

8
,

h2

2CC2

)
,

which depends on neither nonlinear iteration step ` nor time level n. Furthermore, this still
holds for the infinite Weissenberg number case where α = β = 0.

We would like to remark that the Lemma 8.1 also shows that the discrete conformation
tensor given by Algorithm 3 is always symmetric and positive definite.

Theorem 8.2 (Positivity of the Discrete Conformation Tensor). If the initial condition c0
h

is symmetric positive definite and the time step size k is small enough, then the discrete
conformation tensor cn

h is always symmetric positive definite for all n = 1, 2, 3, . . . ,

Proof. It is trivial to the symmetry is kept for all n. We only need to check the positivity
here. From the proof of Theorem 8.1, we have seen that if k is small enough, Fn,`

h is well

defined. Since 5S
h is a positivity preserving interpolation and β > 0, we can obtain that cn,`

h
is positive definite by induction. As this is true for all ` and n, it completes the proof.

We are now ready to show the existence of the solution from the compactness argument.
We will show that the sequence converges to a unique limit and conclude our main result in
this section. To begin with, it is helpful to notice that for any invertible matrices A and B,
we have that

A−1
− B−1

= A−1 (B− A)B−1. (8.31)

We arrive at the main result for this section as below.

Theorem 8.3 (Convergence of Algorithm 3). The nonlinear iteration in Algorithm 3 con-
verges if k small enough.

Proof. For ease of our presentation, we define

e`+1
u := un,`+1

h − un,`
h and e`+1

c := cn,`+1
h − cn,`

h .

By subtracting the momentum equation for un,`+1
h from the equation for un,`

h in Algorithm 3
and taking integration by parts, we obtain that

Re ‖e`+1
u ‖

2
0 + k‖∇e`+1

u ‖
2
0 ≤ k‖∇e`+1

u ‖∞‖e
`
c‖L1 .
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Therefore, by the inverse inequality (8.27) and the Cauchy–Schwarz inequality, we conclude
that

Re ‖e`+1
u ‖

2
0 ≤ C3kh−2

‖e`c‖
2
L1 , ∀` = 0, 1, 2, . . . . (8.32)

By subtracting the constitutive equations for cn,`+1
h and cn,`

h , we obtain the following
inequality:

‖e`+1
c ‖L1 ≤ ‖Fn,`+1

h 5S
h(c

n,0
h ◦ ỹn)(Fn,`+1

h )T − Fn,`
h 5S

h(c
n,0
h ◦ ỹn)(Fn,`

h )T‖L1 .

In the proof of Lemma 8.1, we have seen that Fn,`
h is well defined and also that the ‖Fn,`

h ‖0 ≤

2 for ` = 0, 1, 2, . . . .
Therefore, we have

‖e`+1
c ‖L1 ≤ ‖Fn,`+1

h 5S
h(c

n,0
h ◦ ỹn)(Fn,`+1

h )T − Fn,`
h 5S

h(c
n,0
h ◦ ỹn)(Fn,`+1

h )T‖L1

+ ‖Fn,`
h 5S

h(c
n,0
h ◦ ỹn)(Fn,`+1

h )T − Fn,`
h 5S

h(c
n,0
h ◦ ỹn)(Fn,`

h )T‖L1 .

Using an argument similar to that in the proof of Lemma 8.1, we obtain

‖e`+1
c ‖L1 ≤ 2(‖Fn,`+1

h ‖∞ + ‖F
n,`
h ‖∞)‖c

n,0
h ‖L1‖Fn,`+1

h − Fn,`
h ‖∞

≤ 8‖cn,0
h ‖L1‖Fn,`+1

h − Fn,`
h ‖∞ ≤ 32kh−1

‖cn,0
h ‖L1‖∇un,`+1

h −∇un,`
h ‖0,

where the last inequality is from the inverse inequality and the following fact:

Fn,`+1
h − Fn,`

h = Fn,`+1
h

(
(Fn,`

h )−1
− (Fn,`+1

h )−1
)

Fn,`
h

= Fn,`+1
h

(
δ − k5h(∇un,`

h )− δ + k5h(∇un,`+1
h )

)
Fn,`

h

= kFn,`+1
h 5h(∇un,`+1

h −∇un,`
h )Fn,`

h .

By invoking the inverse inequality again, we conclude that

Re ‖e`+1
u ‖

2
0 ≤ C3kh−2

‖e`c‖
2
L1 ≤ C4k3h−4

‖cn,0
h ‖

2
L1‖e

`
u‖

2
0. (8.33)

For sufficiently small k, more specifically C4C
2
k3h−4

≤ 1/2, Eqn (8.33) implies that the
sequences {‖e`u‖0} and {‖e`c‖L1} are contractions. Hence, un,`

h converges in the L2 sense and

cn,`
h converges in the L1 sense.

Theorem 8.4 (Global Existence of the Discrete Solution). For any initial guess u0
h and

c0
h, there is a positive constant κ0, such that the discrete systems (8.2)–(8.4) have a unique

solution for all n ≥ 0 as long as k ≤ κ0h2.

Proof. This theorem follows directly from Theorem 8.2 by noting that, in its proof, the time
step size k and all other constants appearing in the proof of Theorem 8.2 are independent of
the time level tn.
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8.3. Computational complexity

So far, we have discussed all the details of the fully discrete scheme, Algorithm 3. We can
now further investigate the computational complexity of Algorithm 3.

First, if k is small enough, then the nonlinear equation for the flow map in Step 1, Algo-
rithm 3 is solvable. Specifically, Step 1 can be solved in a fixed number of iterations. Second,
Theorem 8.3 guarantees that the fixed-point iteration for solving the coupled system in Step
2 can also be terminated in a finite number of iterations to any given tolerance tol. Finally,
we have seen that Stokes-type systems can be solved by optimal multilevel methods inde-
pendent of h, k, Re, and ηs. Based on these observations, we can easily see the following
result:

Corollary 8.2 (Computation Complexity). If the time step size k is small enough, Algo-
rithm 1 converges uniformly with respect to Re and Wi and the computational complexity is
O(N log N), where N is the total spatial degrees of freedom.

9. Implementation details and numerical experiments

In this section, we will give details of our implementation of Algorithm 3. We will also offer
some preliminary numerical experiments.

9.1. A benchmark problem

We consider the Poiseuille flow between two parallel plates around a cylinder with circular
cross section for the numerical tests. The problem is well suited as a benchmark problem for
understanding the viscoelastic models in a smooth flow without geometric singularity; see,
for example, Afonso, Oliveira, Pinho and Alves [2009], Coronado, Arora, Behr and
Pasquali [2007], and Sun, Smith, Armstrong and Brown [1999]. We start by describing
the geometry and boundary conditions.

9.1.1. A two-dimensional model problem
Consider the computational domain � ⊂ R2 as described in Fig. 9.1.

We use a symmetric domain with R = 1, H1 = H2 = 2, and L1 = L2 = 15. The ratio of
the distance between the two plates and the diameter of the circular hole is 2.

As discussed in Section 3, the nondimensional Oldroyd-B model can be written as fol-
lows: find (u, p, c) for x ∈ � and t ∈ (0,+∞) such that

Re

(
∂u
∂t
+ u · ∇u

)
+∇p− ηs1u = ∇ · c

∇ · u = 0

1
Wi

c+ Lu,∇uc = (1−ηs)

Wi2
δ.

(9.1)

On the top and bottom walls, we impose the no-slip boundary condition for the flow velocity
u; at the outflow boundary, we give the Neumann boundary condition for u. And the inflow
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Fig. 9.1 Flow-past-cylinder domain

boundary condition for velocity is given by

u =

1.5

(
1−

(x2

H

)2
)

0

 .
Therefore, the average speed of the background inflow fluids is 1.0 in the horizontal direction
and 0.0 in the vertical direction.

9.1.2. Drag coefficient
In order to compare with the established benchmark results in the literature, we focus on the
dimensionless drag coefficient. The definition of the drag coefficient can be given as follows:

FD =
1

U

∫
∂B

(
−pδ + ηs(∇u+∇uT)+ c

)
n · e1 d0, (9.2)

where n is the outer unit normal vector for the boundary of circle ∂B (vector pointing out-
ward from the circle) and e1 = (1, 0)T and U is the mean background flow velocity.

There are two standard ways of computing the drag coefficient: one way is to compute
the line integral directly on the curved boundary as in (9.2); an alternative is to do integration
by parts and transform the integral into a volume integral (see John [2004], for example.)
Let ϕ = (ϕ1, 0)T be a smooth function in � in which ϕ1 equals one on ∂B and vanishes on
∂� \ ∂B. Multiplying ϕ on both ends of (9.1), we obtain that∫

�

Re

(
∂u
∂t
+ u · ∇u

)
· ϕ dx =

∫
�

(−∇p+ ηs1u+∇ · c) · ϕ dx. (9.3)

Applying integration by parts, we get

FD =
1

U

∫
�

{
Re

(
∂u
∂t
+ u · ∇u

)
−∇p+ ηs1u+∇ · c

}
· ϕ dx. (9.4)
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9.2. Implementation details

In this section, we discuss the details for implementing Algorithm 3 step by step.

9.2.1. Flow map
We first discuss how to numerically approximate the departure foot of any point x in Step 1 of
Algorithm 3 and how to find the value of certain functions at ỹn using interpolation. Notice
that in Step 1 of Algorithm 3, ỹn appears on both sides of the equation for the midpoint
rule. We can use a simple fixed-point iteration or the Newton–Raphson method to solve the
nonlinear equation

G(y) = 0 with G(y) := y+ kun
h

(x+ y

2

)
− x.

In our experiments, we employ the Newton–Raphson method, and we stop the Newton–
Raphson’s iteration once the residual is less than 10−10. In our experiments, the Newton–
Raphson method usually converges in 2 to 4 iterations.

9.2.2. Feet searching
Once the coordinates of the departure foot ỹn are computed as discussed in the previous
section, we need to find the element in which ỹn is located in order to perform interpolations
in Step 2. Note that the time step size is usually small and the departure foot should not
be too far away from the corresponding arrival point x. So it is natural to start searching
for the host element by beginning with the element that contains x and then following the
characteristics to locate the host element of each characteristic foot (Allievi and Bermejo
[1997]). In order to describe the algorithm, we introduce two data structures first:

(i) PATCH(:,x) gives all elements that share a given point x, and PATCH(i,x) is the local
index for the ith element in the patch.

(ii) NEIGH(:,E) gives the neighboring elements of a given element E, and NEIGH(s,E) is
the neighbor of E opposite the side s.

Now, we are ready to describe the feet-searching algorithm.

Algorithm 4 Finding the Host Elements of Departure Feet

Step 0. Set the current element E = PATCH(1, x) and i = 1.

Step 1. Find the reference coordinate r of y in E. If r1 + r2 > 1, then s = 1; else if r1 < 0,
then s = 2; else if r2 < 0, then s = 3; otherwise, return E as the host element of y
and stop.

Step 2. If NEIGH(s,E) has not yet been visited and it is not out-of-boundary, set E =
NEIGH(s,E); else if PATCH(i+ 1, x) is not empty, set E = PATCH(i+ 1, x) and
i = i+ 1. Go back to Step 1.

Step 3. Let E be the next nonvisited element and go to Step 1.



Stable Finite Element Discretizations for Viscoelastic Flow Models 423

9.2.3. Stokes solvers
As stated in Section 7, the main computational cost at each iteration in Algorithm 3 is to
solve the Stokes-like systems in Step 2. To date, we have only tested the Taylor–Hood P2

0 −

P1
0 element; our implementation of the Scott–Vogelius P4

0 − P3
−1 is on going. We discussed

two types of Stokes solvers in Section 7. Here, we test the preconditioned MinRes method
using the flow-past-cylinder benchmark problem; we, therefore, (i) test the Stokes solvers
for steady-state problems and (ii) test the time-marching scheme as a smoother to solve
steady-state problems.

We report the dimensionless drag coefficient for various meshes in Tables 9.1 and 9.2
and for iteration numbers in Table 9.3. From Table 9.2, we note that the steady-state solution
does not depend on time step size k. The differences between drag coefficients using different
time step sizes k are less than 10−4.

9.2.4. Using subdivisions to improve accuracy
In order to further improve accuracy, we divide each element E ∈ Th into several subele-
ments and then define the degree of freedom on each subelement for the piecewise constant

Table 9.1
Drag coefficient for steady-state Stokes flow between parallel plates

DOF hmin Drag coefficient Difference

Mesh 1 33001 1.8e-3 132.24599
Mesh 2 58979 7.1e-4 132.30130 5.5315e-02
Mesh 3 109729 3.2e-4 132.33079 2.9488e-02
Mesh 4 213575 2.0e-4 132.34571 1.4917e-02
Mesh 5 416409 7.1e-5 132.35255 6.8414e-03

The convergence rate for the drag coefficient is DOF−1 where DOF is
the degrees of freedom. Reference value = 132.34 ∼ 132.36.

Table 9.2
Steady limit of the drag coefficient for the time-dependent Stokes

flow between parallel plates

DOF hmin k = 0.5 k = 0.1 k = 0.01

Mesh 1 33001 1.8e-3 132.24577 132.24577 132.24577
Mesh 2 58979 7.1e-4 132.30126 132.30125 132.30125
Mesh 3 109729 3.2e-4 132.33078 132.33078 132.33078
Mesh 4 213575 2.0e-4 132.34571 132.34571 132.34571
Mesh 5 416409 7.1e-5 132.35256 132.35256 132.35255

Table 9.3
Number of iterations for the MinRes solver with zero initial guess for the

steady-state Stokes system

Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5

Number of iteration 106 106 109 112 113

The stopping criteria is that the relative residual is smaller than 10−8.
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tensor cn
h. We notice that Marchal and Crochet [1987] have employed a similar technique,

which has been used to enhance stability.
Here, we have some different considerations due to the difficulties that inheres in the

Eulerian–Lagrangian method:

• The integrand on the right-hand side of the momentum equation is usually nonsmooth
(piecewise polynomial), and using subelements can improve the accuracy of numeri-
cal quadrature.
• When the velocity field is nonconstant, the deformed element E(y) changes its shape,

and using subelements can describe the shape of deformed triangles much better.

The extra cost of this approach is that, after locating the host element of yq, we need to find
in the subelement in which it is located and then evaluate interpolation on each subelement.

9.3. Numerical experiments

For the benchmark problem (the flow past a cylinder in a two-dimensional setting), the
Newtonian viscosity ηs chosen is 0.59, and the Reynolds number is assumed to be 0. So
the polymeric viscosity is ηp = 1− ηs = 0.41. For the computational domain in Fig. 9.1,
we take R = 1, H = 2R, and L1 = L2 = 15. Under this setting, many research groups have
obtained results for Wi up to about 1.2, and they have agreed on the problems for Wi ≤
0.7; see Afonso, Oliveira, Pinho and Alves [2009], for example. In this section, we test
our algorithms using the two-dimensional benchmark problem above on different meshes,
with various Weissenberg numbers. The main purpose is to validate the convergence of the
proposed algorithms and the long-term stability of the computation.

First, we fix Wi = 0.1 and 0.5; we use different meshes to test the convergence of the
algorithm. We report drag coefficients in Table 9.4. Notice that the drag coefficients converge
when we refine the mesh.

In order to reduce the error introduced by the interpolation, we employ the subelement
technique introduced in Section 9.2.4. We divide each element into 4 and 16 congruent ele-
ments by applying regular refinement (by dividing each triangle into four smaller congruent
triangles) once and twice, respectively. The numerical results for Wi = 0.1 are reported in
Table 9.5. We find that accuracy is improved by using more accurate interpolation.

We test the proposed algorithm using 16 subelements on a mildly refined mesh (Mesh 2)
for various Weissenberg numbers. As discussed in Section 8, our algorithms remain stable
as the time steps increase. The drag coefficients are reported in Fig. 9.2, and the results are
consistent with the literature at least for Wi less than or equal to 0.75.

We find that the positivity of the conformation tensor can be preserved in the discrete
sense. But we have yet to implement a discretization scheme that will maintain a strong

Table 9.4
Mesh dependence of the drag coefficient for low Weissenberg numbers

Spatial DOF k Wi = 0.1 Wi = 0.5

Mesh 1 6269 2.5× 10−3 127.60 115.41
Mesh 2 25471 1.25× 10−3 129.33 117.23
Mesh 3 102674 6.25× 10−4 129.94 117.99
Mesh 4 412277 3.125× 10−4 130.11 118.35
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Table 9.5
Comparison of drag coefficient for Wi = 0.1 numbers using different

number of subelements

Spatial DOF 1 subelement 4 subelements 16 subelements

Mesh 1 3477 121.96931 124.68434 125.62053
Mesh 2 15509 127.13945 128.40418 128.94619
Mesh 3 25763 128.08089 129.00947 129.28447
Mesh 4 50068 128.41062 129.19577 129.53881
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Fig. 9.2 Drag coefficients for various Weissenberg numbers.

divergence-free condition. Though the algorithm has not been fully realized, we obtained
a stable numerical solution in time. We checked the grid convergence for different Weis-
senberg numbers, and we observed that the numerical solutions for Weissenberg numbers
larger than 1.0 exhibit difficulties in grid convergence. In future research work, we will
work to fully implement the proposed algorithms and study mesh convergence in high Weis-
senberg number regimes.

10. Concluding remarks

In this article, we reviewed the link between various constitutive equations from viscoelas-
tic fluid models and symmetric matrix Riccati differential equations. We presented several
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building blocks for the unified and stable numerical treatment of viscoelastic fluid models.
We provided the proof that the resulting discrete problem admits a globally unique solu-
tion. We discussed how Stokes-type linear systems can be solved effectively using multigrid
methods. We also presented some of our recent efforts to implement the designed algorithms
in order to demonstrate some of our theoretical results.
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1. Introduction

One of the difficulties (e.g., see Baaijens [1998], and Keunings [2000]) for simulating
viscoelastic flows is the breakdown of the numerical methods. It has been widely believed
that the lack of positive definiteness preserving property of the conformation tensor at the
discrete level during the entire time integration is one of the reasons for this breakdown. To
preserve the positive definiteness property of the conformation tensor, a sophisticated third-
order upwind positive only scheme was developed in Singh and Leal [1993] and was used
in Singh, Joseph, Helsa, Glowinski and Pan [2000] when simulating the sedimentation
of disks in an Oldroyd-B fluid. The following methods published recently also preserve the
positive definiteness of the conformation tensor: In Lozinski and Owens [2003], the authors
factorized the conformation tensor to get σ = AAT and then try to write down the equations
for A approximately at the discrete level. Hence, the positive definiteness of the confor-
mation tensor is forced with such an approach. In Lee and Xu [2006], the authors have
developed a unified numerical discretization framework that can be used for simulating most
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of existing constitutive equations so that the positiveness of the conformation tensor at the
continuous level can be extended to its discrete analog. In Fattal and Kupferman [2004],
the constitutive equations were reformulated as equations for the matrix logarithm of the
conformation tensor to preserve its positive definiteness. The main advantage of using the
log-conformation tensor is that one can better resolve the exponential behavior of the con-
formation tensor in the region where there are singularities and boundary layers.

In this article, we discuss two numerical methods for simulating the time-dependent flow
of Oldroyd-B fluids. Both methods preserve the positive definiteness of the conformation
tensor at the discrete time level. In the first method, we have combined the factorization
approach developed in Lozinski and Owens [2003] with a fictitious domain/distributed
Lagrange multiplier method (see, e.g., Glowinski, Pan, Hesla, Joseph and Periaux
[2001]) to simulate particulate flow in Oldroyd-B fluids. In the second method, we have
combined the technique of log-conformation tensor in Fattal and Kupferman [2004] with
an operator splitting scheme of the Lie type to simulate a time-dependent lid-driven cavity
Stokes flow. Even though the lid-driven cavity flow has closed planar streamlines in a simple
confined geometry, its conformation tensor does have sharp boundary layers attached to the
lid at high Weissenberg numbers. In the following two sections, we present first the formu-
lation of the problem and then the computational methodology and numerical results. The
numerical results presented in this article show that both methods are stable and robust.

2. Particulate flow

2.1. Generalities

The motion of particles in non-Newtonian fluids is not only of fundamental theoreti-
cal interest but also of importance in many applications to industrial processes involving
particle-laden materials (see, e.g., Chhabra [1993], and McKinley [2002]). Although
numerical methods for simulating particulate flows in Newtonian fluids have been very
successful, numerically simulating the motion of particulate flows in a viscoelastic fluid
is quite complicated and challenging. There have been recent works on the simulation
of the sedimentation of particles in viscoelastic fluids, such as Oldroyd-B fluids in, e.g.,
Feng, Huang and Joseph [1996], Hu, Patankar and Zhu [2001], Huang, Hu and Joseph
[1998], Singh, Joseph, Helsa, Glowinski and Pan [2000], Yu, Phan-Thien, Fan and
Tanner [2002]; Oldroyd-B fluids with shear thinning in, e.g., Huang, Hu and Joseph
[1998], Yu, Wachs and Peysson [2006]: and viscoelastic fluids of the FENE-Dumbbells
type in Binous and Phillips [1999]. In Feng, Huang and Joseph [1996], one used the
finite element solver POLYFLOW to study the two-dimensional sedimentation of circu-
lar particles in an Oldroyd-B fluid; one obtained chains of two particles aligned with the
direction of sedimentation, which is precisely the microstructure observed in actual exper-
iments in Joseph, Liu, Poletto and Feng [1994]. In Huang, Hu and Joseph [1998], an
arbitrary Lagrangian–Eulerian (ALE) moving mesh technique (see also Hu, Patankar and
Zhu [2001]) was used to investigate the cross-stream migration and orientations of elliptic
particles in Oldroyd-B fluids (with and without shear thinning); in this article, Huang,
Hu and Joseph found that the orientation of elliptic particles depends on two critical
numbers, namely the elasticity and Mach numbers. In Singh, Joseph, Helsa, Glowinski
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and Pan [2000], a fictitious domain/distributed Lagrange multiplier (FD/DLM) method for
particulate flow of Oldroyd-B fluids was developed for fixed structured mesh by generalizing
the FD/DLM methodologies developed for simulating particulate flows of Newtonian fluids
(e.g., see Glowinski [2003], Glowinski, Pan, Hesla and Joseph [1999], and Glowin-
ski, Pan, Hesla, Joseph and Periaux [2001]). A sophisticated third-order upwind positive
only scheme (see Singh and Leal [1993]) was used to keep the positivity of the conforma-
tion tensor in Singh, Joseph, Helsa, Glowinski and Pan [2000]; chains of two particles
aligned with the direction of sedimentation were obtained, and for the case of multiple cir-
cular particles, many chains of two particles were found next to the channel walls. Yu,
Phan-Thien, Fan and Tanner [2002] modified the above DLM methods by using rectan-
gular finite elements (with globally continuous piecewise bilinear (resp. piecewise constant)
approximations for the velocity (resp. the pressure)); they used a third-order upwind-biased
finite difference scheme to discretize the constitutive equation for the conformation tensor.
In Yu, Wachs and Peysson [2006], a different FD/DLM method with finite difference meth-
ods was developed and used to investigate the sedimentation of particles in an Oldroyd-B
fluid with shear thinning.

One of the difficulties (e.g., see Baaijens [1998], and Keunings [2000]) for simulating
viscoelastic flows is the breakdown of the numerical methods. It has been widely believed
that the lack of positive definiteness preserving property of the conformation tensor at the
discrete level during the entire time integration is one of the reasons for the breakdown. In
Feng, Huang and Joseph [1996], Hu, Patankar and Zhu [2001], Huang, Hu and Joseph
[1998], Yu, Phan-Thien, Fan and Tanner [2002], Yu, Wachs and Peysson [2006], all
dedicated to the simulation of particulate flow, no specific treatments have been used to pre-
serve the positive definiteness property of the conformation tensor (or at least nothing was
mentioned in these articles). To preserve the positive definiteness property of the confor-
mation tensor, several methods have been published recently, and some can be combined
easily with the FD/DLM method through operator splitting techniques. In Lozinski and
Owens [2003], one factorized the conformation tensor to get σ = AAT and then try to write
down the equations for A approximately at the discrete level. Hence, the positive definite-
ness of the conformation tensor is forced with such an approach. In Lee and Xu [2006],
one has developed a unified numerical discretization framework that can be used for simu-
lating most of existing constitutive equations in a way that the positiveness of the confor-
mation tensor at the continuous level can be extended to its discrete analog. In Fattal and
Kupferman [2005], one reformulated the constitutive equations as equations for the matrix
logarithm of the conformation tensor to preserve the property of the positive definiteness of
the conformation tensor. The main advantage of using the log-conformation tensor is that
one can better resolve the exponential behavior of the conformation tensor in the region
where there are singularities and boundary layers.

In this article, we consider the numerical simulation of the sedimentation of circu-
lar particles in a two-dimensional channel filled with an Oldroyd-B fluid. A fictitious
domain/distributed Lagrange multiplier method preserving positive definiteness of the con-
formation tensor has been developed. The fluid-particle system is treated implicitly using
a combined weak formulation. The governing equations for the Oldroyd-B fluid are solved
everywhere, including inside the particles, via a fictitious domain method. We use distributed
Lagrange multipliers to force the flow inside the particles to be a rigid-body motion. An
operator-splitting technique called the Lie’s scheme in Chorin, Hughes, Marsden and
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McCracken [1978] has been used to decouple the difficulties associated with the incom-
pressibility, advection, rigid-body motion enforcement, and the terms in the constitutive
equation. The resulting method is easy to implement and quite modular implying that
different space and time approximations can be used to treat the various steps. By factoring
the conformation tensor, which is the technique developed in Lozinski and Owens [2003],
we solve the equivalent equations for the conformation tensor. The new scheme preserves
the positive definiteness of the conformation tensor at the discrete time level. The advec-
tion terms have been decoupled from the rest and solved by a wave-like equation method,
which does not introduce numerical dissipation. In the numerical simulations, we have con-
sidered the cases of one particle, two particles, and then several particles sedimenting in
an Oldroyd-B fluid. Our results agree with the ones in the literature and with experimental
observations for the cases of one or two particles as in Feng, Huang and Joseph [1996],
Yu, Phan-Thien, Fan and Tanner [2002]. For the case of multiple particles, our results
agree well with the observations that the particles form stable long chains parallel to the
flow direction when the Mach number M =

√
ReDe is less than 1 and the elasticity num-

ber E = De/Re is greater than a critical value, which depends on the blockage ratio (see
Huang, Hu and Joseph [1998]), while the chains of multiple particles were not obtained in
Yu, Phan-Thien, Fan and Tanner [2002] and not stable enough in Singh, Joseph, Helsa,
Glowinski and Pan [2000]. Here, Re = ρf UD/η is the Reynolds number, De = Uλ1/D is
the Deborah number, ρf being the fluid density, U is the particle velocity, D is the particle
diameter, η is the viscosity of the fluid, and λ1 is the relaxation time of the fluid.

The remainder of Section 2 is organized as follows: in Section 2.2, we present a FD/DLM
formulation for particulate flows in an Oldroyd-B fluid. Then, in Section 2.3, we discuss the
operator splitting technique, the space and time discretization of the FD/DLM formulation,
and how we apply the Lozinski and Owens’ method to get the equivalent equations for the
conformation tensor. In Section 2.4, the algorithms for solving the subproblems obtained
from the operator splitting are discussed. In Section 2.5, numerical results for the cases of
the sedimentation of one, two, three, and six particles are shown and commented.

2.2. Mathematical formulation

2.2.1. The governing equations
Let � be a bounded domain in IR2, and let 0 be the boundary ∂� of �. We suppose that
� is filled with a viscoelastic fluid of the Oldroyd-B type and density ρf and contains also
N moving circular particles of density ρs (see Fig. 1). Let B(t) = ∪N

i=1Bi(t) where Bi(t) is
the ith solid particle in the fluid for i = 1, . . . ,N. We denote by γi(t) the boundary ∂Bi(t) of
Bi(t) for i = 1, . . . ,N. For T > 0, the governing equations for the fluid-particle system are

ρf

(
∂u
∂t
+ (u ·∇)u

)
= ρf g−∇p+ 2µ∇ · D(u)+∇ · T in �\B(t), t ∈ (0,T), (2.1)

∇ · u = 0 in �\B(t), t ∈ (0,T), (2.2)

u(x, 0) = u0(x), ∀x ∈ �\B(0), with ∇ · u0 = 0, (2.3)

u = g0 on 0 × (0,T), with
∫
0

g0 · n d0 = 0, (2.4)
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Ω
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Fig. 1 Example of a two-dimensional flow region with four particles.

u = Vp,i + ωi×
−→

Gix, ∀x ∈ ∂Bi, i = 1, . . . ,N, (2.5)

∂T
∂t
+ (u ·∇)T− (∇u)T− T(∇u)t +

1

λ1
T = 2

η

λ1
D(u) in �\B(t), t ∈ (0,T), (2.6)

T(x, 0) = T0(x), x ∈ �\B(0), (2.7)

T = TL, on 0−, (2.8)

where u = {ui}
2
i=1 is the flow velocity, p is the pressure, g is the gravity, T is the extra-

stress tensor, µ = η1λ2/λ1 is the Newtonian viscosity of the fluid, η = (η1 − µ) is the
elastic viscosity of the fluid, η1 is the fluid viscosity, λ1 is the relaxation time of the
fluid, λ2 is the retardation time of the fluid, n is the outer normal unit vector at 0, 0− is

the upstream portion of 0, 2D(u) = ∇u+ (∇u)t,
(
v ·∇

)
w =

{∑2
j=1 vj

∂wi

∂xj

}2

i=1
. In (2.5)

(which represents the no-slip condition on the boundary of the ith particle), Vp,i is the trans-

lation velocity, ωi×
−→

Gix= (−ωi(x2 − Gi,2), ωi(x1 − Gi,1)) where ωi is the angular velocity,
Gi = (Gi,1,Gi,2) is the center of mass, and x = {xi}

2
i=1 is the generic point on the boundary

of the particle.
The motion of the particles is modeled by the Newton’s laws:

Mi
dVp,i

dt
= Mig+ Fi + Fr

i , (2.9)

Ii
dωi

dt
= Ft

i , (2.10)

dGi

dt
= Vp,i, (2.11)

Gi(0) = G0
i ,Vp,i(0) = V0

p,i, ωi(0) = ω
0
i , (2.12)

for i = 1, . . . ,N, where in (2.9)–(2.12), Mi and Ii are the mass and inertia of the ith particle,
respectively; Fi and Ft

i denote, respectively, the force and the torque imposed on the ith
particle by the fluid, and Fr

i is a short-range repulsion force imposed on the ith particle by
other particles and the wall to prevent particle/particle and particle/wall penetration.

Remark 2.1. Let us define the conformation tensor T
′

as T
′

= T+ (η/λ1)I, where
η, λ1 > 0, and I is the identity matrix. The conformation tensor T

′

is symmetric and positive
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definite (see Joseph [1990]). Then, the constitutive equation can be written in terms of T
′

as

∂T
′

∂t
+ (u ·∇)T

′

− (∇u)T
′

− T
′

(∇u)t +
1

λ1
T
′

=
η

λ2
1

I. (2.13)

There is advantage at using (2.13) when applying the factorization approach.

Remark 2.2. The force Fi and the torque Ft
i imposed on the ith particle by the fluid are

given by

Fi = −

∫
∂Bi

σn ds,

Ft
i = −

∫
∂Bi

Gx× σn ds,

where σ is the stress tensor, x is the generic point on the boundary of the ith particle, n is the
unit normal vector on the boundary of the particle, pointing to the center of the particle, and

a× b = (a1b2 − a2b1)
→
e3 (where

→
e3= (0, 0, 1)).

Remark 2.3. It is almost impossible to simulate the motion of multiple particles or parti-
cles close to a wall without repulsive forces to prevent the particle/particle and particle/wall
penetration. A simple way is to define a safe zone around a particle such that when the
particle/particle or particle/wall gap is smaller than some threshold a repulsive force is acti-
vated. To prevent particles from penetrating each other or the four walls 01, 02, 03, 04, we
adopt the following collision strategy (see, e.g., Glowinski, Pan, Hesla and Joseph [1999],
Glowinski, Pan, Hesla, Joseph and Periaux [2001], and Glowinski [2003, chapter 8]).
Assume that the particles are circular. For the particle–particle repulsive force, we take

Fp
i,j =

0, if di,j > Ri + Rj + ρ0,
1

εp
(Gi −Gj)(Ri + Rj + ρ0 − di,j)

2, if di,j ≤ Ri + Rj + ρ0,

where di,j = |Gi −Gj| is the distance between the center of the ith particle and that of the
jth particle, Ri is the radius of the ith particle, ρ0 is the force range, and εp is a given small
“stiffness” parameter.

For the particle-wall repulsive force, we take

Fw
i,j =

0, if di,j > 2Ri + ρ0,
1

εw
(Gi − G

′

i)(2Ri + ρ0 − di)
2, if di,j ≤ 2Ri + ρ0,

where di,j = |Gi − G
′

i| is the distance between the center of the ith particle and that of the
virtual particle which is on the other side of the wall 0j and tangent to the wall so that the
line segment joining two centers is perpendicular to the wall, and εw is an another small
stiffness parameter. We sum up all above forces to get Fr

i in (2.9).
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For those readers wondering how to adjust the stiffness parameters and the force range ρ0,
see Glowinski, Pan, Hesla, Joseph and Periaux [2001], Glowinski [2003, chapter 8],
for details.

2.2.2. A fictitious domain formulation
To derive a fictitious domain–based variational formulation for the governing equations of
the particulate flow described in Section 2.2.1, we consider, for simplicity, only one solid
particle in the fluid. The principle of this derivation is relatively simple; it relies on the
following steps (see, e.g., Glowinski, Pan, Hesla and Joseph [1999], and Glowinski
[2003, chapter 8]):

(a) Start from the following combined weak formulation (of the virtual power type):



ρf

∫
�\B(t)

[
∂u
∂t
+ (u ·∇)u

]
· v dx+ 2µ

∫
�\B(t)

D(u) : D(v) dx−

∫
�\B(t)

p∇ · v dx−
∫

�\B(t)

v · (∇ · T
′

) dx+M
dV
dt
· Y+ I

dω

dt
θ − Fr

· Y

= ρf

∫
�\B(t)

g · v dx+Mg · Y,

∀{v,Y, θ} ∈ (H1(� \ B(t)))2 × IR2
× IR, and verifying

v = 0 on 0, v(x) = Y+ θ ×
−−−→
G(t)x,∀x ∈ ∂B(t), t ∈ (0,T),

(2.14)

∫
�\B(t)

q∇ · u(t) dx = 0,∀q ∈ L2(� \ B(t)), t ∈ (0,T), (2.15)

u = g0 on 0, (2.16)

u(x, t) = V(t)+ ω ×
−−−→
G(t)x, ∀x ∈ ∂B(t), t ∈ (0,T), (2.17)∫

�\B(t)

(
∂T
′

∂t
+ (u ·∇)T

′

− (∇u)T
′

− T
′

(∇u)t +
1

λ1
T
′

)
: s dx (2.18)

=
η

λ2
1

∫
�\B(t)

I : s dx,∀s ∈ (H1(� \ B(t)))2×2, s = 0 on 0−,

T′ = T
′

L on 0−, (2.19)

dG
dt
= V, (2.20)

T
′

(x, 0) = T
′

0(x),∀x ∈ �, (2.21)

u(x, 0) = u0(x),∀x ∈ � \ B0, (2.22)

G(0) = G0, V(0) = V0, ω(0) = ω0, B(0) = B0. (2.23)
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(b) Fill the particle B with the surrounding fluid.

(c) Impose a rigid-body motion to the fluid inside B.

(d) Modify the global weak formulation (2.14)–(2.23) accordingly, taking advantage of
the fact that if v is a rigid-body motion velocity field, then ∇ · v = 0 and D(v) = 0,
and the conformation tensor T′ is constant inside the particle.

(e) Use a Lagrange multiplier defined over B to force the rigid-body motion inside B.

Assuming that B is made of a homogeneous material of density ρs, the “program” above
leads to a fictitious domain formulation. To obtain such a fictitious domain formulation, we
define first the following functional spaces

Vg0(t) = {v | v ∈ (H
1(�))2, v = g0(t) on 0},

L2
0(�) =

{
q | q ∈ L2(�),

∫
�

q dx = 0

}
,

3(t) = H1(B(t))
2
,

VT
′

L(t)
= {T

′

| T
′

∈ (H1(�))2×2,T
′

= T
′

L(t) on 0−},

VT
′

0
= {T

′

| T
′

∈ (H1(�))2×2,T
′

= 0 on 0−}.

The fictitious domain formulation of the governing equations reads as follows:
For a.e. t > 0, find u(t) ∈ Vg0(t), p(t) ∈ L2

0(�), T
′

(t) ∈ VT
′

L(t)
, V(t) ∈ IR2, G(t) ∈ IR2,

ω(t) ∈ IR, λ(t) ∈ 3(t) such that

ρf

∫
�

[
∂u
∂t
+ (u ·∇)u

]
· v dx+ 2µ

∫
�

D(u) : D(v) dx−
∫
�

p∇ · v dx

−

∫
�

v · (∇ · T
′

) dx+ (1− ρf /ρs)

[
M

dV
dt
· Y+ I

dω

dt
θ

]
− < λ, v− Y− θ ×

−−−→
G(t)x >B(t) −Fr

· Y

= ρf

∫
�

g · vdx+ (1− ρf /ρs)Mg · Y,

∀{v,Y, θ} ∈ (H1
0(�))

2
× IR2

× IR, a.e. t ∈ (0,T),

(2.24)

(2.25)∫
�

q∇ · u(t) dx = 0,∀q ∈ L2(�), a.e. t ∈ (0,T), (2.26)

< µ,u(x, t)− V(t)− ω ×
−−−→
G(t)x >B(t)= 0, ∀µ ∈ 3(t), a.e. t ∈ (0,T), (2.27)∫

�

(
∂T
′

∂t
+ (u ·∇)T

′

− (∇u)T
′

− T
′

(∇u)t +
1

λ1
T
′

)
: s dx (2.28)

=
η

λ2
1

∫
�

I : s dx, ∀s ∈ VT
′

0
, and T

′

= (η/λ1)I in B(t),
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dG
dt
= V, (2.29)

T
′

(x, 0) = T
′

0(x),∀x ∈ �, G(0) = G0, V(0) = V0, ω(0) = ω0, B(0) = B0, (2.30)

u(x, 0) =

{
u0(x),∀x ∈ � \ B0,

V0 + ω0 ×
−−→
G0x, ∀x ∈ B0.

(2.31)

From a theoretical point of view, a natural choice for < ·, · >B(t) is provided by, e.g.,

< µ, v >B(t)=

∫
B(t)

[µ · v+ l2D(µ) : D(v)] dx, (2.32)

where l is a characteristic length (the diameter of B, for example). From a practical point of
view, when it come, to space discretization, a simple and efficient strategy is discussed in
the following section (also see, e.g., Glowinski, Pan, Hesla, Joseph and Periaux [2001],
and Glowinski [2003, chapter 8]).

Remark 2.4. Since, in the Eqn (2.24), u is divergence free and satisfies Dirichlet boundary
conditions on 0, we have

2
∫
�

D(u) : D(v)dx =
∫
�

∇u : ∇vdx, ∀v ∈ (H1
0(�))

2. (2.33)

This is a substantial simplification from a computational point of view, which is another
advantage of the fictitious domain approach. With this simplification, we can use fast solvers
for the elliptic problems in order to speed up computations, as shown in the following sec-
tion. Also the gravity g in (2.24) can be absorbed in the pressure.

2.3. Numerical methods and operator splitting scheme

2.3.1. Finite element approximation
In order to solve problem (2.24)–(2.31) numerically, we shall discretize � using a regular
finite element triangulation Th for the velocity and conformation tensor, where h is the mesh
size, and a twice coarser triangulation T2h for the pressure. Practically, we should construct
first the coarse triangulation, T2h, and then construct the finer triangulation, Th, by joining
the midpoints of each triangle in T2h as shown in Fig. 2. Thus, each element of T2h contains
four elements of Th.

Fig. 2 Subdivision of a triangle of T2h.
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The following finite dimensional spaces are defined for approximating Vg0(t), (H
1
0(�))

2,
L2(�), L2

0(�), VT
′

L(t)
, VT

′

0
, respectively,

Vg0h(t) = {vh | vh ∈ (C
0(�))2, vh|E ∈ (P1)

2,∀E ∈ Th, vh|0 = g0h(t)},

V0h = {vh | vh ∈ (C
0(�))2, vh|E ∈ (P1)

2,∀E ∈ Th, vh|0 = 0},

L2
h = {qh | qh ∈ C0(�), qh|E ∈ P1,∀E ∈ T2h},

L2
0h = {qh | qh ∈ L2

h,

∫
�

qh dx = 0},

VT
′

Lh(t)
= {sh | sh ∈ (C

0(�))2×2, sh|E ∈ (P1)
2×2,∀E ∈ Th, sh|0−h

= T
′

Lh(t)},

VT
′

0h
= {sh | sh ∈ (C

0(�))2×2, sh|E ∈ (P1)
2×2,∀E ∈ Th, sh|0−h

= 0},

where P1 is the space of the polynomials in two variables of degree≤ 1, g0h(t) is an approx-
imation of g0 satisfying

∫
0

g0h(t) · nd0 = 0, and 0−h = {x | x ∈ 0, g0h(x, t) · n(x) < 0}.
We “approximate” 3(t) by 3h(t) defined as follows: let {xi}

K
i=1 be a set of points from

B(t) that covers B(t) “evenly” (see Fig. 3), and then, we define

3h(t) = {µ | µ =
K∑

j=1

µjδ(x− xj), µj ∈ IR2, ∀j = 1, . . . ,K}, (2.34)

where x→ δ(x− xj) is the Dirac measure at xj. Then, instead of the scalar product of

(H1(Bh(t))
2
, we shall use < µ, v >Bh(t) defined by

< µ, v >Bh(t)=

K∑
j=1

µj · v(xj),∀µ ∈ 3h(t), v ∈ Vg0h(t) or V0h. (2.35)

Using the “scalar product” defined by (2.35) implies that the rigid-body motion of B(t) is
forced via a collocation method, which is also easier to implement than using finite element
subspace to approximate 3(t). In (2.34), x→ δ(x− xj) is the Dirac measure at xj, and the
set {xj}

K
j=1 is the union of two subsets, namely: (i) The set of the points of the velocity grid

contained in B(t) and whose distance at ∂B(t) is no less than ch, h being a space discretization
step and c a constant ≈1. (ii) A set of control points located on ∂B(t) and forming a mesh
whose step size is of the order of h.

Using the finite dimensional spaces above leads to the following approximation of prob-
lem (2.24)–(2.31):
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Fig. 3 Example of a set of collocation points: an union of a set of interior points (◦) and of a set of points
on the boundary of the particle (×).

For a.e. t> 0, find uh(t)∈Vg0h(t), p(t)∈L2
0h, T

′

h(t)∈VT
′

Lh(t)
, V(t)∈ IR2, G(t)∈ IR2,

ω(t) ∈ IR,λh(t) ∈ 3h(t) such that

ρf

∫
�

[
∂uh

∂t
+ (uh ·∇)uh

]
· vdx+ µ

∫
�

∇uh : ∇vdx−
∫
�

p∇ · vdx

−

∫
�

v · (∇ · T
′

h)dx+ (1− ρf /ρs)

[
M

dV
dt
· Y+ I

dω

dt
θ

]
−Fr
· Y = (1− ρf /ρs)Mg · Y+ < λh, v− Y− θ ×

−−−→
G(t)x >Bh(t),

∀{v,Y, θ} ∈ V0h × IR2
× IR,

(2.36)

∫
�

q∇ · uh(t) dx = 0,∀q ∈ L2
h, (2.37)

< µ,uh(t)− V(t)− ω(t)×
−−−→
G(t)x >Bh(t)= 0,∀µ ∈ 3h(t), (2.38)

∫
�

(
∂T
′

h

∂t
+ (uh ·∇)T

′

h − (∇uh)T
′

h − T
′

h(∇uh)
t
+

1

λ1
T
′

h

)
: shdx (2.39)

=
η

λ2
1

∫
�

I : shdx,∀sh ∈ VT
′

0h
, and T

′

h = (η/λ1)I in Bh(t),

dG
dt
= V, (2.40)

T
′

h(x, 0) = T
′

0h(x),∀x ∈ �, (2.41)

G(0) = G0, V(0) = V0, ω(0) = ω0, (2.42)

uh(x, 0) = u0h(x),∀x ∈ �, (2.43)

where u0h is an approximation of u0 so that
∫
�

q∇ · u0hdx = 0, ∀q ∈ L2
h.
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2.3.2. An operator splitting scheme
Consider the following initial value problem:

dφ

dt
+ A(φ) = 0 on (0,T), φ(0) = φ0 (2.44)

with 0 < T < +∞. We suppose that operator A has a decomposition such as A =
∑J

j=1 Aj

with J ≥ 2.
Let τ(> 0) be a time-discretization step; we denote nτ by tn. With φn denoting an approx-

imation of φ(tn), the Lie’s scheme reads as follows:

φ0
= φ0; (2.45)

then, for n ≥ 0, assuming that φn is known, compute φn+1 via


dφ

dt
+ Aj(φ) = 0 on (tn, tn+1),

φ(tn) = φn+(j−1)/J
;φn+j/J

= φ(tn+1),

(2.46)

for j = 1, . . . , J.
The Lie’s operator splitting scheme allows us to decouple the following difficulties:

(1) The incompressibility condition and the related unknown pressure

(2) The advection terms

(3) The rigid-body motion in Bh(t) and the related DLM λh.

Since the conformation tensor T
′

is symmetric and positive definite, by Cholesky factoriza-
tion there exists a 2× 2 lower triangular matrix A such that T

′

= AAt, with At the transpose
of A. Similarly, we can define finite dimensional spaces VALh(t) and VA0h for A. We take
advantage of the following lemma, when applying operator splitting.

Lemma 2.1. For the above T
′

and A, given u ∈ IR2 and λ1(> 0)

(a) If A satisfies the equation
dA
dt
+ (u ·∇)A = 0, then T

′

satisfies the equation

dT
′

dt
+ (u ·∇)T

′

= 0;

(b) if A satisfies the equation
dA
dt
+

1

2λ1
A− (∇u)A = 0, then T

′

satisfies the equation

dT
′

dt
+

1

λ1
T
′

− (∇u)T
′

− T
′

(∇u)T = 0.
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Proof. (a) Multiplying the equation by At to the right, and the transpose of the equation by
A to the left, we have

dA
dt

At
+ (u ·∇)AAt

= 0, (L1)

A
dAt

dt
+ A(u ·∇)At

= 0, (L2)

Adding (L1) and (L2) gives

d(AAt)

dt
+ (u ·∇)(AAt) = 0; that is,

dT
′

dt
+ (u ·∇)(T

′

) = 0.

(b) Multiplying the equation by At to the right, and the transpose of the equation by A to the
left, we have

dA
dt

At
+

1

2λ1
AAt
− (∇u)AAt

= 0, (L3)

A
dAt

dt
+

1

2λ1
AAt
− AAt(∇u)t = 0. (L4)

Adding (L3) and (L4) gives

d(AAt)

dt
+

1

λ1
AAt
− (∇u)AAt

− AAt(∇u)t = 0,

or,

d(T
′

)

dt
+

1

λ1
T
′

− (∇u)T
′

− T
′

(∇u)t = 0.

Applying the Lie’s scheme to the problem (2.36)–(2.43) with the above factorization and
equations for A, we obtain

u0
= u0h,T

′0
= T

′

0h,G0
= G0,V0

= V0, ω
0
= ω0 given, (2.47)

for n ≥ 0, un,T
′n,Gn,Vn, ωn being known, we compute un+ 1

5 , and pn+ 1
5 via the solution of


ρf

∫
�

un+ 1
5 − un

4t
· vdx−

∫
�

pn+ 1
5 ∇ · vdx = 0,∀v ∈ V0h,∫

�

q∇ · un+ 1
5 dx = 0,∀q ∈ L2

h;u
n+ 1

5 ∈ Vn+1
g0h
, pn+ 1

5 ∈ L2
0h.

(2.48)
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Next, we compute un+ 2
5 and An+ 2

5 via the solution of


ρf

∫
�

du(t)
dt
· vdx+

∫
�

(un+ 1
5 ·∇)u(t) · vdx = 0,∀v ∈ Vn+1,−

0h ,

u(tn) = un+ 1
5 ,

u(t) ∈ Vh,u(t) = g0h(t
n+1) on 0n+1,−

× [tn, tn+1],

(2.49)



∫
�

dA(t)
dt

: sdx+
∫
�

(un+ 1
5 ·∇)A(t) : sdx = 0,∀s ∈ VA0h ,

A(tn) = An, where An(An)
t
= T

′n,

A(t) ∈ Vn+1
ALh
, t ∈ [tn, tn+1],

(2.50)

and set un+ 2
5 = u(tn+1) and An+ 2

5 = A(tn+1), where 0n+1,−
=
{
x ∈ 0, g0h(tn+1)(x)·

n(x) < 0
}
, Vh = {vh|vh∈(C0(�))2, vh|E∈(P1)

2,∀E∈Th}, and Vn+1,−
0h =

{
v∈Vh, v = 0,

on 0n+1,−
}
.

Then, compute un+ 3
5 and An+ 3

5 via the solution of


ρf

∫
�

un+ 3
5 − un+ 2

5

4t
· vdx+ αµ

∫
�

∇un+ 3
5 : ∇v dx = 0,

∀v ∈ V0h;un+ 3
5 ∈ Vn+1

g0h
,

(2.51)


∫
�

(
An+ 3

5 − An+ 2
5

4t
− (∇un+ 2

5 )An+ 3
5 +

1

2λ1
An+ 3

5

)
: s dx = 0,

∀s ∈ VA0h;A
n+ 3

5 ∈ Vn+1
ALh
,

(2.52)

and set

T
′n+ 3

5 = An+ 3
5 (An+ 3

5 )t +
η4t

λ2
1

I.

We predict the position and the translation velocity of the center of mass as follows:

Take Vn+ 3
5 ,0 = Vn and Gn+ 3

5 ,0 = Gn; then predict the new position and translation
velocity via the following subcycling and predicting-correcting technique:

For k = 1, 2, . . . ,N, compute

V̂n+ 3
5 ,k = Vn+ 3

5 ,k−1
+ (1− ρf /ρs)

−1M−1Fr(Gn+ 3
5 ,k−1)4t/2N, (2.53)

Ĝn+ 3
5 ,k = Gn+ 3

5 ,k−1
+ (4t/4N)(V̂n+ 3

5 ,k + Vn+ 3
5 ,k−1), (2.54)
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Vn+ 3
5 ,k = Vn+ 3

5 ,k−1 (2.55)

+ (1− ρf /ρs)
−1M−1(Fr(Ĝn+ 3

5 ,k)+ Fr(Gn+ 3
5 ,k−1))4t/4N,

Gn+ 3
5 ,k = Gn+ 3

5 ,k−1
+ (4t/4N)(Vn+ 3

5 ,k + Vn+ 3
5 ,k−1), (2.56)

end do;
let Vn+ 3

5 = Vn+ 3
5 ,N , Gn+ 3

5 = Gn+ 3
5 ,N .

Next compute {un+ 4
5 ,λn+ 4

5 ,Vn+ 4
5 , ωn+ 4

5 } via the solution of

ρf

∫
�

un+ 4
5 − un+ 3

5

4t
· vdx+ βµ

∫
�

∇un+ 4
5 : ∇vdx

+(1−
ρf

ρs
)

[
M

Vn+ 4
5 − Vn+ 3

5

4t
· Y+ I

ωn+ 4
5 − ωn

4t
θ

]
=< λn+ 4

5 , v− Y− θ ×
−−−−→

Gn+ 3
5 x >

B
n+ 3

5
h

+(1− ρf /ρs)Mg · Y,

∀v ∈ V0h,Y ∈ IR2, θ ∈ IR,

< µ,un+ 4
5 − Vn+ 4

5 − ωn+ 4
5 ×

−−−−→

Gn+ 3
5 x >

B
n+ 3

5
h

= 0,∀µ ∈ 3
n+ 3

5
h ,

un+ 4
5 ∈ Vn+1

g0h
,λn+ 4

5 ∈ 3
n+ 3

5
h ,

(2.57)

and set T
′n+ 4

5 = T
′n+ 3

5 , and then let T
′n+ 4

5 = (η/λ1)I in B
n+ 3

5
h .

Finally, take Vn+1,0
= Vn+ 4

5 and Gn+1,0
= Gn+ 3

5 ; then predict the final position and
translation velocity as follows:

For k = 1, 2, . . . ,N, compute

V̂n+1,k
= Vn+1,k−1

+ (1− ρf /ρs)
−1M−1Fr(Gn+1,k−1)4t/2N, (2.58)

Ĝn+1,k
= Gn+1,k−1

+ (4t/4N)(V̂n+1,k
+ Vn+1,k−1), (2.59)

Vn+1,k
= Vn+1,k−1 (2.60)

+ (1− ρf /ρs)
−1M−1(Fr(Ĝn+1,k)+ Fr(Gn+1,k−1))4t/4N,

Gn+1,k
= Gn+1,k−1

+ (4t/4N)(Vn+1,k
+ Vn+1,k−1), (2.61)

end do;
let Vn+1

= Vn+1,N , Gn+1
= Gn+1,N .

Then, compute un+1 via the solution of
ρf

∫
�

un+1
− un+ 4

5

4t
· vdx+ γµ

∫
�

∇un+1 : ∇vdx

=

∫
�

v · (∇ · T
′n+ 4

5 )dx,∀v ∈ V0h;un+1
∈ Vn+1

g0h
.

(2.62)

We complete the final step by setting T
′n+1
= T

′n+ 4
5 , and ωn+1

= ωn+ 4
5 .
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In the above, Vn+1
g0h
= Vg0h(tn+1), 3

n+s
h = 3h(tn+s), Vn+1

ALh
= VALh(tn+1), Bn+s

h = Bh(tn+s),
α + β + γ = 1, where α, β, γ ≥ 0.

Remark 2.5. In the scheme above, at each time step n, the discretized conformation tensor
T
′n is clearly symmetric, and positive definite, by construction.

Remark 2.6. In the scheme (2.47)–(2.62), we have applied the backward Euler’s method
for the time discretization of (2.48), (2.51), (2.52), and (2.57). In (2.53)–(2.56) and (2.58)–
(2.61), we have used a predicting-correcting scheme to obtain the position of the mass center
and the translation velocity of the particle. In order to let the short-range repulsive discussed
in Remark 2.3 be activated effectively, we have used N sub-time steps to move the particle
during one time step.

2.4. On the solutions of the subproblems from operator splitting

Problem (2.48) is a “degenerated” quasi-Stokes problem; problems (2.49) and (2.50) are
advection problems; problem (2.57) concerns the rigid-body motion enforcement. Problems
(2.51) and (2.62) are classical elliptic problems, which can be solved by a matrix-free fast
solver from FISHPAK by Adams, Swarztrauber and Sweet [1980]. Problem (2.52) gives
a simple equation at each grid point, which can be solved easily if we use trapezoidal quadra-
ture rule to compute the integrals.

2.4.1. Solution of the degenerated quasi-stokes subproblems
Subproblem (2.48) can be viewed as a degenerated quasi-Stokes problem of the following
form (some h and n have been dropped):

α

∫
�

u · vdx−
∫
�

p∇ · vdx =
∫
�

f · vdx, ∀v ∈ V0h, (2.63)

∫
�

q∇ · u dx = 0,∀q ∈ L2
h, (2.64)

with {u, p} ∈ Vg0h × L2
0h, where α > 0.

In (2.63)–(2.64) u can be interpreted as the L2projection of f/α on the subspace of Vg0h

consisting of those functions satisfying∫
�

q∇ · v dx = 0,∀q ∈ L2
h. (2.65)

The pressure p is the Lagrange multiplier associated to the linear constraint in (2.64); p is
not unique unless we specify an additional relation, for example, p ∈ L2

0h.

The saddle point problem (2.63) and (2.64) can be solved by a Uzawa/preconditioned
conjugate gradient algorithm operating in the space L2

0h (see, e.g., Glowinski, Pan and
Periaux [1998], and Glowinski [2003]); this algorithm reads as follows:
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Step 0: Initialization

p0
∈ L2

0h is given; (2.66)

solve the projection problem:
α

∫
�

u0
· vdx =

∫
�

f · vdx+
∫
�

p0
∇ · vdx, ∀v ∈ V0h,

u0
∈ Vg0h ,

(2.67)

then 
∫
�

r0qdx =
∫
�

q∇ · u0dx, ∀q ∈ L2
h,

r0
∈ L2

h,

(2.68)

and finally
∫
�

∇g0
·∇qdx =

∫
�

r0qdx, ∀q ∈ L2
h,

g0
∈ L2

0h.

(2.69)

Take

w0
= g0. (2.70)

Step 1: Descent
Then, for k ≥ 0, assuming that uk, pk, rk, gk, wk are known, compute uk+1, pk+1, rk+1,
gk+1, wk+1 as follows:
solve

α

∫
�

ūk
· vdx =

∫
�

wk
∇ · vdx, ∀v ∈ V0h,

ūk
∈ V0h,

(2.71)

then 
∫
�

r̄kqdx =
∫
�

q∇ · ūkdx, ∀q ∈ L2
h,

r̄k
∈ L2

h,

(2.72)

and finally
∫
�

∇ḡk
·∇qdx =

∫
�

r̄kqdx, ∀q ∈ L2
h,

ḡk
∈ L2

0h.

(2.73)
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Compute

ρk =

∫
�

rkgkdx∫
�

r̄kwkdx
, (2.74)

and then

uk+1
= uk

− ρkūk, (2.75)

pk+1
= pk
− ρkwk, (2.76)

gk+1
= gk
− ρkḡk, (2.77)

rk+1
= rk
− ρk r̄k. (2.78)

Step 2: Convergence test and new descent direction
If

∫
�

rk+1gk+1dx∫
�

r0g0dx
≤ ε,

take p = pk+1 and u = uk+1
; otherwise, compute

γk =

∫
�

rk+1gk+1dx∫
�

rkgkdx
, (2.79)

and set

wk+1
= gk+1

+ γkwk. (2.80)

Do k = k + 1 and go back to (2.71).

Remark 2.7. In the above algorithm, problems (2.69) and (2.73) (preconditioned steps) are
classical elliptic problems and have been solved by a matrix-free fast solver from FISHPAK.

2.4.2. Solution of the advection subproblems
Solving the pure advection problem (2.49) is a more delicate issue. We solve this advection
problem by a wave-like equation method (as in Dean and Glowinski [1997], and Dean,
Glowinski and Pan [1998]). After translation and dilation on the time axis, each component
of the velocity vector u and of the tensor A is solution of a transport equation of the following
type:


∂ϕ

∂t
+ (U ·∇)ϕ = 0 in �× (0, 1),

ϕ(0) = ϕ0, ϕ = g on 0− × (0, 1),
(2.81)
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with ∇ · U = 0 and ∂U/∂t = 0 on �× (0, 1). Thus, (2.81) is equivalent to the (formally)
well-posed problem:

∂2ϕ

∂t2
−∇ · ((U ·∇ϕ)U) = 0 in �× (0, 1),

ϕ(0) = ϕ0,
∂ϕ

∂t
(0) = −U ·∇ϕ0,

ϕ = g on 0− × (0, 1), (U · n)
(
∂ϕ

∂t
+ (U ·∇)ϕ

)
= 0 on (0\0−)× (0, 1).

(2.82)

Solving the wave-like equation (2.82) by a classical finite element/time stepping method is
quite easy since a variational formulation of (2.82) is given by

∫
�

∂2ϕ

∂t2
v dx+

∫
�

(U ·∇ϕ)(U ·∇v) dx

+

∫
0\0−

U · n
∂ϕ

∂t
vd0 = 0, ∀v ∈ W0,

ϕ(0) = ϕ0,
∂ϕ

∂t
(0) = −U ·∇ϕ0,

ϕ = g on 0− × (0, 1),

(2.83)

with the test function space W0 defined by

W0 = {v| v ∈ H1(�), v = 0 on 0−}.

Let H1
h be a C0

− conforming finite element subspace of H1(�) as discussed in, e.g.,
Ciarlet [1978], Ciarlet [1991]. We define W0h = H1

h ∩W0; we suppose that
limh→0 W0h = W0 in the usual finite element sense. Next, we define τ1 > 0 by τ1 = 4t/Q,
where Q is a positive integer, and we discretize problem (2.83) by

ϕ0
= ϕ0h(≈ ϕ0), (2.84)
∫
�

(ϕ−1
− ϕ1)v dx = 2τ1

∫
�

(Uh ·∇ϕ
0)v dx, ∀v ∈ W0h,

ϕ−1
− ϕ1

∈ W0h,

(2.85)

and for q = 0, 1, . . . ,Q− 1,

ϕq+1
∈ H1

h, ϕ
q+1
= gh on 0−,∫

�

ϕq+1
+ ϕq−1

− 2ϕq

τ 2
1

v dx+
∫
�

(Uh ·∇ϕ
q)(Uh ·∇v) dx

+

∫
0\0−

Uh · n
(
ϕq+1

− ϕq−1

2τ1

)
vd0 = 0, ∀v ∈ W0h,

(2.86)

where Uh and gh are the approximates of U and g, respectively.
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Remark 2.8. Scheme (2.84)–(2.86) is a centered scheme, which is formally second-order
accurate with respect to space and time discretizations. To be stable, scheme (2.84)–(2.86)
has to verify a condition such as

τ1 ≤ ch,

with c of order of 1/||U||. Since the advection problem is decoupled from the other ones,
we can choose a proper time step here so that the above condition is satisfied. If one uses
the trapezoidal rule to compute the first and the third integrals in (2.86), the above scheme
becomes explicit, i.e., ϕq+1 is obtained via the solution of a linear system with diagonal
matrix.

Remark 2.9. Scheme (2.84)–(2.86) does not introduce numerical dissipation, unlike the
upwinding schemes commonly used to solve transport problems like (2.81).

Remark 2.10. Let us consider the homogeneous boundary condition, Uh|0 = 0, and set
Q = 1 in (2.84)–(2.86). Then, we have the following:



∫
�

ϕ1
− ϕ0

4t
v dx+

∫
�

(Uh ·∇ϕ
0) v dx

= −
4t

2

∫
�

(Uh ·∇ϕ
0)(Uh ·∇v) dx, ∀v ∈ H1

h;ϕ
1
∈ H1

h .

(2.87)

The right-hand-side term in (2.87) is a naturally built-in diffusion term only acting in the
direction of streamlines. This extra term is also close to the one introduced in streamline-
diffusion methods (e.g., see Johnson [1986]).

2.4.3. Solution of the rigid-body motion enforcement problems
Problem (2.57) has the following form:

Find u ∈ Vg0h , V ∈ IR2, ω ∈ IR, λ ∈ 3h satisfying



α

∫
�

u · v dx+ µ
∫
�

∇u : ∇v dx

+

(
1−

ρf

ρs

)[
M

V− V0

4t
· Y+ I

ω − ω0

4t
θ

]
=

∫
�

f · v dx+ (1− ρf /ρs)Mg · Y+ < λ, v− Y− θ × r >Bh ,

∀v ∈ V0h,Y ∈ IR2, θ ∈ IR,

< µ,u− V− ω × r >Bh= 0,∀µ ∈ 3h,

(2.88)

where the center G of the mass of the particle Bh is assumed known and r =
−→

Gx . A conju-
gate gradient method for solving (2.88) has been discussed in Glowinski, Pan, Hesla and
Joseph [1999]; this algorithm reads as follows:
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Step 0: Initialization

Assume λ0
∈ 3h is given.

Find u0
∈ Vg0h , V0

∈ IR2, and ω0
∈ IR satisfying

α

∫
�

u0
· v dx+ µ

∫
�

∇u0 : ∇v dx =
∫
�

f · v dx+ < λ0, v >Bh ,∀v ∈ V0h, (2.89)

(
1−

ρf

ρs

)
M

V0
− V0

4t
· Y+ < λ0,Y >Bh= (1− ρf /ρs)Mg · Y,∀Y ∈ IR2,

(2.90)(
1−

ρf

ρs

)
I
ω0
− ω0

4t
θ+ < λ0, θ × r >Bh= 0,∀θ ∈ IR. (2.91)

Find g0
∈ 3h satisfying

< µ, g0 >Bh=< µ,u0
− V0

− ω0
× r >Bh ,∀µ ∈ 3h. (2.92)

Set w0
= g0.

For m = 0, 1, . . . , assuming um, Vm, ωm, λm, gm, and wm are known, compute um+1,

Vm+1, ωm+1, λm+1, gm+1, and wm+1 as follows:

Step 1: Descent

Find ūm
∈ V0h, V̄m

∈ IR2, and ω̄m
∈ IR satisfying

α

∫
�

ūm
· v dx+ µ

∫
�

∇ūm : ∇v dx =< wm, v >Bh ,∀v ∈ V0h, (2.93)

(
1−

ρf

ρs

)
M

V̄m

4t
· Y+ < wm,Y >Bh= 0,∀Y ∈ IR2, (2.94)(

1−
ρf

ρs

)
I
ω̄m

4t
θ+ < wm, θ × r >Bh= 0,∀θ ∈ IR. (2.95)

Find ḡm
∈ 3h satisfying

< µ, ḡm >Bh=< µ, ūm
− V̄m

− ω̄m
× r >Bh ,∀µ ∈ 3h. (2.96)

Set

ρm =
< gm, gm >Bh

< wm, ḡm >Bh

, (2.97)

λm+1
= λm

− ρmwm, (2.98)

um+1
= um

− ρmūm, (2.99)

Vm+1
= Vm

− ρmV̄m, (2.100)

ωm+1
= ωm

− ρmω̄
m, (2.101)

gm+1
= gm

− ρmḡm, (2.102)
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Step 2: Convergence test and new descent direction

If

< gm+1, gm+1 >Bh

< g0, g0 >Bh

≤ ε,

take u = um+1, V = Vm+1, ω = ωm+1, and λ = λm+1.

Otherwise, set

γm =
< gm+1, gm+1 >Bh

< gm, gm >Bh

, (2.103)

wm+1
= gm+1

+ γmwm, (2.104)

m = m+ 1, (2.105)

and go to (2.93).

The above algorithm, as it stands, cannot be used for simulating the cases of neutrally buoy-
ant particles. A modified algorithm for neutrally buoyant particles can be found in Pan and
Glowinski [2002], Pan and Glowinski [2005].

2.5. Numerical results

2.5.1. Sedimentation of a single particle
The test case of a single circular particle sedimenting in a channel filled with an Oldroyd-B
fluid is considered. The channel is infinitely long and has a width of 1. The computational
domain is � = (0, 1)× (0, 6) initially and then moves down with the mass center of the
particle (see Hu [1996] for more details). The density of the fluid ρf is 1, the density of the
disk ρs is 1.01, the viscosity of the fluid η1 is 0.2, the relaxation time λ1 is 1, the retardation
time λ2 is 0.25λ1, and the diameter of the disk D is 0.25 (the radius r is 0.125). The initial
position of the disk center is (0.35, 2.5).

We first conducted convergence tests for the numerical solutions obtained from our algo-
rithms. Some results are shown in Fig. 4. We can see that the numerical solutions obtained
with different values of h and 4t basically converge to the same limit; a finer mesh and a
smaller time step would result in more accurate solutions. A large overshoot of the settling
velocities and the angular velocity, followed by a damped oscillation, can be observed in our
simulations, which is consistent with previously reported results (e.g., see Feng, Huang
and Joseph [1996], and Yu, Phan-Thien, Fan and Tanner [2002]). Also notice that the
particle rotates counter-clockwised in an anomalous manner, as if rolling up the nearby wall
(see Singh and Joseph [2000]).

We then investigate the wall effects by releasing the particle at different distances from
the wall. We have chosen the parameters used in Feng, Huang and Joseph [1996]. The
density of the fluid ρf is 1, the density of the disk ρs is 1.0007, the viscosity of the fluid η1 is
0.034, the relaxation time λ1 is 2.025, the retardation time λ2 is 0.125λ1, and the diameter
of the disk D is 0.25. Figure 5 shows the trajectories of a particle released from three differ-
ent lateral positions x1 = 0.25, 0.3, and 0.375. The particles from all three releases reached
precisely the same lateral equilibrium position at x1 = 0.343 (2.75 radii). The particles in
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Fig. 4 Histories of the x1-component (upper left) and x2-component (upper right) of the translational veloc-
ity and of the angular velocity (bottom) of a circular particle in a channel for different mesh sizes and time
steps; blockage ratio = 4; Re = 0.18, De = 0.57, E = 3.2, M = 0.32.
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Fig. 5 Trajectory of a circular particle released from three different lateral positions computed with h =
1/128 and 4t = 0.0004; blockage ratio = 4; Re = 0.42, De = 0.46, E = 1.1, M = 0.44.
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Fig. 6 The effect of the elasticity number E on the trajectory of a particle settling in a channel. E = 0.5, 1.0,
1.1, and 2.2 from (a) to (d), respectively, by changing the relaxation time; blockage ratio = 4.

all the cases were observed to be pushed away from the wall initially. At t ' 1.6, the far-
ther particle was attracted to drift toward the wall and gradually approached the eccentric
equilibrium position. These observations agree with the ones observed by Feng, Huang
and Joseph [1996]. The direction of the initial drift is opposite to the one observed by
Yu, Phan-Thien, Fan and Tanner [2002]. We then varied the relaxation time to inves-
tigate the effects of elasticity on the lateral equilibrium position. As shown in Fig. 6, the
smaller the elasticity number E is, the closer to the centerline the equilibrium position is. On
the other hand, the larger the elasticity number E is, the closer to the wall the equilibrium
position is.

2.5.2. Sedimentation of two particles
The second test case concerns two circular particles sedimenting side by side in a channel
filled with an Oldroyd-B fluid. The computational domain is� = (0, 1)× (0, 6) initially and
then moves down with the lower mass center of two particles. The density of the fluid ρf is
1, the density of the disk ρs is 1.01, the viscosity of the fluid η1 is 0.2, the relaxation time λ1

is 1, the retardation time λ2 is 0.25λ1, and the diameter of the disk D is 0.25. The repulsion
parameter ε is 2.5× 10−5. The safe zone parameter ρ0 is h. The initial positions of the disks
are (0.35, 2.5) and (0.65, 2.5). The mesh size for velocity and stress tensor is h = 1/96,
and the time step is 4t = 0.0004. It is well known that the particles in this case will attract
and approach each other, and the doublet rotates until the line of the centers is aligned with
the falling direction (see, Joseph, Liu, Poletto and Feng [1994], Singh, Joseph, Helsa,
Glowinski and Pan [2000], and Yu, Phan-Thien, Fan and Tanner [2002]), which is
significantly unlike the phenomenon of drafting, kissing, and tumbling in Newtonian fluids.

Figure 7 gives the snapshots of the doublet at various moments of time, showing the
phenomenon of drafting, kissing, and chaining for two particles in a viscoelastic fluid (here
since the computational domain � moves with the lower mass center of the two particles by
adding nodes to the bottom and removing them from the top of � during the simulation, the
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Fig. 7 Snapshots of the positions of the two particles at t = 0.2, 10, 19, 23, 32, and 90 (from left to right);
h = 1/96 and 4t = 0.0004, showing the phenomenon of drafting, kissing, and chaining in a viscoelastic
fluid; blockage ratio = 4; Re = 0.21, De = 0.66, E = 3.2, M = 0.37.

two particles seem stationary in those snapshots). The average terminal velocity is 0.166,
the Reynolds number Re is 0.21, the Deborah number De is 0.66, the elasticity number E
is 3.2, and the Mach number M is 0.37. Histories of the x1 and x2 coordinates of centers of
the two particles are given in Fig. 8; histories of the x1 and x2 components of translational
velocities and angular velocities of the two particles are given in Fig. 9. From the figures,
we can see that after t = 80, the translational velocity V1 ≈ 0, the angular velocity ω ≈ 0,
and the translational velocity V2 is approximately a constant. The chain of the two particles
was approximately on the centerline.

For the case of two particles sedimenting side by side in a viscoelastic fluid with initial
separation short enough, the particles attract, kiss, and chain only when the elasticity num-
ber E is larger than the critical value, which depends on the blockage ratio, while the two
particles behave like in a Newtonian fluid when the elasticity number E is less than the crit-
ical value, as pointed out in Huang, Hu and Joseph [1998]. The results of our simulations
shown in Figs 10 and 11 have confirmed this claim. In the simulations, we used the above
parameters except for the diameter of particles and the relaxation time. The diameter of the
two particles is 0.125 so that the blockage ratio is 8. For the case in Fig. 10 with the relax-
ation time λ1 = 0.1, its elasticity number E = 0.16 is less than the critical value; we can see
that the two particles just break away and never touch each other during the simulation. They
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Fig. 8 Histories of the x1 (left) and x2 (right) components of centers of the two particles; h = 1/96 and
4t = 0.0004; blockage ratio = 4; Re = 0.21, De = 0.66, E = 3.2, M = 0.37.
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Fig. 9 Histories of the x1 (upper left) and x2 (upper right) components of velocities and angular velocity
(bottom) of the two particles; h = 1/96 and 4t = 0.0004; blockage ratio = 4; Re = 0.21, De = 0.66, E =
3.2, M = 0.37.

behave as in a Newtonian fluid. For the case in Fig. 11 with the relaxation time λ1 = 1, its
elasticity number E = 1.6 is larger than the critical value; the two particles attract, kiss, and
chain to form a doublet, and then, the doublet rotates until the line of the centers is aligned
with the direction of sedimentation.
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Fig. 10 Positions of the two particles at t = 0.2, 8, 24, 100 (from left to right and from top to bottom),
with the elasticity number E = 0.16, which is less than the critical value, blockage ratio = 8; Re = 0.37,
De = 0.059, and M = 0.15. The two particles behave like two circular particles sedimenting in a Newtonian
fluid.
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Fig. 11 Positions of the two particles at t = 0.2, 8, 22, 100 (from left to right and from top to bottom),
with the elasticity number E = 1.6, which is larger than the critical value, blockage ratio = 8; Re = 0.85,
De = 1.36, and M = 1.07; showing the phenomenon of drafting, kissing, and chaining in a viscoelastic fluid.
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2.5.3. Sedimentation of three particles
The third test case concerns three circular particles sedimenting in a channel filled with an
Oldroyd-B fluid. The channel is infinitely long and has a width of 2. The computational
domain is � = (0, 2)× (0, 5) initially and then moves down with the lowest mass center
of three particles. The diameter of the particles is 0.25. The blockage ratio is 8. The density
of the fluid is ρf = 1, the density of the disks is ρs = 1.005, the viscosity of the fluid is
η1 = 0.26, the relaxation time is λ1 = 1.5, and the retardation time is λ2 = 0.125λ1. The
initial positions of the disks are (0.6, 2.0), (0.88, 2.0), and (1.16, 2.0). The repulsion param-
eter is ε = 1.0× 10−6, the safe zone parameter is ρ0 = h, the mesh size for velocity and
stress tensor is h = 1/96, and the time step is 4t = 0.0004. In our simulation, the three
particles formed a chain along the flow direction, which verifies the known observations
and experiments. Figure 12 gives the snapshots of the particles forming a chain at various
moments of time. We can see that the particles approximately form a chain at t = 26. At
t = 102, the chain is almost on the center line. The average terminal velocity is 0.17, the
Reynolds number is Re = 0.16, the Deborah number is De = 1.03, the elasticity number is
E = 6.24, and the Mach number is M = 0.41.

2.5.4. Sedimentation of six particles
The fourth test case concerns six circular particles sedimenting in a channel filled with an
Oldroyd-B fluid. The channel is infinitely long and has a width of 1. The computational
domain is � = (0, 1)× (0, 7) initially and moves down with the lowest mass center of the
six particles. The diameter of the particles is 0.25. The density of the fluid is ρf = 1, the
density of the disk is ρs = 1.01, the viscosity of the fluid is η1 = 0.26, the relaxation time
is λ1 = 1.3, the retardation time is λ2 = 0.125λ1, and the diameter of the disk is D = 0.25.
The initial positions of the disks are (0.23, 2.0),(0.5, 2.0), (0.78, 2.0), (0.22, 2.30),(0.5, 2.3),
and (0.77, 2.3). The other parameters are the same as in the second test case. The mesh
size for the velocity and stress tensor is h = 1/96, and the time step is 4t = 0.0004. We
know that when the elasticity number E is larger than the critical value (O(1)) and the Mach
number M is less than the critical value (O(1)), the particles in this case will form chains that
are parallel to the flow (see, Singh, Joseph, Helsa, Glowinski and Pan [2000], and Yu,
Phan-Thien, Fan and Tanner [2002]). In our simulations, all the six particles are lined up
along the flow direction, which verifies the known observations and experiments. Figure 13
gives the snapshots of the lining up of particles at various moments of time. We can see that
the six particles form approximately a straight line at t = 20; at t = 30, the trailing particle
has been separated from the leading five particles. This observation agrees with experiments
showing that, sometimes, the last particle in the chain gets detached in Patankar and Hu
[2000]. It is known that a long chain falls faster than a single particle in the fluid. This long
body effect tends to detach the last particle from the chain. The average terminal velocity is
0.147, the Reynolds number is Re = 0.14, the Deborah number is De = 0.76, the elasticity
number is E = 5.4, and the Mach number is M = 0.33.

3. Cavity flow

Generally, viscoelastic computation in complex flows at high Weissenberg number has
proven to be a tremendous challenge, in particular for systems where singularities are
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Fig. 12 Positions of the three particles at t = 0.2, 15, 26, 50, 67, 102 (from left to right and from top
to bottom), forming a chain in a viscoelastic fluid; blockage ratio = 8; Re = 0.16, De = 1.03, E = 6.24,
M = 0.41.
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Fig. 13 Snapshots of positions of six particles lining up at t = 0.2, 7, 11, 20, 24, 30; h = 1/96 and 4t =
0.0004; blockage ratio = 4; Re = 0.14, De = 0.76, E = 5.4, M = 0.33.

present. Examples include cavity flows with a steadily moving lid, and only a limited
number of computational methods provide satisfactory results (see, e.g., Baaijens [1998]).
There have been few numerical studies of cavity flows of viscoelastic fluids. Phelan,
Malone and Winter [1989] implemented a hyperbolic numerical solution method and
tested their method by considering the cavity flow of a shearing-thinning fluid. Grillet
and Shaqfeh [1996] used a perturbation technique to investigate the first effects of elas-
ticity on the flow geometry of the semicavity flow problem. Grillet, Yang, Khomami
and Shaqfeh [1999] studied the numerical modeling of two-dimensional steady lid-driven
cavity flow. They introduced leakage to relieve the corner singularity in the simulations
by including small rounded channels at the corners where the fluid can leak through and
used a mixed finite element with streamline upwind/Petrov-Galerkin (SUPG) stabilization
in the discretization of the constitutive equation for the conformation tensor. In Fattal and
Kupferman [2005], the authors used a second-order finite difference scheme to simulate
the Stokes flow of an Oldroyd-B fluid in a lid-driven cavity. They reformulated the constitu-
tive equation as an equation for the matrix logarithm of the conformation tensor to preserve
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the property of the positive definiteness of the conformation tensor, which was developed in
the earlier work of Fattal and Kupferman [2004]. To discretize the advection term in the
constitutive equation, they have applied the Kurganov–Tadmor scheme in Kurganov and
Tadmor [2000] with min-mod limiter (see, e.g., Leveque [1992] for an extensive reference
on limiters).

From previous work, we have found that there are two important considerations when
trying to simulate time-dependent viscoelastic flows at high Weissenberg number. First, the
positive definiteness of the conformation tensor has to be preserved at the discrete level dur-
ing the entire time integration. Besides the technique developed in Fattal and Kupferman
[2005], another attempt for obtaining the positive definiteness preserving scheme when
discretizing the constitutive equation is a recent work by Lozinski and Owens [2003],
where the authors factorize the conformation tensor to get c = AAT and then try to write
down the equations for A approximately at the discrete level. Hence, the positive definite-
ness of the conformation tensor is forced with such an approach. In a most recent work of
Lee and Xu [2006], one has developed a unified numerical discretization framework that
can be used for simulating most of existing constitutive equations so that the positiveness
of the conformation tensor of the continuous level can be extended to its discrete analog.
However, the main advantage of using the log-conformation tensor is that we can better
resolve the exponential behavior of the conformation tensor in the region where there are
boundary layers. In this article, we have incorporated the log-conformation tensor technique
developed in Fattal and Kupferman [2005] with an operator splitting technique to pre-
serve the positive definiteness of the conformation tensor. Second, the constitutive equation
is a hyperbolic equation and lacks diffusion term. In Sureshkumar and Beris [1995], an
additional diffusion term added to the constitutive equation for the Oldroyd-B fluid did sta-
bilize the computations. SUPG methods have been used widely with finite element meth-
ods (see Baaijens [1998] and the references therein for details) to stabilize the numerical
schemes used for solving the constitutive equation. The min-mod limiter used in Fattal and
Kupferman [2005] is known to be very stable but introduces additional diffusion; indeed
the additional diffusion obtained directly or indirectly from the above numerical techniques
does stabilize to some extent the numerical schemes used for solving the constitutive equa-
tion. It is the opinion of the authors that additional (but not too much) diffusion smooths out
some of the high-frequency modes from the discrete conformation tensor so that the numer-
ical scheme is stabilized. To reduce the number of high-frequency modes in the first place,
we have chosen a finite element approach for discretizing the conformation tensor defined
on a coarser mesh (compared to the mesh for the velocity field); actually in, e.g., Grillet,
Yang, Khomami and Shaqfeh [1999], Fattal and Kupferman [2005], Saramito [1995],
the discrete conformation tensor was also defined on coarser meshes.

In Hulsen, Fattal and Kupferman [2005], Coronado, Arora, Behr, Pasquali
[2007], the technique of log-conformation tensor has been used with finite element meth-
ods to simulate viscoelastic fluid flows past a cylinder. This article is a follow up of the
work by Pan and Hao [2007] in which the points mentioned above have been taken into
account to develop a stable scheme for the solution of a two-dimensional lid-driven cav-
ity Stokes flow for an Oldroyd-B fluid at high Weissenberg numbers. In Pan and Hao
[2007], the advection was treated with the first-order upwind scheme which, just like the
min-mod limiter used in Fattal and Kupferman [2005], produces too much artificial dif-
fusion. Even though the lid-driven cavity flow has closed planar streamlines in a simple
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confined geometry, its conformation tensor does have sharp boundary layers attached to the
lid at high Weissenberg numbers. The numerical results in Fattal and Kupferman [2005],
Pan and Hao [2007] were obtained with uniform meshes, and hence, the boundary layer has
not been well resolved. In both Fattal and Kupferman [2005], Pan and Hao [2007], some
convergent results have been shown, but the ones like the convergence of the conformation
tensor on the lid have not been shown. In this article, we have improved the methodology
developed in Pan and Hao [2007] by applying a second-order upwinding scheme to treat the
advection and using nonuniform meshes with very fine mesh close to the lid and the left and
right sides of the cavity. With these modifications, we have obtained convergent numerical
results for Weissenberg number up to 1.25. For higher Weissenberg number cases, it is very
difficult to resolve the boundary layer of the conformation tensor since its maximum value
has shown an exponential relation to the Weissenberg number as discussed in Section 3.3.3
unless we use extremely fine meshes close to the lid. In the following section, we first intro-
duce the formulation of the problem. Then, we discuss how to apply the Lie’s scheme to
split the constitutive equation into subproblems and how to reformulate those subproblems
via the technique developed in Fattal and Kupferman [2005]. In Section 3.2, we discuss
the space and time discretizations together with numerical methods for solving the subprob-
lems. Numerical results are presented in Section 3.3.

3.1. Formulation of the problem

We consider a two-dimensional lid-driven cavity Stokes flow for an Oldroyd-B fluid. Let
� = (0, 1)× (0, 1) be the region occupied by the fluid, 0 the boundary of� and T > 0 (see
Fig. 14). The flow model problem is governed by

−∇p+ µ1 u+
η

λ1
∇ · c = 0 in �× (0,T), (3.1)

∇ · u = 0 in �× (0,T), (3.2)

∂c
∂t
+ (u ·∇) c− (∇u) c− c (∇u)T =

1

λ1
(I− c) in �× (0,T), (3.3)

c(0) = c0 in �, (3.4)

u = g(t) on 0 × (0,T) with
∫
0

g(t) · n d0 = 0 on (0,T). (3.5)

Ω

Γ

Fig. 14 Lid-driven flow in a square cavity.
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Here, u and p are the flow velocity and pressure, c is the conformation tensor (with T
′

=
η

λ1
c), µ and η are the solvent and polymer viscosities, λ1 is a characteristic relaxation time

for the fluid, while n is the unit outward normal vector at the boundary 0. We use the notation
v(t) to denote the function x→ v(x, t) in (3.4), (3.5) and below.

For g(t) in (3.5), we have chosen the same regularized boundary condition given in
Fattal and Kupferman [2005]:

g(x, t) =

{
(g(x, t), 0)T on {x|x = (x, 1)T , 0 < x < 1},

(0, 0)T otherwise on 0,
(3.6)

with g(x, t) = 8(1+ tanh 8(t − 0.5))x2(1− x)2. The discontinuity of the velocity field at the
two upper corners has been removed in (3.6). The inflow boundary conditions for the con-
formation tensor are not needed since there is no inflow boundary for this case. The Weis-
senberg number is Wi = λ1U/L where U and L are the characteristic velocity and length
scale. With U = 1 as the speed from the lid and L = 1 as the width of the cavity, Wi = λ1.

We have applied an operator-splitting technique, namely the Lie’s scheme similar to the
one in Chorin, Hughes, Marsden and McCracken [1978], to solve (3.1)–(3.5). The Lie’s
scheme is first-order accurate, but its low order accuracy is compensated by easy imple-
mentation, less cost in computational time, good stability, and robustness properties. For
example, it has been successfully applied to develop numerical methods for simulating
the interaction of solid particles and fluid (see, e.g., Glowinski [2003], Glowinski, Pan,
Hesla, Joseph and Periaux [2001], and Pan and Glowinski [2005]). Let4t be a time dis-
cretization step and tn = n4t. Applying the operator-splitting technique to (3.1)–(3.5) yields
the following.

For n ≥ 0, cn being known, we compute first un+1(≈ u(tn+1)) and pn+1(≈ p(tn+1)) via
the solution of the following problem

−∇pn+1
+ µ1 un+1

= −
η

λ1
∇ · cn in �, (3.7)

∇ · un+1
= 0 in �, (3.8)

un+1
= g(tn+1) on 0. (3.9)

Next, we compute cn+1 via the following steps: first solve

∂c
∂t
+ (un+1

·∇) c = 0 in �× (tn, tn+1), (3.10)

c(tn) = cn in �, (3.11)

and set cn+1/2
= c(tn+1). Then solve

∂c
∂t
− (∇un+1) c− c (∇un+1)T +

1

λ1
c =

1

λ1
I in �× (tn, tn+1), (3.12)

c(tn) = cn+1/2 in �, (3.13)

and set cn+1
= c(tn+1).
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To keep c positive definite, we have combined in the following the matrix logarithm for-
mulation of the conformation tensor developed in Fattal and Kupferman [2005], Fattal
and Kupferman [2004] with the above operator splitting scheme. But first for a symmetric
positive definite matrix c, we have that ψ = log c. (Recall that a symmetric positive defi-
nite matrix A can always be diagonalized as A = R3RT and that log A = R log3RT .) In
Fattal and Kupferman [2004], it was shown that with un being a divergence-free veloc-
ity field and c a symmetric positive definite tensor field, the velocity gradient ∇un can be
decomposed as

∇un
= ωn + Bn + Nnc−1, (3.14)

where ωn and Nn are skew-symmetric and Bn is symmetric, trace-free, and commutes with c.
Using these matrices, we obtain the following variant of scheme (3.7)–(3.13):

For n ≥ 0, cn (and ψn
= log cn) being known, we compute first un+1 and pn+1 via the solu-

tion of the following problem

−∇pn+1
+ µ1 un+1

= −
η

λ1
∇ · cn in �, (3.15)

∇ · un+1
= 0 in �, (3.16)

un+1
= g(tn+1) on 0. (3.17)

Next, we compute ψn+1 via the following steps: first solve

∂ψ

∂t
+ (un+1

·∇)ψ = 0 in �× (tn, tn+1), (3.18)

ψ(tn) = ψn in �, (3.19)

and set ψn+1/2
= ψ(tn+1). Then, solve

∂ψ

∂t
− [ωn+1 ψ − ψ ωn+1]− 2Bn+1 =

1

λ1
(e−ψ − I) in �× (tn, tn+1), (3.20)

ψ(tn) = ψn+1/2 in �, (3.21)

and set ψn+1
= ψ(tn+1) and cn+1

= eψ
n+1

.

Remark 3.1. To compute ω, B, and N from a divergence-free velocity field u for a two-
dimensional case, we can use the following formulas given in Fattal and Kupferman
[2004]: (i) If c is proportional to the unit tensor then set B = (∇u+ (∇u)T)/2 and ω = 0.
(ii) Otherwise, diagonalize c via

c = R
(
λ1 0
0 λ2

)
RT , (3.22)

and set(
m11 m12

m21 m22

)
= RT (∇u)R. (3.23)
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Then,

N = R
(

0 n
−n 0

)
RT , B = R

(
m11 0

0 m22

)
RT , ω = R

(
0 s
−s 0

)
RT , (3.24)

with n = (m12 + m21)/(λ
−1
1 − λ

−1
2 ), and s = (λ2m12 + λ1m21)/(λ2 − λ1).

Remark 3.2. The subproblem (3.18), (3.19) is an advection problem. To solve it, we advo-
cate the wave-like equation method discussed in Section 2.3.2. Each entry of the matrix ψ
satisfies a transport equation of the following type:

∂ϕ

∂t
+ V ·∇ϕ = 0 in �× (tn, tn+1),

ϕ(tn) = ϕ0 in �,
(3.25)

with ∇ · V = 0 and ∂V/∂t = 0 on (tn, tn+1) with empty 0−.
Using the properties ∇ · V = 0 and ∂V/∂t = 0 on �× (tn, tn+1), we have that problem

(3.25) is “equivalent” to the (formally) well-posed problem:

∂2ϕ

∂t2
−∇ · ((V ·∇ϕ)V) = 0 in �× (tn, tn+1),

ϕ(tn) = ϕ0,
∂ϕ

∂t
(tn) = −V ·∇ϕ0,

V · n
(
∂ϕ

∂t
+ V ·∇ϕ

)
= 0 on 0 × (tn, tn+1).

(3.26)

Solving the wave-like equation (3.26) by a classical finite element/time stepping method is
quite easy since a variational formulation of (3.26) is given by


∫
�

∂2ϕ

∂t2
v dx+

∫
�

(V ·∇ϕ)(V ·∇v) dx = 0, ∀v ∈ H1(�), a.e. on (tn, tn+1),

ϕ(tn) = ϕ0,
∂ϕ

∂t
(tn) = −V ·∇ϕ0.

(3.27)

Since for the driven cavity problem, we have V · n = 0, the boundary condition in (3.26)
is satisfied automatically. A solution method for problem (3.27) will be described in the
following section.

Remark 3.3. Actually subproblem (3.20) and (3.21) can be solved directly using a further
splitting, namely

∂ψ

∂t
− [ωn+1 ψ − ψ ωn+1]− 2Bn+1 = 0 in �× (tn, tn+1), (3.28)

ψ(tn) = ψn+1/2 in �, (3.29)
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and set ψ̃
n+1
= ψ(tn+1) and c̃n+1

= eψ̃
n+1

. Then solve

∂c
∂t
=

1

λ1
(I− c) in �× (tn, tn+1), (3.30)

c(tn) = c̃n+1 in �, (3.31)

and set cn+1
= c(tn+1) and ψn+1

= log(cn+1).
The closed form solutions of the above two subproblems can be obtained easily (at least for
two-dimensional flows).

3.2. Space and time discretizations

Concerning the space approximation, we use P1-iso-P2 and P1 finite elements for the
velocity field and pressure, respectively (as, e.g., in Bercovier and Pironneau [1979],
Bristeau, Glowinski and Periaux [1987], and Glowinski [2003, chapter 5]). More pre-
cisely with h as space discretization step, we introduce a finite element triangulation Th of
� and then T2h a triangulation twice coarser (in practice, we should construct T2h first and
then Th by joining the midpoints of the edges of T2h, dividing thus each triangle of T2h into
four similar subtriangles, as shown already in Fig. 2).

Next, we define the following finite dimensional spaces:

Vgh(t) = {vh | vh ∈ (C
0(�))2, vh|T ∈ P1 × P1, ∀T ∈ Th, vh|0 = gh(t)}, (3.32)

V0h = {vh | vh ∈ (C
0(�))2, vh|T ∈ P1 × P1, ∀T ∈ Th, vh|0 = 0}, (3.33)

L2
h = {qh | qh ∈ C0(�), qh|T ∈ P1, ∀T ∈ T2h}, (3.34)

L2
0h = {qh | qh ∈ L2

h,

∫
�

qh dx = 0}; (3.35)

in (3.32)–(3.35), gh(t) is an approximation of g(t) verifying
∫
0

gh(t) · n d0 = 0, and P1 is

the space of the polynomials in two variables of degree ≤ 1. The discrete conformation
tensor belongs to

W2 =

{
Ah | Ah =

(
A1,h A2,h

A2,h A3,h

)
, Ai,h ∈ L2

h, i = 1, 2, 3

}
. (3.36)

Using these finite element spaces, we obtain the following realization of scheme (3.15)–
(3.21) (after dropping some of the subscripts h):
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For n ≥ 0, cn (and ψn) being known, we compute first un+1 and pn+1 via the solution of the
following problem



∫
�

pn+1∇ · v dx−µ
∫
�

∇un+1 : ∇v dx=−
η

λ1

∫
�

(∇ · cn) · v dx, ∀v ∈ V0h,

∫
�

q∇ · un+1 dx = 0, ∀q ∈ L2
h,

un+1
∈ Vn+1

gh
, pn+1

∈ L2
0h.

(3.37)

Next, we compute ψn+1
=

(
ψn+1

1 ψn+1
2

ψn+1
2 ψn+1

3

)
via the following steps: first solve



∫
�

∂2ψi

∂t2
v dx+

∫
�

(un+1
·∇ψi)(un+1

·∇v) dx = 0, ∀v ∈ L2
h, on (tn, tn+1),

ψi(tn) = ψn
i ,
∂ψi

∂t
(tn) = −un+1

·∇ψn
i ; ψi(t) ∈ L2

h,

(3.38)

for i =1, 2, 3, and set ψn+1/2
=

(
ψ1(tn+1) ψ2(tn+1)

ψ2(tn+1) ψ3(tn+1)

)
. Then solve

∫
�

[
∂ψ

∂t
− (ωn+1 ψ − ψ ωn+1)− 2Bn+1

]
: T dx

=

∫
�

[
1

λ1
(e−ψ − I)

]
: T dx, ∀T ∈W2, on (tn, tn+1), (3.39)

ψ(tn) = ψn+1/2
; ψ(t) ∈W2, (3.40)

and set ψn+1
= ψ(tn+1) and cn+1

= eψ
n+1

.
In (3.37), Vn+1

gh
= Vgh(tn+1), and

A : B = a11b11 + a12b12 + a21b21 + a22b22, for A =
(

a11 a12

a21 a22

)
, B =

(
b11 b12

b21 b22

)
.

At each step in the above scheme, we encounter simpler subproblems, which can be
solved by simple and standard numerical methods. First, the Stokes problem (3.37) is a clas-
sical problem and has been solved by an Uzawa/conjugate gradient algorithm in Glowinski
[2003], in which a sequence of elliptic problems has been solved by a red-black SOR itera-
tive method. The wave-like equation (3.38) is solved by the following time-stepping method,
which is a special case of the one discussed in Section 2.3.2 due to the different boundary
condition and discretization considered here.
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We first define a sub-time-step, τ1 > 0, by τ1 = 1t/Q1, where Q1 is a positive integer
and we discretize problem (3.38) in time by

ϕ0
= ϕ0, (3.41)


∫
�

(ϕ−1
− ϕ1)v dx = 2τ1

∫
�

(V ·∇ϕ0)v dx, ∀v ∈ L2
h,

ϕ−1
− ϕ1

∈ L2
h,

(3.42)

and for q = 0, . . . , Q1 − 1,
ϕq+1

∈ L2
h,∫

�

ϕq+1
+ ϕq−1

− 2ϕq

τ 2
1

v dx+
∫
�

(V ·∇ϕq)(V ·∇v) dx = 0, ∀v ∈ L2
h,

(3.43)

where, in (3.41) and (3.43), ϕ0 is the initial value and V = un+1.
Scheme (3.41)–(3.43) is a centered scheme, which is formally second-order accurate with
respect to space and time discretizations. To be stable, scheme (3.41)–(3.43) has to verify a
condition such as

τ1 ≤ ch, (3.44)

with c of the order of 1/||V||. If one chooses an appropriate numerical integration method to
compute the first integral in (3.43), the above scheme becomes explicit, i.e., ϕq+1 is obtained
via the solution of a linear system with a diagonal matrix (e.g., the trapezoidal rule has been
used for the results reported in the article). When computing V ·∇f in (3.42) and (3.43), we

have applied a second-order upwind scheme to compute
∂f

∂x1
and

∂f

∂x2
when solving with

scheme (3.37)–(3.40). The first-order upwind scheme used in Pan and Hao [2007] produces
too much artificial diffusion. Another detail is that at each time step in scheme (3.41)–(3.43),
we do not update the values of ϕq at the boundary grid points at which we have V = 0. When
solving subproblem (3.39) and (3.40), we have applied the trapezoidal rule to get pointwise
differential equation at each grid point and then solve it via the further splitting discussed in
Remark 3.3. In (3.39), ∇un+1 is computed via second-order difference scheme on the mesh
points used for the conformation tensor, and then, ωn+1 and Bn+1 are computed according
to (3.22)–(3.24).

3.3. Numerical results

In this section, we consider the numerical results for the lid-driven cavity Stokes flow by the
numerical schemes described in the above sections. The boundary condition for the velocity
field in (3.6) is given by

g(x, t) =

{
(g(x1, t), 0)T on {x|x = (x1, 1)T , 0 < x1 < 1},

(0, 0)T otherwise on 0,
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Fig. 15 An example of mesh Th for N = 32.

with g(x1, t) = 8(1+ tanh 8(t − 0.5))x2
1(1− x1)

2; this choice gives a smooth start, and for

t �
1

2
, the lid velocity attains its maximum, u = (1, 0)T , at the center, x1 = 1/2. The initial

condition for c is c0 = I. The viscosities, µ and η, in all calculations are both equal to 1. The
relaxation times λ1 considered here are 0.75 and 1.25 (so the Weissenberg numbers are 0.75
and 1.25, respectively).

The mesh T2h for the pressure is a triangular mesh obtained by the following way.

We have chosen points x2,j = 1− (1−
2j

N
)2, for j = 0, 1, . . . ,N/2, in the x2 direction.

In the x1 direction, we first choose x1,i = 2(2i/N)2, for i = 0, 1, . . . ,N/4, and then set
x1,i = 1− x1, N

2 −i, for i = N/4+ 1, . . . ,N/2. Using the lines x1 = x1,i and x2 = x2,j, for

i, j = 1, . . . ,N/2− 1, we divide the unit square into smaller rectangles, and each rectangle
is divided into two triangles. After obtaining the triangular mesh for the pressure, we join
the midpoints of the edges of each triangle to divide it into four smaller triangles as shown in
Fig. 2 to obtain the mesh for the velocity field. In Fig. 15, an example mesh for the velocity
field for N = 32 is shown. With nonuniform triangular meshes, the discrete elliptic problems
arising from the Uzawa/conjugate gradient algorithm at each iteration have been solved by
a red-black SOR iterative method. We have parallelized the code via OpenMP and run it on
quad-core CPUs to speed up the computation.

3.3.1. The case Wi = 0.75
This is a “nice” test case since the Weissenberg number is not too high. The results obtained
with N = 288, 320, and 352 are computed with the time steps 4t = 0.0015, 0.0012, and
0.001, respectively. The kinetic energy grows as the lid accelerates, reaches a maximum at
the end of the acceleration, and decreases toward a steady value as the elastic energy builds
up. The history of the kinetic energy, 1

2‖uh‖
2
2, and the history of the elastic energy,

∫
�
(c11 +

c22) dx, are shown in Fig. 16. We have obtained a steady state solution for Wi = 0.75 as
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Fig. 16 Histories of the kinetic energy (upper left) and the elastic energy (upper right), and the cross section
of c11(x1, 1) (middle left), c22(x1, 1) (middle right), u1(x2, 0.5) (lower left), and u2(x1, 0.75) (lower right)
at t = 20 obtained with N = 288 (dashed line), N = 320 (dash-dotted line), and N = 352 (solid line) for
Wi = 0.75.
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Fig. 17 The contour plots of ψ11 (upper left), ψ12 (lower left), ψ22 (lower right), and the streamlines (upper
right) obtained with N = 256 at t = 20 for Wi = 0.75.

shown by the kinetic and elastic energy in Fig. 16 at t = 20. The streamlines and the contour
plots of ψij obtained with N = 288 at t = 20 are shown in Fig. 17. The minimal value of
the stream function obtained with N = 256 and4t = 0.0015 is –0.06646064 at (0.4525945,
0.8085937). The cross sections of ψij at x1 = 0.5 and at x2 = 1, cij at x2 = 1, u1 at x1 = 0.5,
and u2 at x2 = 0.75 are shown in Figs 16 and 18. These results show the convergence when
reducing the mesh size and time step. As shown in Figs 16 and 18, c11 and c22 do have sharp
boundary layer attached to the lid. The center of the core vortex region shifts in the upstream
direction as observed in the experiments of Pakdel, Spiegelberg and McKinley [1997].

3.3.2. The case Wi = 1.25
In this section, the results obtained with N = 352, 386, and 412 are computed with the time
steps 4t = 0.0014, 0.00117, and 0.001, respectively. The kinetic energy and elastic energy
behave like those of the case Wi = 0.75. Their histories are shown in Fig. 19. We have
obtained a steady state solution for Wi = 1.25 at t = 40. The smallest value of the stream
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Fig. 18 The cross section of ψ11, ψ12, and ψ22 (from top to bottom) at x1 = 0.5 (left) and x2 = 1 (right)
obtained with N = 288 (dashed line), N = 320 (dash-dotted line), and N = 352 (solid line) at t = 20 for
Wi = 0.75.
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Fig. 19 Histories of the kinetic energy (upper left) and the elastic energy (upper right) and the cross section
of c11(x1, 1) (middle left), c22(x1, 1) (middle right), u1(x2, 0.5) (lower left), and u2(x1, 0.75) (lower right)
at t = 40 obtained with N = 352 (dashed line), N = 386 (dash-dotted line), and N = 412 (solid line) for
Wi = 1.25.

function obtained with N = 352 and4t = 0.001 is –0.06228973 at (0.4288804, 0.8208129).
The cross sections of ψij at x1 = 0.5 and at x2 = 1, c11 and c22 at x2 = 1, u1 at x1 = 0.5,
and u2 at x2 = 0.75 are shown in Figs 19 and 20. These results show the convergence when
reducing the mesh size and time step. As shown in Figs 19 and 20, the boundary layer of c11
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Fig. 20 The cross section of ψ11, ψ12, and ψ22 (from top to bottom) at x1 = 0.5 (left) and x2 = 1 (right)
obtained with N = 356 (dashed line), N = 386 (dash-dotted line), and N = 412 (solid line) at t = 40 for
Wi = 1.25.
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attached to the lid becomes much higher. The maximum of c11 is 68882.98 obtained with
N = 352 at t = 40.

The largest values of ψ11 at x1 = 0.5 shown in Fattal and Kupferman [2005] for
Wi = 1 (resp. Wi = 2) are less than 7 (resp. 8). Our values shown in Fig. 20 are about
11.1. We believe that those values obtained in Fattal and Kupferman [2005] for Wi = 1
and 2 were not well resolved due to the use of uniform meshes, which are not fine enough
mesh close to the lid. Also they might be smoothed out by the numerical diffusion produced
by the Kurganov–Tadmor scheme with min-mod limiter used in Fattal and Kupferman
[2005].

3.3.3. The growth of c11

Using the curve fitting for the maximum of c11 obtained at Wi = 0.5, 0.65, 0.75, 1, and 1.25,
we have obtained the relation c11(Wi) = e2.0625+7.2734 Wi, and its plot is shown in Fig. 21.
The growth of c11 indicates that extremely fine meshes are needed to resolve the boundary
layer of c11 and that the cavity flow is a difficult problem at high Weissenberg number.
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Chapter 1

Viscoplastic Fluid Flow: A Review

1. Introduction

Among the various classes of non-Newtonian materials, those exhibiting viscoplastic prop-
erties are particularly interesting in accordance with their ability to strain only if the stress
intensity exceeds a minimum value (called the yield stress, usually). Many industrial pro-
cesses involve viscoplastic fluids. We will mention only a few of them, namely: mud, cement
slurries, food stuff, waxy crude oils, suspensions, emulsions, foams, . . . As mentioned in
Huilgol and You [2005], even if the presence of a true yield stress is widely debated, the
yield stress concept is clearly useful from an engineering standpoint. As a result, in a vis-
coplastic fluid flow, the flow pattern highlights two kinds of regions: (1) the regions where
the stress intensity exceeds the yield stress, and (2) the regions where it does not. The for-
mer and latter regions are usually called the yielded and unyielded regions, respectively. The
most commonly encountered viscoplastic model is the Bingham fluid (Bingham [1922]).
This model may be ranked at the top of the list of models in the mind of practitioners, when
they think about a “yield stress fluid”; this is primarily due to its simplicity, from both the
experimental and numerical standpoints. Although this model contains the primary feature
needed to be called viscoplastic, which is the presence of a nonzero yield stress, it is deemed
as a crude simplification of the true rheological behavior because its predictions may depart,
quite significantly, from experimental data.

Due to the significant number of industrial applications, and the still unresolved fun-
damental issues, associated with the specific behavior of this class of materials, there has
been a spurt in research activity relating to the mechanics of viscoplastic fluids. The lack of
understanding, or the inability to predict simple phenomena like the critical density ratio of
spheres suspended in a yield stress fluid, has motivated the investigations of a fair number of
scientists and engineers around the world. Thanks to this significant effort and, in particular,
to the contributions of Oldroyd [1947], Prager [1961], Mossolov and Miasnikov [1965],
Duvaut and Lions [1972a, 1976], Barnes and Walters [1985], Bird, Dai and Yarusso
[1983], Papanastasiou [1987] (see also Glowinski [1974, 1984], Bristeau and Glowin-
ski [1974], and Glowinski, Lions and Trémolières [1976, 1981]), some “dull” areas of
viscoplastic fluid mechanics are getting clearer. Over the past years, advances in the use of
asymptotic techniques or variational methods are a strong testimony that our understanding
is gradually improving in this area. Recent efforts in terms of computational methods extend
the research activity to more complex geometries and/or to the combination with other com-
plex features of the flow: multifluid (Frigaard and Scherzer [1998, 2000]), free surfaces
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(Vola, Boscardin and Latché [2003], and Dimakopoulos and Tsamopoulos [2003]),
compressibility (Davidson, Nguyen, Chang and Ronningsen [2004], and Vinay, Wachs
and Agassant [2006]), and stability issues (Frigaard, Howison and Sobey [1994]). The
main mathematical difficulty when computing the solution of viscoplastic flow problems is
the nondifferentiability of the constitutive law at the yield point, which is also pointed by
some practitioners, in the specialized literature, as the ability to track yield surfaces. The
most straightforward and convenient way to circumvent the difficulty associated with the
nondifferentiability is to approach the true equation by an approximated one in which the
material never truly yields, but instead behaves like a very viscous material. This way of
dealing with a yield stress fluid is called a regularization method (Bercovier and Engel-
man [1980], Papanastasiou [1987], and Allouche, Frigaard and Sona [2000]) because
the equation modeling the yield stress behavior is regularized, that is made differentiable.
Many investigators have used this procedure to obtain trustworthy and useful results. How-
ever, this approach has also come under criticism (Frigaard and Nouar [2005]). A third
group of investigators (cf., e.g., Glowinski, Lions and Trémolières [1976, 1981]) have
rejuvenated the augmented Lagrangian approach and applied it to a wide range of problems
in mechanics and physics, including problems from viscoplasticity. This class of methods
has the advantage of considering the true constitutive equation, in contrast to regularization
procedures. We think that the main reason behind the fact that the augmented Lagrangian
approach has been overlooked for the last 20 years, at least by a part of the Rheology com-
munity, stems from the underlying variational inequality approach, which may be difficult
to grasp for some nonapplied mathematicians. Recently, computational specialists realized
that although the theoretical issues associated with the method may be “sharp,” its practical
implementation is fairly easy. This has led to a significant amount of numerical investiga-
tions, and associated results, relying on augmented Lagrangian-based algorithms. Anyway,
irrespective of the numerical methods used to simulate yield stress fluid flows and to track
yield surfaces, most often, they end up as solvers for fixed-point or saddle-point problems,
which may be costly to solve. In addition, although the convergence of these iterative meth-
ods has been proved theoretically, it may be very slow for very “tough” problems. This
observation has motivated several scientists, researchers, and engineers to investigate the
following issue: how to speedup the convergence of fixed point iterations for viscoplastic
flows? We will revisit this challenge in the following parts of this article, starting with the
present chapter.

The ability to accurately compute the flow of a viscoplastic material, thanks to an efficient
algorithm, combined with an appropriate space-time discretization, has drawn the attention
of applied mathematicians and other practitioners for many years. However, although it is
generally assumed that the so-called Bingham and Herschel–Bulkley models are appropriate
ones, it should be also acknowledged that these widely used models are largely empirical.
In fact, these models, and their generalizations are merely the results of attempts at fitting
rheometrical flow curves, without connection to any microscopic theory, unlike the approach
taken nowadays in viscoelasticity. Apparently, the lack of any structural theory to support
the existence of a yield stress is not a subject of worry (although the whole viscoplasticity
community would welcome such a theory), and simple physical arguments, highlighted by
observations and rheological measurements, seem to suit a majority of rheologists. However,
the existence of a reliable theory would help to close the long-standing debate on the exis-
tence of a true yield stress (Barnes and Walters [1985], and Barnes [1999]), a concept
that relies mainly on the accuracy of our measuring capabilities at low-deformation rates.
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The determination of the yield stress is usually based on the extrapolation of the
stress–strain rate curve to the zero strain rate axis. This procedure has been at the heart of
the debate on the existence of a true yield stress for many years. In fact, the nonbeliev-
ers of the “true yield stress” theory claim that this extrapolation technique is flawed and
is used primarily because of the limited capabilities of the rheometers (including the most
modern ones) to measure properly strain rates less than 10−5/s.The second part of their
argument assumes that, considering the continuous improvement of rheometers, we will be
able to show, eventually, that the stress–strain rate curve passes through the origin. Let us
emphasize again that it seems that, up to now, the yield stress concept has been very use-
ful to the rheology community in order to describe materials that barely strain, or do not
strain at all, below a critical value of the stress intensity. This also raises another interesting
issue, that any viscoplasticity specialist should wonder when investigating her/his problem,
namely: what happens below the yield stress? This seems to be an issue that the viscoplastic
community is more willing to address (than, say, devising a proper theory of fluid viscoplas-
ticity), and some members of this community have already started investigating this topic.
Observations and characterization of yield stress materials have shown that below the yield
stress, they behave as either rigid solids or elastic solids or very viscous fluids. Actually,
it seems that very few materials behave as rigid solids, which supports the idea that Bing-
ham or Herschel–Bulkley models are idealizations. But, honestly, at very-low strain rates,
it is highly problematic to distinguish between reversible elastic strains and nonreversible
creep. The elastic solid behavior looks promising and is often associated with the formation
of gel structures in the bulk of the material. Therefore, at very-low shear rates, the material
deforms and, as the stress that has been applied is released, the material recovers its initial
state without damage to its internal structure. If the stress intensity is gradually increased,
there is a critical value beyond which the internal structure of the material begins to break
down, and the material starts flowing. This type of behavior suggests the merging of vis-
coelastic and viscoplastic models into viscoelastoplastic ones that would encompass a wide
range of rheologically complex material behaviors; we will return to this, with more details,
later in this chapter. Similarly, the existence of an abrupt transition between reversible elastic
strain and irreversible viscous strain appears also to be a subject of controversy, or at least of
debate. In particular, recent results, obtained by many experimentalists, strongly suggest that
thixotropic effects (also known as time or memory effects), related to the microstructure of
viscoplastic materials, affect their behavior dramatically; these evidences support the con-
cept of a gradual transition, which may be somehow incompatible with the true yield stress
approach. In any case, little is known about the stress field below the yield stress (assuming
the existence of such a yield). From an experimental standpoint, measurement techniques
for the stress field, or for the tracking of yield surfaces, are quite complicated, keeping in
mind that many viscoplastic fluids are not transparent. Finally, since thixotropy, that is aging,
matters, it is obvious that at the time of measurement, what we measure is highly dependent
of the material history: What stress and strain has the material undergone, to which tempera-
tures has it been exposed, . . . ? In many cases, the measurements are protocol-dependent and,
without extra care, may be nonreproducible. This knowledge is shared and widely accepted
by those rheologists dealing with pastes, emulsions, gels and so on. Eventually, it is fair to
wonder if a viscoplastic model without thixotropy, or with a yield stress value measured
experimentally without following a precise protocol, makes sense or is representative of the
material behavior. Clearly, some very simple viscoplastic materials behave as predicted by
the Bingham model, but most of them possess also some degree of thixotropy.
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Our objective in this review article is to address the numerical simulation of viscoplastic
fluid flow. Although the issues raised above are highly interesting and important for the
overall growth of the field, we will assume here that the yield stress notion is a worthwhile
idealization, and that the Bingham model and its derivatives are a good starting point. At
any rate, from the mathematical and computational standpoints, the main difficulties are
rather associated with the discontinuity at the yield point than with any sophistication that
we may add to the model to deal with thixotropy, temperature dependence, compressibility,
and so on.

2. Applications

Among the various industrial applications involving viscoplastic fluids, we choose to focus
on the energy supply industry (in relation to the background of the second author of this
article), although we are aware that in other industries and scientific areas, there is a keen
interest on yield stress fluids as well (food processing, geophysical flows, and so on.)

2.1. Waxy crude oils

In the Oil & Gas industry, one has extensively used pipelines to transport large amounts of
crude oil over short or long distances. The transportation of conventional (that is Newtonian,
lowly viscous, steady physical properties, single-phase, . . . ) crude oils is a relatively easy
to handle task, however, pipelining crude oils containing large proportions of high molecu-
lar weight compounds, like paraffin, may cause many specific difficulties (Uhde and Kopp
[1971], Smith and Ramsden [1978], and Modi, Kiswanto and Merrill [1994]). Most
of the complexity comes from paraffin crystals forming an interlocking gel-like structure
that modifies some of the crude oils rheological properties (Cazaux [1998]). The above
crystallization mechanism is mainly controlled by temperature. These oils, known as waxy
crude oils, usually exhibit high “wax appearance temperature” (WAT) and high “pour point.”
Using a standardized test (ASTM D 97), the pour point correspond to an experimentally
measured temperature, below which the oil has a tendency to freeze, or not to pour while
being cooled. The word “high” applies to those situations where the pour point temperature
is higher than the temperature of the external conditions surrounding the pipeline. Below
the pour point, the oil rheological behavior is characterized by thixotropic, temperature-
dependent and shear-dependent yield stress and viscosity (Economides and Chaney [1983],
Wardaugh and Boger [1987], Ronningsen [1992], and Hénaut and Brucy [2001]).

From a viscoplastic flow point of view, the main concern with waxy crude oil trans-
portation is the issue of restarting (Perkins and Turner [1971], and Smith and Ramsden
[1978]). From an operational standpoint, transporting waxy crude oil under steady flowing
conditions is not a too complex operation, but it is still of primary interest for both practi-
cal and fundamental reasons. However, the situation becomes more “tricky” if a shutdown
occurs. Flow shutdowns may occur for different reasons, such as maintenance, emergency
situations, pumps failures, and so on. Under nonflowing conditions, when the pipeline is
subjected to severe external temperature conditions (especially in Artic regions, sub sea
installations, and so on), the temperature of the crude oil in the pipeline starts to drop. This
temperature decrease leads to the crystallization of the paraffin compounds and, eventually,
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as the temperature drops below the pour point, to the buildup of a gel-like structure in the
crude oil bulk. If the temperature decrease lasts long enough, the waxy crude oil under-
goes a thermal shrinkage related to the formation of gaseous cavities that impart a kind
of compressibility to the material. Eventually, the waxy crude oil restarting issue consists
in resuming the flow of a compressible gel-like material, usually by injecting some fresh
warm oil (expected to be Newtonian and incompressible) at the pipe inlet (Cawkwell and
Charles [1987], and Chang, Nguyen and Ronningsen [1999]). It clearly appears that
the temperature is the key factor of the whole shutdown and restart process. Actually, waxy
crude oils are usually transported in pipelines under steady flow conditions, far below the
pour point; this implies that for this kind of flow, waxy crude oils already exhibit some
of their specific rheological properties, such as shear thinning viscosity, yield stress, and
temperature-dependence.

Predicting, accurately, the restart of a waxy crude oil flow requires a fairly precise
description of the initial state (that is at the time of restart) of the material in the pipeline.
Because the rheological properties are temperature- and temperature-history-dependent,
knowing the evolution of the temperature field in the pipeline during the shutdown is
required (Cooper, Smith, Charles, Ryan and Alexander [1978]). Similarly, in order
to predict the evolution of the temperature during the shutdown (that is the temperature
history), the temperature field at the time of the shutdown has to be known; this field corre-
sponds to the temperature under steady flowing conditions. In other words, the survey of a
waxy crude oil flow restart implies to consider the whole process: the steady flowing condi-
tions (namely the production conditions), the flow stopping (maintenance, emergency, . . . ),
and the resuming of the production (the flow restart itself). In the three phases we mentioned
just earlier, the yield stress properties of the material play a key role, in the following way:

1. In production conditions, the flow corresponds to the steady flow of a temperature-
dependent viscoplastic fluid. Essentially, the fluid enters the pipe at a warm temper-
ature, and is gradually cooled down while flowing toward the pipe outlet, due to the
outside temperature conditions, usually lower than the inlet temperature. The tem-
perature dependence of the rheological properties of the crude oil (yield stress and
viscosity) leads to a nontrivial flow pattern in terms of yielded/unyielded regions.
This is equivalent to the flow of a fluid whose viscosity and yield stress are continu-
ously varying along the length of the pipeline.

2. Oil at rest: shutdown time. Once the flow stops, the temperature starts dropping until
it matches the outside temperature. Under these conditions, heat transfer takes place
by conduction and natural convection. The yield stress property of the waxy crude
oil usually limits the effects of natural convection because a minimal temperature
gradient is necessary to create a flow, that is, the shear stress associated with the
temperature gradient has to overcome the yield stress, otherwise no flow is possible.

3. Resuming the production. The restart of a waxy crude oil flow consists in injecting
a fresh warm oil at the pipe inlet, in order to flush, out of the pipeline, the gelled
oil which is a compressible, viscoplastic, thixotropic, and temperature-dependent
material. The combined effects of compressibility, viscoplasticity, thixotropy, and
temperature led to a complex flow dynamics. Undoubtedly, the prediction of the
restart pressure is a difficult task, and the combination of all the particular properties
of the material leads, usually, to a prediction fairly below the conservative relation
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P = 4τy
L
D , where τy denotes the yield stress, L the length of the pipeline, and D its

diameter.

As the flow restarts, a structural breakdown mechanism comes into play. Indeed, the
thixotropic properties of the material are essentially related to the gel structure, consisting of
crystallized paraffin compounds. This solid gel-like structure can be destroyed by shearing
effects in the material. As a consequence, the values of the yield stress and of the viscosity
decrease. In a pipeline, because the pressure is imposed at the inlet section, these decreases
of the yield stress and viscosity lead to an increase of the flow rate, which in turn increases
the shear rate at the pipe-wall. This speeds-up the destruction of the gel structure until steady
flow conditions are approached. In the restart process, it is appropriate to say that compress-
ibility acts like a triggering factor. Indeed, the flow created, at the first stages of the restart
process, by the compressibility properties of the waxy crude oil, induces a structural break-
down mechanism, leading to a fast drop of the yield stress and viscosity. Therefore, thanks
to the compressibility, one can restart the flow using a lower pressure than one required
for resuming an incompressible viscoplastic yield stress flow. Finally, the fresh warm oil
entering the pipeline is cooled down while flowing downstream to the outlet section. Con-
sequently, a structure buildup occurs; it contributes to the increase of the values of the yield
stress and viscosity. This phenomenon is opposite to the shear-driven structure breakdown
mechanism. The waxy crude oil restart issue is indeed a relevant illustration of the coupled
phenomena, which stem from the yield stress property of the material.

2.2. Complex fluids in drilling operations

Yield stress fluids are also common in the Oil & Gas industry for drilling operations
(Guillot, Hendriks, Callet and Vidick [1990], Smith and Ravi [1991], and Peysson
[2004]). A first example is the drilling muds used today; they are complex fluids made of
various components. There exist two main mud families, characterized by the base fluid:
water-based muds and oil-based muds. Water-based muds are essentially clay suspensions
with polymer additive, whereas oil-based muds are emulsions of brine (around 30% in vol-
ume) in an oil phase with surfactants, polymers, and various chemical additives. These fluids
are designed in such a way that they exhibit properties beneficial to the efficient achievement
of drilling operations. First, rock cuttings need to be removed from the well to the surface
(see Figure 2.1, below). Thus, on the one hand, the mud apparent viscosity has to be high
enough to assure a sufficiently large drag on the solids.

Fig. 2.1 Rock cutting removal.
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On the other hand, the power of the surface-located pumping facilities provides an upper
bound that should not be exceeded for the viscosity of the drilling mud, otherwise the pumps
cannot maintain the flow. Furthermore, ideally those drilling muds must remain homoge-
neous without any settling of the solid phase when the circulation (visualized in Fig. 2.1)
is stopped. Thus, a yield stress is needed at rest, to prevent the solid phase sedimentation.
Again, the design of this yield stress is a delicate balance between the efficient prevention of
the sedimentation and pumping system capabilities (because the higher the yield stress, the
higher the apparent viscosity). The amount and nature of clay and polymer additives control
these properties.

The drilling of naturally fractured reservoirs may lead to significant mud losses, a real
inconvenience for drilling operators. Mud losses in natural fractures are characterized by
a typical mud-loss-history curve, obtained by observing the mud pit level evolution. This
curve begins with a high mud-loss rate (quick decrease of the mud pit level) as the drilling
bit hits the fracture and the mud starts invading the fracture; then the mud-loss rate decreases
and, finally, stops because of the yield stress of the mud. This “self-plugging” property can
be very convenient to limit mud losses in difficult areas.

Like drilling mud, cement slurry is essential in drilling operations. It is the material used
to seal the annular space between the casing ring and the borehole wall. The major goal of
the cementing operation is to prevent any circulation of gas, oil or water between different
rock layers and to mechanically fix the tubing in the well. The cement slurry is a paste-
like material that evolves in time due to chemical reactions; its mechanical characteristics,
“between” solid and liquid, make it close to a Bingham material. The yield stress of the
slurry is an important parameter because it controls the flow of the cement in the well and,
therefore, the accuracy and efficiency of the sealing operation. Indeed, the final position of
the cement slurry in the annular space, and the way the slurry displaces the initial mud are
crucial for a good mechanical sealing of the well.

2.3. Nuclear energy applications

Nowadays, the energy produced by nuclear power plants worldwide amounts to about 7%
of the totally produced energy. The power plant production of this type of energy relies
to the controlled use of nuclear fission (of uranium, mainly). Nuclear energy is produced
by a controlled nuclear chain reaction that produces heat, which is used to produce steam
and drive a steam turbine. The turbine is then usually used to produce electricity, but it
can also be used to produce mechanical work. In a nuclear reactor, accidents involving the
reactor usually mean that the nuclear fission reaction has gone out of control. In such severe
situations, the reactor may blaze and the nuclear fuel melts with its steel environment to
form a compound called corium in nuclear industry. In practice, corium is a blend of nuclear
fuel with whatever has melted due to the very-high temperature of the material flowing out
of the reactor. Intense heat transfer accompanied by phase transition and chemical reactions
all occur in corium. The free-surface flow of corium in a nuclear accident is thus of primary
importance, and it is crucial to be able to predict how far the corium layer may flow (Piar,
Michel, Babik, Latché, Guillard and Ruggieri [1999]).

Focusing on the fluid mechanics aspects of the problem only (that is, heat transfer and
chemical reactions are not considered), the corium can be modeled as a yield stress fluid.
As a result of this particular rheological feature, the gravity-induced corium flow will actu-
ally stop at some point (in contrast to a purely viscous fluid), enabling the engineers to
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predict the width and thickness of the final layer as well as how far it has reached (Vola,
Babik and Latché [2004]). The cooling of the corium layer, due to heat transfer with the
surrounding environment, promotes the solidification of the material, which in turn slows
down the expansion of the layer (mainly because its yield stress and viscosity increase). An
additional issue is the heat transfer with the surface on which the corium is flowing (made
of concrete, usually). This surface is quite often severely altered as a result of melting and
erosion. Therefore, the prediction of the area covered by the corium layer, as it stops, allows
us also to improve the design and safety of nuclear plants, like applying a coating on the
concrete surface, or building this surface with another material than simple concrete (like,
for example, ceramic materials that withstand more efficiently the rough contact with the
corium material).

3. Constitutive laws

3.1. Generalities

A variety of constitutive equations of various form and complexity have been proposed in
the literature for modeling the rheological behavior of viscoplastic materials. Our objective
is not to discuss all of them, but (1) just to show how to start with the most basic law that
mimics the behavior of a yield stress fluid, and then (2) to derive a complex constitutive
equation that involves other properties beyond a nonzero yield stress.

The simplest, and at the same time the most relevant yield stress model is the Bingham
one (Bingham [1922]). This model has the following features:

• A nonzero yield stress, which is the threshold value beyond which the material
yields.
• A constant plastic viscosity at stress levels beyond the yield stress.

The Bingham model reads as follows:τ = 2µD+ τy
D
‖D‖

if ‖τ‖ > τy,

D = 0 if ‖τ‖ ≤ τy,

(3.1)

where τ denotes the extra-stress tensor, D = 1
2 [∇u+ (∇u)t] is the rate of strain tensor, u

is the medium velocity, τy is the yield stress, and µ is the plastic viscosity (that is, the fluid
phase viscosity). The norm ‖.‖ is the Euclidian one defined (with obvious notation) by

‖χ‖ =

√√√√1

2

∑
1≤i,j≤d

|χij|
2 , ∀ χ ∈ Rd × d, d = 1, 2, or 3. (3.2)

Starting from the Bingham model (3.1), the first additional feature is the shear-thinning
property of the plastic viscosity. This leads to the following Herschel–Bulkley model:τ = 2µ0γ̇

n−1D+ τy
D
‖D‖

if ‖τ‖ > τy,

D = 0 if ‖τ‖ ≤ τy,

(3.3)
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where n ∈ [0, 2] stands for the shear-thinning coefficient, γ̇ = 2‖D‖ is the generalized shear
rate and µ0 is the plastic viscosity at zero shear rate. Actually, when n ∈ [0, 1) (resp., n ∈
(1, 2]) the viscosity is shear-thinning (resp., shear-thickening).

Another simple two-parameter model, which implicitly shows a shear-thinning property
is due to Casson (Bird, Dai and Yarusso [1983]); this model (initially developed to model
the viscous behavior of blood) reads as follows:

√
τ =

√
τy

D
‖D‖
+
√

2µD if ‖τ‖ > τy, D = 0 if ‖τ‖ ≤ τy, (3.4)

which can be written as

τ = τy
D
‖D‖
+ 2(µ+ 2

√
τyµγ̇

−1/2)D if ‖τ‖ > τy, D = 0 if ‖τ‖ ≤ τy. (3.5)

Compared with the Herschel–Bulkley model, the viscosity of the Casson model converges to
a nonzero asymptotic value (namely µ) as γ̇ →+∞, and the total plastic viscosity depends
of the yield stress.

In order to emphasize the other possible properties of yield stress materials, we will go
back to the waxy crude oils. Indeed, these oils are good representatives of this class of fluids,
despite their well-known highly complex rheological behavior. Above the wax appearance
temperature (WAT), they behave like a simple Newtonian fluid. As the temperature drops
below the WAT, the viscosity starts to increase sharply and becomes sensitive to mechani-
cal constraints, in relation to the presence of paraffin crystals and the gel-like structure of
the materials. The mechanical properties of two Canadian artic crude oils (Cape Allison
and Bent Horn) are discussed in Cawkwell and Charles [1989]; this study shows high
thixotropic properties and a strong temperature and temperature history dependence. Sim-
ilarly, the mechanical properties of Australian (Jabiru, Johnson and McKee) and Chinese
(Da Qing) crude oils are discussed in Wardaugh and Boger [1987]; this study shows that
the rheological behavior of these oils is also strongly affected by the shear rate and temper-
ature history. Waxy crude oil can usually be modeled by a nonisothermal thixotropic and
viscoplastic constitutive equation. The models encountered in the literature consist of gen-
eralized standard viscoplastic models (Bingham’s or Herschel–Bulkley’s). In Ronningsen
[1992], one introduces the time dependence by merely allowing the yield stress and plastic
velocity to be functions of time. In Houska [1981] and Sestak, Charles, Cawkwell and
Houska [1987], one introduces, in the standard viscoplastic model, a scalar variable that
describes the structure of the material. This structure parameter obeys a first-order transient
differential equation, akin to a first-order chemical advection-reaction equation; moreover,
in the Houska’s model, one assumes that the yield stress and plastic viscosity are affine
functions of the structure parameter. In the early 1970s, Perkins and Turner (see Perkins
and Turner [1971]) developed a thixotropic model, in which the time effect is considered
through the cumulative strain undergone by the material. In this model, the yield stress and
the viscosity vary with the reciprocal of the cumulative strain, which, in turn, is a function
of time. From a temperature view point, in Cawkwell and Charles [1989] one extends
the Houska’s model to nonisothermal situations, by simply replacing the constant rheolog-
ical parameters of the model by temperature-dependent ones. In Hénaut [2002], the pres-
ence of gas voids in the oil bulk is evidenced; this imparts a kind of compressibility to the



496 R. Glowinski and A. Wachs Chapter 1

material. Recently, in Vinay, Wachs and Agassant [2006], one has extended the standard
Herschel–Bulkley model, in order to account for compressible effects.

Because of the lack of general thermodynamic theory of viscoplastic fluids, the thermal
effects in the constitutive equations rely on the temperature dependence of the rheological
parameters. In practice, the temperature dependence of the yield stress, and of the viscosity,
is provided by experimental data. The nonisothermal Bingham model can be written as
follows:τ = 2µ(θ)D+ τy(θ)

D
‖D‖

if ‖τ‖ > τy(θ),

D = 0 if ‖τ‖ ≤ τy(θ),

(3.6)

where θ denotes the temperature.
The inclusion of compressible effects requires, in principle, the introduction of a second

viscosity coefficient, denoted by ξ , here. Then, the compressible Bingham model reads as
follows:

τ = 2µD+
[(
ξ −

2

3
µ

)
∇ · u

]
I+ τy

D
‖D‖

if ‖τ‖ > τy,

D = 0 if ‖τ‖ ≤ τy,
(3.7)

where I denotes the identity tensor. If the material is assumed to be a Stokes fluid, that is the
viscosity forces are due to the shear only, but not from volume variation, then the second
viscosity coefficient vanishes, that is ξ = 0. In such a situation, the constitutive law of a
compressible Bingham fluid reads as follows:

τ = 2µ

[
D−

1

3
(∇ · u)I

]
+ τy

D
‖D‖

if ‖τ‖ > τy,

D = 0 if ‖τ‖ ≤ τy.
(3.8)

The introduction of time effects, that is of the thixotropy, in the constitutive equation has
been, and still is, a subject of extensive research. The reason of such investigations, derives
from the sheer nature of viscoplastic materials, which are often suspensions, soft materials,
polymers, and so on. The fine description and clear understanding of their microscopic struc-
ture should enable us to improve the derivation of constitutive equations at the mathematical
level. The yield stress and viscosity decays, observed experimentally, are essentially related
to a structure breakdown mechanism. Usually, this breakdown mechanism relies on a strain
and/or strain rate; various models have been proposed in the literature to describe this effect,
several of them being briefly discussed below.

3.2. The Houska’s model

In the Houska’s model (introduced in Houska [1981]), both the yield stress and viscosity
are divided into two parts:

1. A permanent (time-independent) part.

2. A thixotropic (time-dependent) part.
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Both the yield stress and viscosity are affine functions of a structure parameter λ, as
shown by

τy = τy0 + λτy1, (3.9)

µ = µ0 + λ1µ0, (3.10)

λ being a function of x and t taking its values in the closed interval [0, 1]. We have, accord-
ingly:

At λ = 0, the structure is completely broken down and the yield stress and viscosity
reach their minimal values.
At λ = 1, the material is fully structured and the yield stress and viscosity have their
maximal values.

The structure breakdown mechanism, which describes the yield stress and viscosity decays,
is driven by shear rate. The space-time distribution of the structure parameter relies on a
first-order equation (of the advection-reaction type), while the shear-thinning viscosity is
assumed to obey a power law. Finally, the complete Houska’s model reads as follows:τ = 2(µ0 + λ1µ0)γ̇

n−1D+ (τy0 + λτy1)
D
‖D‖

if ‖τ‖ > τy0 + λτy1,

D = 0 if ‖τ‖ ≤ τy0 + λτy1,

(3.11)

∂λ

∂t
+ u ·∇λ = a(1− λ)− bγ̇m, (3.12)

where µ0 denotes the permanent viscosity,1µ0 the thixotropic viscosity, τy0 the permanent
yield stress, τy1 the thixotropic yield stress, n the shear-thinning coefficient, a the buildup
parameter, b the breakdown parameter, and m an adjustable parameter.

Actually, a close inspection reveals that the Houska’s model is a generalized Herschel–
Bulkley model (see (3.3)), in which the rheological parameters, namely yield stress and
viscosity, are affine functions of the structure parameter λ.

3.3. The Perkins and Turner model

The Perkins and Turner model was introduced in the early 1970s (Perkins and Turner
[1971]) to mimic the thixotropic behavior of waxy crude oils. The thixotropy is handled by
allowing the rheological parameters to be functions of the cumulative strain. The underlying
idea implies that the more strained is the material, the more broken down should be the
microscopic structure. Consequently, yield stress and viscosity vary with the reciprocal of
the cumulative strain. The complete Perkins and Turner model reads as follows:τ = 2µ(ε)D+ τy(ε)

D
‖D‖

if ‖τ‖ > τy(ε),

D = 0 if ‖τ‖ ≤ τy(ε),

(3.13)

∂ε

∂t
+ u ·∇ε = γ̇ , (3.14)

τy(ε) =
τy

(1+ ε)b1
, µ(ε) = µ0 +

b2γ̇
b3−1

(1+ ε)b4
, (3.15)

where b1, b2, b3, and b4 are obtained by fitting experimental data.
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A simple analysis easily reveals that the models of Houska [(3.11), (3.12)] and Perkins
and Turner [(3.13)–(3.15)] are qualitatively very similar. The role of the structure parameter
λ in the Houska’s model is equivalent to the one of the cumulative strain ε in the Perkins
and Turner model. The main difference concerns the range in which these parameters vary:
λ(x, t) ∈ [0, 1], whereas ε(x, t) ∈ [0,+∞].

3.4. The phenomenological model of Chang, Nguyen, and Ronningsen

In Chang, Nguyen and Ronningsen [1999], one provides a descriptive model involving
thixotropy, creeping behavior, and elasticity. In fact, many investigators carried out experi-
ments that revealed the possibility of a creep motion of the material below the yield stress. If
the experiments are carried long enough, the material finally yields. This behavior is known
as the creeping below the yield stress and it considerably complicates the meaning given to
the yield stress. Actually, it follows from these observations that a timescale has to be intro-
duced in the model; moreover, after a prolonged mechanical constraint, the final yielding
may also be considered as a form of thixotropy. From these various considerations, Chang
et al proposed a two-yield stress concept, where

1. τye is the elastic limit yield stress, corresponding to the limit of elastic reversible
deformation in the material.

2. τys is the static yield stress, corresponding to the classical definition of the yield stress,
that is, a level of stress that needs to be exceeded to entail a flow.

Accordingly, if one applies a stress τw, Chang et al proposed three types of behavior,
namely:

1. If τw < τye, the material is subjected to reversible elastic deformation and there is no
flow.

2. If τye < τw < τys, the material undergoes a very small plastic deformation (creep
behavior) up to the yielding of the material, either because the applied stress τw

slowly increases with time, or because the yield stress τys slowly decreases with time
as a result of thixotropy (a slow structure breakdown mechanism).

3. If τw > τys, the applied stress overcomes the yield stress and the material starts flow-
ing.

The creeping behavior proposed by Chang et al also suggests that the yielding of the
material may be controlled by a critical strain or strain rate, instead of a critical stress as the
yield stress. But this issue goes far beyond the scope of this article.

4. Numerical methods

4.1. Generalities

No matter how sophisticated the yield stress rheological model may be at the mathematical
level, we still need to use a suitable method to deal with the two main difficulties associated
with yield stress models, namely:
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1. The nondifferentiability of the stress–strain rate relation at the yield point.

2. The indeterminate nature of the stress field below the yield point.

Because the simplest yield stress model, namely (3.1), exhibits these two features, we
will focus on the Bingham model in this section. Irrespective of the rheological model, the
flow of the material is governed by the following conservation equations:

• The mass conservation equation. We assume here that the material is incompress-
ible. It follows from this property that the mass conservation equation reduces to the
divergence-free condition for the velocity field, that is

∇ ·u = 0. (4.1)

• The momentum equation. This a well-known equation in Fluid Mechanics. Usually,
for the visco-plastic flows that we consider the advection terms are small compared
with the other terms and may be neglected. The momentum equation takes then the
following form:

ρ
∂u
∂t
−∇ · τ +∇p = f, (4.2)

where ρ (> 0) stands for the material density, p for the isotropic pressure, and where
f models the external forces (situations where f = 0 are fairly common).

Suppose now that the Bingham fluid is filling a bounded region (domain) � of Rd, d =
1, 2, or 3 and that (0,T) is a time interval. Let’s assume that Dirichlet boundary conditions
hold for the velocity field u on the boundary 0 of �. Assuming that the data f, g, and u0

are smooth enough, the transient creeping flow of a Bingham material satisfies the following
system:

{u(t), p(t)} ∈ (H1(�))d × L2(�), a.e. on (0, T),

ρ
∂u
∂t
−∇ · τ +∇p = f, in �× (0, T) (4.3)

∇ · u = 0 in �× (0, T) (4.4)τ = 2µD+ τy
D
‖D‖

if ‖τ‖ > τy,

D = 0 if ‖τ‖ ≤ τy,

(4.5)

u = g on 0 × (0,T), with
∫
0

g(t).n d0 = 0, a.e. on (0, T), (4.6)

u|t=0 = u0 with ∇ · u0 = 0. (4.7)

In the Bingham model (4.3)–(4.7):

1. The Sobolev space H1(�) is defined by

H1(�) =

{
v|v ∈ L2(�),

∂v

∂xi
∈ L2(�), ∀ i = 1, . . . , d

}
, (4.8)

the derivatives in (4.8) being in the sense of distributions (see, e.g., Tartar [2007]).
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2. We have used the notation ϕ(t) for the function x→ ϕ(x, t).

3. n denotes the unit outward normal vector at the boundary 0 of �.

With the exception of Szabo and Hassager (see Szabo and Hassager [1992]) who com-
puted the flow in the yielded regions only, and then tracked the yield surfaces with a remesh-
ing approach, there are mainly two families of computational methods. The methods of the
first family rely on variational inequality formulations, an approach pioneered in Duvaut
and Lions [1972a, 1976] for the mathematical analysis of Bingham flow problems, and fol-
lowed by others from a computational point of view (as in, e.g., Bristeau and Glowinski
[1974], Glowinski, Lions and Trémolières [1976, 1981], Fortin and Glowinski [1982,
1983], and Glowinski and Le Tallec [1989]). The associated computational methodol-
ogy relies on a variety of multiplier functions (Lagrange’s and others), the corresponding
solution algorithms being of the Uzawa type. As already mentioned, the underlying mathe-
matical developments may be difficult to follow for some, but the practical implementation
is fairly easy because of the modularity of the methodology. The methods of the second
family rely on regularization, this approach stemming from the recognition that the flow can
not be computed directly, and requires thus a mean to circumvent the nondifferentiability of
the constitutive law. Regularization methods have been applied, in Glowinski, Lions and
Trémolières [1976, 1981] to the numerical simulation of Bingham flow in cylinders; gen-
eralizations to Bingham flow in cavities can be found in Bercovier and Engelman [1980],
and Papanastasiou [1987]. Various regularization methods are available; their common
feature is the fact that they approximate the true, discontinuous constitutive law by a not only
continuous but differentiable one. The resulting approximate problem involves an operator
that is continuously differentiable, thus, allowing the use of the Newton’s method for the
computation of the solution. Regularization is achieved through the introduction of a param-
eter. This regularization parameter may be tuned so that the approximate model is as close
as desired to the exact one. In practice, the smaller the regularization parameter, the closer
the approximate model to the exact one.

The two approaches, briefly described above, have generated a large number of publi-
cations and have been widely used by practitioners, providing valuable results. The related
methods will be described below.

4.2. Multipliers techniques

For the methods of this family, the starting point is the availability of a variational for-
mulation of the mechanical problem under consideration. To the best of our knowledge, the
variational inequality formulation of the Bingham flow problem (4.3)–(4.7) is due to Duvaut
and Lions (see Duvaut and Lions [1972a, 1976]); this formulation can be found in Chapter
2 of this article. Basically, there are two families of multiplier-based algorithms, allowing
the numerical solution of the Bingham flow problem, through its variational inequality for-
mulation. One has, more precisely (and chronologically):

1. Projection-like algorithms based on the introduction of a (kind of) multiplier field
(not exactly of the Lagrange’s type).

2. Augmented Lagrangian algorithms based on the introduction of a Lagrange multiplier
field and of an additional strain rate tensor field.
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In order to show how to apply the variational methods discussed in Duvaut and Lions
[1976] (see also Glowinski, Lions and Trémolières [1976, 1981]) we consider the Bing-
ham model constitutive law defined by (3.1), assuming that both τ and D belong to
(L2(�))d×d. Using relatively simple results of Convex Analysis (available, for example, in
Ekeland and Temam [1999], and Ionescu and Sofonea [1986]), one can prove that (3.1)
has the following equivalent variational formulation (with dx = dx1 . . . dxd):

2
∫
�

µD : (q− D)dx+
√

2
∫
�

τy(|q| − |D|)dx

≥

∫
�

τ : (q− D)dx, ∀ q ∈ (L2(�))d×d, (4.9)

where S : T (resp., |S|) denotes the Fröbenius scalar product (resp., norm) of the two d × d
tensors S and T (resp., of the d × d tensor S), that is,

S : T =
∑

1≤i, j≤d

sij tij and |S| =
√

S : S =
√ ∑

1≤i, j≤d

s2
ij, ∀

S = (sij)1≤i,j≤d, T = (tij)1≤i,j≤d (4.10)

(we have thus | . | =
√

2‖ · ‖, with the tensorial norm ‖ · ‖ defined by (3.2)).
From the symmetry of τ , a variational formulation corresponding to the conservation

equations (4.1) and (4.2) reads as follows:∫
�

∇ · u qdx = 0, ∀ q ∈ L2(�), (4.11)

ρ

∫
�

∂u
∂t
· vdx+

∫
�

τ : D(v)dx−
∫
�

p∇ · vdx =
∫
�

f · vdx, ∀v ∈ (H1
0(�))

d, (4.12)

with H1
0(�) = {v|v ∈ H1(�),v = 0 on 0}. Combining (4.9), (4.11), and (4.12), we obtain

the following variational inequality formulation of the unsteady flow of an incompressible
Bingham fluid:

Find {u, p} ∈ (H1(�))d × L2(�) such that∫
�

∇ · u qdx = 0, ∀ q ∈ L2(�), (4.13)

ρ

∫
�

∂u
∂t
· (v− u)dx−

∫
�

p∇ · (v− u)dx+ 2µ
∫
�

D(u) : D(v− u)dx

+
√

2
∫
�

τy(|D(v)| − |D(u)|)dx ≥
∫
�

f · (v− u)dx, ∀ v ∈ (H1
0(�))

d, (4.14)

to be completed by (4.6) and (4.7); above, we have used the dot product notation for
the canonical Euclidian scalar product of two vectors of Rd. Applying, for example, the



502 R. Glowinski and A. Wachs Chapter 1

backward Euler scheme to the time-discretization of (4.6), (4.7), (4.13), (4.14), we obtain
(with 1t(> 0) a time discretization step that we suppose constant for simplicity):

u0
= u0, (4.15)

and for n ≥ 1, un−1 being known, we obtain un and pn from the solution of the following
system:∫

�

q∇ · un dx = 0, ∀ q ∈ L2(�), (4.16)

ρ

∫
�

un
− un−1

1t
· (v−un)dx+ 2µ

∫
�

D(un) : D(v− un)dx

−

∫
�

pn
∇ · (v− un)dx+

√
2
∫
�

τy(|D(v)| − |D(un)|)dx

≥

∫
�

f(n1t) · (v− un)dx, ∀v ∈ (H1
0(�))

d, (4.17)

un
= g(n1t) on 0. (4.18)

Assuming that the functions u0, f, and g are sufficiently smooth, it can be proved (see,
e.g., Duvaut and Lions [1972a, 1976]) that the system (4.16)–(4.18) has a unique solution
{un, pn

} in Vgn × L2
0(�), where Vgn = {v|v ∈ (H1(�))d, v = g(n1t) on 0} and L2

0(�) =

{q ∈ L2(�)|
∫
�

q dx = 0}. Actually, the above pair {un, pn
} is the unique solution of the

following saddle-point problem:

{un, pn
} ∈Vgn × L2

0(�),

Gn(un, q) ≤ Gn(un, pn) ≤ Gn(v, pn), ∀ {v, q} ∈Vgn × L2
0(�) (4.19)

with

Gn(v, q) =
1

2
ρ

∫
�

|v|2dx+1tµ
∫
�

|D(v)|2dx+1t
√

2
∫
�

τy|D(v)|dx

−1t
∫
�

q∇ · vdx−
∫
�

(1t f n
+ ρ un−1) · vdx. (4.20)

Both formulations (either as variational inequality or as a saddle-point problem) are clearly
an improvement when compared with the original formulation (4.3)–(4.7). The next step is
to derive a tractable computational method with good convergence properties. At this stage,
we see two main approaches:

1. The decomposition-coordination approach
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Here, one introduces an auxiliary additional variable d representing the strain rate tensor
D(u) (decomposition step). The saddle-point problem (4.19) is clearly equivalent to

{{un,dn
}, pn
} ∈Wgn × L2

0(�),

G∗n (un,dn, q) ≤ G∗n (un,dn, pn) ≤ G∗n (v,q, pn),∀ {{v,q}, q} ∈Wgn

× L2
0(�), (4.21)

another saddle-point problem, where

G∗n (v, q, q) =
1

2
ρ

∫
�

|v|2dx+1tµ
∫
�

|D(v)|2dx+1t
√

2
∫
�

τy|q|dx

−1t
∫
�

q∇ · vdx−
∫
�

(1t f n
+ ρ un−1) · vdx. (4.22)

and

Wgn = {{v, q}|v∈Vgn , q∈ (L2(�))d×d, D(v)− q = 0}. (4.23)

The coordination step consists in introducing a Lagrange multiplier field λn
∈ (L2(�))d×d

(homogeneous to a plastic stress tensor), to relax the constraint D(un)− dn
= 0. This leads

to the following saddle-point problem:

un
∈Vgn ,dn

∈ (L2(�))d×d,λn
∈ (L2(�))d×d, pn

∈L2
0(�),

L̃n( un,dn,µ, q) ≤ L̃n( un,dn,λn, pn)≤ L̃n( v,q,λn, pn),

∀ v∈Vgn ,q∈ (L2(�))d×d,µ∈ (L2(�))d×d, q∈L2
0(�), (4.24)

where the Lagrangian L̃n is defined by

L̃n(v, q, µ, q) = G∗n (v, q, q)+
∫
�

µ: (D(v)− q)dx. (4.25)

The Lagrangian functional L̃n can be augmented as follows:

L̃nr(v, q, µ, q) = L̃n(v, q, µ, q)+
1

2
r
∫
�

|D(v)− q|2dx, (4.26)

where r (>0) is the augmentation (in fact a penalty) parameter.
To solve the saddle-point problem (4.24), we advocate the Uzawa’s algorithms discussed

in, e.g., Fortin and Glowinski [1982, 1983], Glowinski and Le Tallec [1989] (actu-
ally, we used the algorithm called ALG2 in the above references). The advantage of this
approach is that it decouples, in some sense, the computation of un from that of dn. In par-
ticular, for {v, µ, q} given, the problem consisting in the minimization, with respect to q in
(L2(�))d×d, of the augmented Lagrangian L̃nr has a unique solution whose closed form is



504 R. Glowinski and A. Wachs Chapter 1

easy to compute, thus, circumventing the difficulties associated with the nondifferentiability
of the functional v→ 1t

√
2
∫
�
τy|D(v)|dx. In Chapters 2 and 3, we will return on the appli-

cation of augmented Lagrangian algorithms (such as ALG2) to the solution of viscoplastic
flow problems.

2. The orthogonal projection approach

This approach relies on the equivalence (proved for the first time in Duvaut and Lions
[1972a]; see also Duvaut and Lions [1976]) between the system (4.3)–(4.7) and the fol-
lowing one

{u(t), λ(t), p(t)} ∈ (H1(�))d × (L2(�))d×d
× L2(�), a.e. on (0, T)

ρ
∂u
∂t
− 2µ∇ · D(u)−

√
2τy∇ · λ+∇p = f in�× (0, T), (4.27)

∇ · u = 0 in�× (0, T), (4.28)

λ = λt, (4.29)

|λ(x, t)| ≤ 1, a.e. in �× (0, T), (4.30)

λ.D(u) = |D(u)|, (4.31)

u = g on 0 × (0, T), (4.32)

u(0) = u0. (4.33)

Relations (4.29)–(4.31) imply that, a.e. on (0, T),

λ(t) = P3(λ(t) + rD(u(t))), ∀ r > 0 (4.34)

and conversely; in (4.34): (i) 3 is the closed convex subset of (L2(�))d×d

(of (L∞(�))d×d, actually) defined by

3 = {µ|µ ∈ (L2(�))d×d, µ = µt, |µ(x)| ≤ 1, a.e. on �}. (4.35)

(ii) P3 is the orthogonal projection operator from (L2(�))d×d onto 3. One has

P3(µ(x)) =
µ(x)+ µt(x)

max(2, |µ(t)+ µt(x)|)
a.e. on�, ∀ µ ∈ (L2(�))d×d. (4.36)

Numerical simulation methods for Bingham flow, based on the equivalence between (4.3)–
(4.7) and (4.27)–(4.33), and taking advantage of (4.34), will be discussed in Chapter 2 (see
also Dean, Glowinski and Guidoboni [2007], and the references therein).

The computational methods derived from either the augmented Lagrangian or orthogonal
projection approaches are fairly modular, making them relatively easy to implement.

4.3. Regularization methods

The multiplier-based solution methods discussed in Section 4.2 rely on relatively sophis-
ticated tools from Convex Duality theory; moreover, the convergence of the associated
algorithms (of the Uzawa’s type, essentially) may be slow (although several techniques to
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speed up their convergence can be found in Chapter 2, and also in Dean, Glowinski and
Guidoboni [2007]). These facts explain why some practitioners have looked for conceptu-
ally simpler methods in order to simulate yield stress flows. Among these methods, one finds
the regularization methods, briefly mentioned already in Section 4.1. The idea behind the
regularization methods is pretty simple: it consists in approximating the nonsmooth consti-
tutive law modeling yield stress flows by a smoother one. A convenient approach to regular-
ization is to write the original constitutive law in terms of apparent (or equivalent) viscosity,
and then to approximate this viscosity by a smoother one making computations possible
without recourse to multipliers (through the Newton’s method, for example). For simplicity,
we will choose the Bingham model to describe some of these regularization procedures (the
generalization to more complicated viscoplastic models is straightforward). Thus, consider-
ing the constitutive law (3.1) of the Bingham model, we observe that (3.1) is equivalent to
the following system:

τ = 2µeD(u) (4.37)

µe = µ+
τy

2‖D(u)‖
. (4.38)

The above system is obviously well-suited to yielded regions, that is, regions where the
strain-rate tensor D(u) is nonzero. However, if ‖D(u)‖ → 0, that is ‖τ‖ → τy , then
µe →+∞, preventing the use of standard computational methods. The basic idea behind
regularization is to approximate the above nonsmooth equivalent viscosity µe by µe,ε which
is finite everywhere, although necessarily “very” large in those regions where µe = +∞.
Let us give our readers some justification for the use of regularization procedures:

1. From a practical point of view, regularization is a way to make computations possi-
ble (via the Newton’s method, for example), and to obtain, at the same time solutions
close to the actual one if the regularization parameter ε is “small enough” (actu-
ally, this requires also the usual space-time discretization parameters to be also small
enough, but there is nothing new with this requirement).

2. From a rheological point of view, some scientists claim that regularized models are
in fact closer to the physical reality since true yield stress fluids do not exist, and
that in any case the material under consideration will strain, though very slightly.
This argument takes us back to the yield stress “myth” and the wild debate that many
rheologists have “enjoyed” for the last thirty years (see Section 1); in this article we
will not further enter in this debate (the interested readers should look at Barnes and
Walters [1985], and Barnes [1999]).

3. From a mathematical point of view, regularization provides procedures to approxi-
mate nondifferentiable functionals and operators by smoother ones. Some ‘classical’
regularization procedures (formulated in term of equivalent viscosity) are described
below:

a. The exponential model of Papanastasiou [1987]:

µe,ε = µ+
τy

2‖D(u)‖

(
1− e

−2|D(u)‖
ε

)
. (4.39)
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b. The model of Bercovier and Engelman [1980]:

µe,ε = µ+
τy√

ε2 + 4‖D(u)‖2
. (4.40)

Actually, the regularization procedure associated with (4.40) is discussed in,
e.g., Cea and Glowinski [1972], Glowinski, Lions and Trémolières [1976,
1981].

c. The simple algebraic model employed in Allouche, Frigaard and Sona
[2000] (and likely elsewhere, previously):

µe,ε = µ+
τy

ε + 2‖D(u)‖
. (4.41)

Of these three models the easiest one to employ is clearly the second one
since it provides a C∞ approximation of µe (making it thus very suitable for
solution methods à la Newton’s). In Chapter 2, we will discuss some of the
approximation properties of (4.40).

Remark 4.1. A related, but slightly different approach has been proposed in Beverly and
Tanner [1992]. It is known as the biviscosity model. Essentially, it consists in introducing a
critical shear rate γ̇c, as small as possible, and a second viscosity µ̄, as large as possible, so
that

τ =


2µ̄D(u), if ‖D(u)‖ ≤ γ̇c,

2µD(u)+
D(u)
‖D(u)‖

τy, otherwise.
(4.42)

In other words, unyielded regions are replaced by very viscous ones delineated by the
critical shear rate γ̇c. This model does not regularize the constitutive equation (which is
still nondifferentiable) it improves, however, the computational capabilities of the origi-
nal Bingham model because the apparent viscosity can be computed whatever is the strain
rate.

Remark 4.2. In Chapter 2 we will discuss, and investigate computationally, a novel reg-
ularization method. This method is more sophisticated than the ones discussed just above
because it relies on a regularization of the dual problem, namely of the problem which has
as solution the tensor-valued function λ encountered in (4.27)–(4.33), after (formal) elimi-
nation of u. To the best of our knowledge, this new regularization method was introduced in
Dean, Glowinski and Guidoboni [2007].

The two approaches we just discussed (namely, the one based on multipliers and the
one based on regularization) have been extensively used for actual computations. In the
next section, we will report on the results, we are aware of, obtained by viscoplasticity
practitioners using the methods briefly described earlier.



Section 5 Viscoplastic Fluid Flow: A Review 507

5. A brief history of computational viscoplasticity

Our goal in this section is to present the computational results obtained by the viscoplas-
ticity community during the last three decades. The list of references below is obviously
incomplete and we apologize to those colleagues whose contributions are not quoted below,
although they deserve to be.

The simplest problem that is conceivable is the simple shear flow. In particular, the
Poiseuille flow in a plane channel or in an axi-symmetric duct has received a great attention.
The main reason for the particular attention given to these test problems is the possibility to
obtain exact analytical solutions, which is highly valuable in order to “measure” the accu-
racy of computational methods and to validate their computer implementations. Besides,
pipeline flows are fairly common in industry, Oil & Gas and Mining, in particular. The ana-
lytical solution of the Poiseuille flow can be found in many publications (e.g., Glowinski,
Lions and Trémolières [1976, 1981], and Glowinski [1984, 2008]). In Bristeau [1975],
Bristeau and Glowinski [1974] the authors provide an error analysis of the finite-element
approximation of the Bingham flow problem. The Poiseuille flow of a Bingham fluid in
a cylinder has been recently revisited by Saramito and Roquet in the particular case of a
square cross section (see Roquet [2000], and Saramito and Roquet [2001]). In the two
above references, the flow simulator relies on an augmented Lagrangian method combined
with an adaptive mesh generator allowing a highly accurate tracking of the yield surface.
The methodology developed by the two above practitioners has proved to be quite efficient
at providing accurate yielded/unyielded region patterns. Even more recently, the augmented
Lagrangian methodology has been extended, by Huilgol and You to Herschel–Bulkley and
Casson fluid flow in pipes of both circular and square cross-section (cf. Huilgol and You
[2005]).

Another test problem that has been extensively investigated concerns the flow of a Bing-
ham fluid in a two-dimensional lid-driven cavity. Publications dealing with this specific test
problem are quite numerous; let us mention among many others Fortin and Glowinski
[1982, 1983], Mitsoulis and Zisis [2001], Dean and Glowinski [2002], Vola, Boscardin
and Latché [2003], Glowinski [2003], Dean, Glowinski and Guidoboni [2007] (see also
Chapter 2, Section 17 of this article). Both, multipliers techniques and regularization meth-
ods have been applied successfully to the numerical simulation of such a flow. It is the opin-
ion of the authors of the present article that the main reasons, explaining why this problem
has motivated so many investigators, are as follows: (1) It is a very common problem in Fluid
Mechanics. (2) Unlike Poiseuille flows in channels and cylinders whose velocity is a scalar
quantity, it leads to a genuine two-dimensional flow problem (albeit, the simplest one) where
the unknown velocity is a two component vector-valued function. (3) Last but not least, this
problem is a natural generalization of the most documented test problem in Computational
Fluid Mechanics, namely, the simulation of a lid-driven incompressible Newtonian viscous
flow in a square cavity; looking at the changes brought by the extra-viscous term associ-
ated with the non-Newtonian behavior is an interesting issue in itself. Let us describe what
various numerical simulations have shown concerning this test problem: At low Reynolds
numbers, the flow is fully governed by the Bingham number, that is the magnitude of the
yield stress. For a Bingham material, the flow pattern is well-known: assuming that the
upper side of the cavity moves tangentially with uniform velocity while the other parts of
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the boundary do not move, unyielded regions are located in the two lower corners and in
the center of the recirculation region (as shown in, e.g., Fig. 17.5 of Chapter 2); the former
regions are dead zones, that is regions where the flow velocity is zero, while the latter enjoys
a rigid body motion. The size of the unyielded regions grows with the Bingham number. The
results available in the literature are fairly close to each others, with however some slight
variations in the intensity and position of the central vortex, as well as in the precise shape
of the unyielded regions. Nowadays, the hydrodynamics of the two-dimensional lid-driven
Bingham flow in a square cavity seems to be well understood; this explains why this par-
ticular flow problem is commonly used to validate new computational methods (indeed, in
Chapter 3, we will use this flow problem to validate the finite-volume/augmented Lagrangian
simulation method discussed there).

Another popular benchmark problem is provided by the flow past an obstacle, either a
disk in two dimensions or a sphere in three dimensions. Similarly to the two-dimensional lid-
driven flow in a square cavity, this type of flow has received a considerable attention from
the Computational Fluid Dynamics community, for all types of fluids and flow regimes. The
case of low Reynolds numbers viscoplastic flow is particularly interesting for the following
reasons:

1. The yield surfaces can not be intuitively guessed, and this has led to some erroneous
interpretation of the flow kinematics.

2. The prediction of the obstacle drag coefficient provides a good benchmark problem
to compare and validate numerical methods and their computer implementations.

3. Solving this problem may help solving a reciprocal one, namely the settling of a
rigid body in a quiescent viscoplastic fluid, an important issue being to know if the
rigid body will move under the effect of its own weight (buoyancy forces). Intro-
ducing (as in Chhabra [2006]) a yield gravity parameter YG defined by YG =

τy
gd1ρ ,

where g is the gravity acceleration, d is the sphere diameter, and 1ρ is the density
difference; there exists a critical value of YG below which the sphere will start mov-
ing. Various laboratory experiments have produced critical values of YG in the inter-
val [0.04, 0.08] (for more details, see Chhabra [2006], an excellent book indeed).
From a computational point of view, this flow problem has been addressed by Beris,
Tsamopoulos, Armstrong and Brown [1985], Blackery and Mitsoulis [1997],
Beaulne and Mitsoulis [1997], Liu, Muller and Denn [2002], all using a regu-
larization method based on the Papanastasiou approximation (4.39). They all predict
a similar yielded/unyielded region pattern, namely: rigid zones attached to the sphere
at the leading and trailing edges and a yielded region surrounding the sphere that, in a
cross plane, looks like two disks partially superposed. Concerning the critical value of
YG, all these authors found YG ≈ 0.048. Surprisingly, the flow of a viscoplastic fluid
past a disk in either a bounded or unbounded region (clearly, the two-dimensional
analog of the flow past a sphere) has received less attention (likely because less
physical). This problem has been investigated in Zisis and Mitsoulis [2002],
Mitsoulis [2004] using regularization methods, and in Roquet [2000], Roquet
and Saramito [2003] using an augmented Lagrangian method combined with an
adaptive mesh generator, which refines the mesh in the neighborhood of the yield sur-
faces (as in Saramito and Roquet [2001]), allowing thus an accurate tracking of the
yield/unyielded interface. The settling of rigid disks in a bounded cavity containing
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a Bingham fluid is discussed in Dean, Glowinski and Pan [2003]; the numerical
experiments presented there suggest that if a two-dimensional analog of YG is large
enough, the disks stop settling in finite time before reaching the bottom of the cavity.

A last type of test problems, favored by computational rheologists, is provided by con-
traction or expansion flows, either plane or axisymmetric, also referred as entry or exit
flows, respectively. These problems have been thoroughly investigated when the fluid is
viscoelastic because in that case, the viscoelastic extra-stress tensor develops a singular-
ity at re-entrant corners; less attention has been given to their viscoplastic analogs. Let us
mention, however, the following contributions: Abdali, Mitsoulis and Markatos [1992],
Mitsoulis, Abdali and Markatos [1993], Mitsoulis and Huilgol [2004], all using reg-
ularization, and Coupez, Zine and Agassant [1994] using an augmented Lagrangian
method. The flow pattern is pretty simple: upstream and downstream of the contraction the
flow is of the Poiseuille type with a central plug region, however the recirculation region of
the Newtonian case becomes a stagnant zone with zero velocity. When the flow is driven
by a pressure difference 1P between the inlet and outlet, a challenge is to identify the
critical value of 1P below which there is no flow and the whole domain is unyielded. It
is worth noticing that this type of test problems has motivated one of the few successful
three-dimensional viscoplastic flow simulations, namely, the one discussed in Burgos and
Alexandrou [1999] for a Herschel–Bulkley flow in a square duct with a 1:2 expansion.

Many industrial applications involve pipe flows through circular or annular cross-
sections. In particular, in the Oil & Gas industry, pipelining is extensively used either for
drilling operations or for crude transportation. In drilling operations, mud or cement slurry
flow through a circular pipe downward, and through an annular one upward (as shown in
Fig. 2.1). This type of flow has been investigated in Walton and Bittleston [1991],
Szabo and Hassager [1992], Nouri, Umur and Whitelaw [1993], Nouri and Whitelaw
[1994], Hussain and Sharif [2000], for either Bingham or Herschel–Bulkley viscoplastic
fluids. The two main objectives of these investigations were as follows: (1) The description
of the unyielded regions. (2) To find the influence of the possible eccentricity between the
circular and annular pipes on the relation pressure drop→ flow rate. There exists, in partic-
ular, a critical value of the eccentricity-depending of the Bingham number-above for which
the narrow side of the annular pipe is a stagnant zone. The flow of two Bingham fluid mix-
tures has been investigated in Frigaard and Scherzer [1998, 2000], Moyers-Gonzalez
and Frigaard [2004], in order to mimic cementing processes in drilling operations. These
authors explored the zero flow limit, both with regularization and augmented Lagrangian
methods and showed the advantages of the second approach for computing this limit. Also,
in the particular case of two Bingham fluids in an inclined pipe, with the heavier fluid on
top of the lighter one, the above authors were able to provide some criterion on the stability
of the configuration, that is whether the yield stress will be able to sustain the density dif-
ference (and no transverse flow will occur) or not; this is an important issue concerning the
efficiency of cementing processes.

Beyond the relatively simple situations which have been considered so far (incompress-
ible, isothermal, mostly single-phase) these past few years have witnessed some original
and more advanced work in an attempt to simulate situations involving a more com-
plex physics. Indeed, computational viscoplasticity seems to have reached a turning point
where, the basic computational methods being well understood (despite the fact that there
is still room for progress for incompressible single-phase flows, such as speeding up the
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convergence of the solution algorithms), many practitioners are eager to consider more
complex and realistic situations. In that direction, let us mention Mitsoulis, Abdali and
Markatos [1993], Nouar, Desaubry and Zenaidi [1998], Nouar, Benaouda-Zouaoui
and Desaubry [2000], Vinay, Wachs and Agassant [2005], Zhang, Vola and Frigaard
[2006] for flow with heat transfer; Dimakopoulos and Tsamopoulos [2003], Vola, Babik
and Latché [2004] for free surface flows; Davidson, Nguyen, Chang and Ronningsen
[2004], Vinay, Wachs and Agassant [2006] for compressible flows; and Dean, Glowin-
ski and Pan [2003], Yu and Wachs [2007] for particulate flows.

In all fairness, we have to also mention that significant progresses have been made in
viscoplasticity, at the theoretical, analytical, and experimental levels; for conciseness, they
will not be addressed in this article. From a computational standpoint, the more complex
problems discussed in the references given just above, do not seem to cause any particu-
lar difficulties, as testified by the numerical experiments reported in these references; this
suggests that the regularization-based and multiplier-based methods used there apply on
problems more complicated than those which motivated their introduction. Although the
regularization and multiplier methods seem to differ substantially, they are all of the fixed-
point type and have shown slow convergence when yield stress effects dominate the flow.
In Chapter 2, we will report on various techniques (some introduced in He and Glowinski
[2000] and further improved in Dean, Glowinski and Guidoboni [2007]), which speed
up the convergence of the multiplier/projection methods. In Chapter 2, we will also report
on a method combining regularization and multipliers; this method (introduced in the ref-
erence just above) has the interesting property that its speed of convergence improves as
τy increases, everything else being the same. Another important computational issue is the
accurate tracking of the yield surfaces; in Frigaard and Nouar [2005], the authors point
to some drawbacks of the regularization methods concerning this issue, particularly when
compared with multiplier methods in some specific situations (such as the stability of the
yield surfaces). Having said that, regularization methods are still widely used and provide
valuable results. Actually, a part of this debate between regularization and multiplier meth-
ods concerns the dependence of the computed solutions, and therefore of the yield surfaces,
on the magnitude of the regularization parameter, which, ideally, should be taken as small
as possible, which is not realistic for reasons that have to do with the condition number
of the approximate problem. However, the convergence criterion of augmented Lagrangian
method relies on the satisfaction of the constraint d− D(u) = 0, which at a computational
level translates as ‖d− D(u)‖ ≤ ε, implying that the computed solution is ε-dependent. The
compared sensitivities of regularization and multiplier methods to their respective small
parameters is a complicated and largely open issue. However, what is clear is the supe-
rior ability of multiplier-based methods to simulate the flow cessation or no-flow limit;
this is a significant advantage over regularization methods (let us mention again that the
multiplier/regularization method discussed in Chapter 2 seems to combine the best of both
worlds).

To conclude this long section, we have reported in Table 5.1 below some useful references
from Computational Viscoplasticity:

The list of references in Table 5.1 is far being exhaustive; more references will be
given in the following chapters (see also the article by R. Hoppe and W. Litvinov, on
the simulation of electro-rheological flow, in this volume of the Handbook of Numerical
Analysis).
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Table 5.1
Some useful references from Computational Viscoplasticity

Type of problems References

Poiseuille flow in a cylinder Glowinski [1974], Glowinski, Lions and Trémolières [1976,
1981], Bristeau and Glowinski [1974], Roquet [2000],
Saramito and Roquet [2001], Huilgol and You [2005],
Walton and Bittleston [1991], Hussain and Sharif [2000],
Szabo and Hassager [1992], Nouri, Umur and Whitelaw
[1993], Nouri and Whitelaw [1994]

Two-dimensional lid-driven cavity flow Fortin and Glowinski [1982, 1983], Glowinski and Le Tallec
[1989], Dean and Glowinski [2002], Glowinski [2003],
Mitsoulis and Zisis [2001], Vola, Boscardin and Latché
[2003]

Flow past an obstacle Beris, Tsamopoulos, Armstrong and Brown [1985],
Blackery and Mitsoulis [1997], Zisis and Mitsoulis [2002],
Mitsoulis [2004], Liu, Muller and Denn [2002], Roquet
[2000], Roquet and Saramito [2003]

Contraction or expansion flow Abdali, Mitsoulis and Markatos [1992], Mitsoulis, Abdali
and Markatos [1993], Coupez, Zine and Agassant [1994],
Burgos and Alexandrou [1999], Mitsoulis and Huilgol
[2004]

Two-fluid flow Frigaard and Scherzer [1998, 2000], Moyers-Gonzalez and
Frigaard [2004]

Flow with heat transfer Mitsoulis, Abdali and Markatos [1993], Nouar, Desaubry
and Zenaidi [1998], Nouar, Benaouda-Zouaoui and
Desaubry [2000], Vinay, Wachs and Agassant [2005],
Zhang, Vola and Frigaard [2006]

Free surface flow Dimakopoulos and Tsamopoulos [2003], Vola, Babik and
Latché [2004]

Compressible flow Vinay, Wachs and Agassant [2006], Davidson, Nguyen,
Chang and Ronningsen [2004]

Particulate flow Dean, Glowinski and Pan [2003], Yu and Wachs [2007]

Nonisothermal electrorheological flow Hoppe and Litvinov [2004]

6. Conclusion

The main objective of this chapter was to give the reader an overview of the main mathe-
matical and computational aspects of viscoplasticity. Viscoplastic materials are involved in
a wide range of industrial processes and geological flows, from tooth-paste to avalanches of
granular matter. Many breakthroughs have been achieved since (1) the pioneering work of
Bingham on the description of the material rheological behavior, (2) the investigations
of, e.g., Duvaut, J.L. Lions, Glowinski, Trémolières, and Papanastasiou on the construction
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of efficient computational methods for the simulation of viscoplastic flows. On-going
theoretical and experimental studies constantly improve the understanding of the specific
behavior of this class of materials, including modifications of the basic models (such
as Bingham’s) in order to include effects such as thixotropy, temperature dependence,
compressibility, electro-magnetism, and so on. Two families of numerical methods are avail-
able to the practitioners, both fairly easy to implement. The application of these methods has
led to an abundant literature, describing these methods, the test problems, and the related
numerical results (some of the corresponding references are given in Table 5.1).

In the three following chapters, we will focus on some of the issues mentioned in the
present chapter. The discussion will include convergence studies, the description of new
algorithms, applications going much beyond the basic Bingham’s model, etc. A particular
attention will be given to multiplier methods.



Chapter 2

Bingham Flow In Cylinders and
Cavities

7. Introduction and Synopsis

As already mentioned in Chapter 1, the numerical simulation of Bingham fluid flow has
been, for many years, the subject of intensive scrutiny. Among the reasons explaining this
situation, let us mention:

1. The fact that materials as diverse as fresh concrete, tortilla dough, fruit-syrup mix-
tures, blood in the capillaries, mud used in drilling technologies, tooth paste, etc. . . ,
have a Bingham medium behavior, namely: below a certain stress yield, the material
enjoys rigidity; above this yield, the above material behaves like an incompressible
viscous fluid.

2. For applied mathematicians and numerical analysts, Bingham flow modeling has
been a permanent source of challenging problems for many decades already, the main
breakthrough in this direction being the variational inequality formulation due to G.
Duvaut and J.L. Lions (see, e.g., Duvaut and Lions [1972a, 1976]).

3. Bingham media are, in some sense, the simplest viscoplastic materials encountered
in Continuum Mechanics, and the various aspects of their analysis has proved helpful
when considering viscoplastic flow with more complicated constitutive law (like, for
example, the nonisothermal compressible and thixotropic viscoplastic flow discussed
in Chapter 3).

4. The following quotation from Balmforth and Frigaard [2007a] (listing the most
important developments in viscoplasticity in recent years):

“For good or bad, the Bingham model is the theoretical paradigm in the field.”

Our goal in this chapter (which follows closely Dean, Glowinski and Guidoboni
[2007]) is to review several of the approaches we are aware of, concerning the numerical
simulation of Bingham flow. Roughly speaking, there exist two main approaches: one based
on regularization procedures and, the other based on the use of multipliers. There is no way
that we can describe all the related methods in this chapter; we will discuss, nevertheless,
quite a few of them, considering first the case of Bingham flow in cylindrical pipes and then
the more general case of Bingham flow in multidimensional cavities.

It has become practically impossible to give all the references related to the modeling
and simulation of Bingham fluid flow (more than 18,000 entries in Google Scholar as of
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October 12, 2007); in addition to Duvaut and Lions [1972a, 1976], Dean, Glowinski and
Guidoboni [2007], let us mention, among many others, Prager [1961], Germain [1973],
Glowinski and Le Tallec [1989], Guyon, Hulin and Petit [2001], Balmforth and
Frigaard [2007b] (see also the references therein and those given in Chapter 1).

8. On the modeling of Bingham viscoplastic flow

The material in this section is pretty classical. It has been introduced here to fix the nota-
tion and to remind of some basic facts concerning the mathematical modeling of Bingham
flow. Let thus � be a domain (i.e., an open and connected region) of Rd (d = 2 or 3 in
applications); we denote by 0 the boundary of �. The isothermal flow of an incompressible
Bingham viscoplastic medium, during the time interval (0, T), is modeled by the following
system of equations (clearly of the Navier–Stokes type):

ρ

[
∂u
∂t
+ (u ·∇)u

]
= ∇ · σ + f in �× (0,T), (8.1)

∇ ·u = 0 in �× (0,T), (8.2)

σ = −pI+
√

2τy
D(u)
|D(u)|

+ 2µD(u), (8.3)

u(0) = u0 (with ∇ ·u0 = 0). (8.4)

For simplicity, we shall consider only Dirichlet boundary conditions, namely:

u = u0 on 0 × (0, T) with
∫
0

u0(t) ·n d0 = 0, a.e. in (0, T). (8.5)

In system (8.1)–(8.5):

• ρ (resp., µ and τy) is the density (resp., are the viscosity and plasticity yield) of the
Bingham medium; we have ρ > 0, µ > 0, and τy > 0.
• f is a density of external forces.
• D(v) = 1

2 [∇v+ (∇v)t](= (Dij(v))1≤i,j≤d), ∀ v ∈ (H1(�))d, and |D(v)| is the
Fröbenius norm of tensor D(v), that is

|D(v)| =

 ∑
1≤i, j≤d

|Dij(v)|2

 1
2

.

• n is the outward unit normal vector at 0.
• We have denoted (and will denote later on) by φ(t) the function x→ φ(x, t).

We observe that if τy = 0, system (8.1)–(8.5) reduces to the Navier–Stokes equations
modeling isothermal incompressible Newtonian viscous fluid flow. Having said that, if τy >

0 the above model makes no sense on the (rigid) set

Q0 = {{x, t}|{x, t} ∈ �× (0,T), D(u)(x, t) = 0}.
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Following Duvaut and Lions [1972a, chapter 6], [1976, chapter 6], we eliminate the above
difficulty by considering instead of the (doubly) nonlinear system (8.1)–(8.5) the following
variational inequality model (where dx = dx1 . . . dxd):

Find {u(t), p(t)} ∈ (H1(�))d × L2(�) such that a.e. in (0, T) we have

ρ

∫
�

∂u
∂t
(t) · (v− u(t))dx+ ρ

∫
�

(u(t) ·∇)u(t) · (v− u(t))dx

+ µ

∫
�

∇u(t) : ∇(v− u(t))dx+
√

2τy[ j(v)− j(u(t))]

−

∫
�

p(t)∇ · (v− u(t))dx ≥
∫
�

f(t) · (v− u(t))dx, ∀ v ∈ V0(t), (8.6)

∇ ·u(t) = 0 in �, (8.7)

u(0) = u0, (8.8)

u(t) = u0(t) on 0, (8.9)

with, in (8.6),

j(v) =
∫
�

|D(v)|dx, ∀ v ∈ (H1(�))d, (8.10)

V0(t) = {v|v ∈ (H1(�))d, v = u0(t) on 0} (8.11)

and S : T =
∑d

i=1
∑d

j=1 sijtij,∀ S = (sij)1≤i,j≤d,T = (tij)1≤i,j≤d ∈ Rd×d.
Various comments concerning formulation (8.6)–(8.9) can be found in, e.g., [2003, chap-

ter 10]. The variational inequality formulation of temperature-dependent Bingham flow can
be found in, e.g., Duvaut and Lions [1972b] (see also Vinay, Wachs and Agassant [2005]
(and Chapter 3) for a discussion of another type of temperature-dependent viscoplastic flow).

In the following sections, we are going to review a variety of computational techniques,
which have been developed during the last four decades for the solution of problems (8.1)–
(8.5) and (8.6)–(8.9). For simplicity, we will start our discussion with Bingham flow in cylin-
ders, and then consider flow in bounded multidimensional cavities.

Remark 8.1. It follows from Duvaut and Lions [1972a, 1976] that there exists a tensor-
valued function λ such that the formulation (8.6)–(8.9) is equivalent to

ρ

[
∂u
∂t
+ (u ·∇)u

]
= ∇ · σ + f in �× (0,T), ∇ ·u = 0 in �× (0,T),

u = u0 on 0 × (0, T), u(0) = u0 (8.12)

with

σ = −pI+ 2µD(u)+
√

2τyλ, (8.13)

λ : D(u) = |D(u)|, λ = λt, |λ| ≤ 1. (8.14)

We can take advantage of the above formulation to solve (8.6)–(8.9) numerically, as shown
in Section 17. Incidentally, assuming that u, p, and λ are known, relation (8.13) provides
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the stress tensor σ everywhere in �× (0, T) (this includes the rigid set Q0). The tensor-
valued function

√
2 τy λ can be viewed as the extra-stress tensor associated to the viscoplas-

tic behavior of the medium.

9. Bingham flow in cylinders: (I) Formulation

The isothermal and unsteady axial flow of an incompressible viscoplastic Bingham fluid
in an infinitely long cylinder of (bounded) cross-section � is (formally) modeled by the
following nonlinear parabolic equation (where 0 is the boundary of �):

ρ
∂u

∂t
− µ∇

2u− τy∇ ·

(
∇u

|∇u|

)
= C in �× (0, T), u = 0 on 0 × (0, T),

u(0) = u0. (9.1)

In system (9.1), (1) u is the axial velocity of the flow, i.e., u = {0, 0, u}, assuming that
the fluid flows in the Ox3-direction, � being parallel to the (Ox1,Ox2)-plane. (2) C is the
pressure drop per unit length (it is a function of t only, and possibly a constant). System (9.1)
is a particular case of (8.1)–(8.5).

Before going further, let us observe that (as in Section 8, for (8.1)–(8.5)), model (9.1)
makes no sense in the (space-time) rigid region

Q0 = {{x, t}|{x, t} ∈ �× (0,T), ∇u(x, t) = 0}.

There are classically two approaches to overcome the above difficulty, namely the regular-
ization and the multiplier approaches; both will be discussed hereafter.

10. Bingham flow in cylinders: (II) the regularization approach

Let ε be a small positive parameter. The idea here is to replace system (9.1) by the following
well-posed nonlinear parabolic problem:

ρ
∂uε
∂t
− µ∇

2uε − τy∇ ·

(
∇uε√

ε2 + |∇uε|2

)
= C in �× (0, T),

uε = 0 on 0 × (0, T),

uε(0) = u0. (10.1)

We will return on the approximation properties of uε in Section 11. Let us mention that the
above regularization procedure has been widely used, not only in Viscoplasticity, but also in
Image Processing (see, e.g., Chan, Golub and Mulet [1999] and the references therein).
It has however some drawbacks, a major one being that if C = 0, the well-known property
that u(t)→ 0 in finite time, as t increases, is lost (as is the interface between the rigid and
fluid regions). An alternative to regularization is provided by the multiplier approach, to be
discussed in the following section.
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Remark 10.1. Other regularization procedures can be found in Papanastasiou [1987] (see
also Chapter 1, Section 4.3).

11. Bingham flow in cylinders: (III) variational inequality formulation.
The multiplier approach

It follows from Duvaut and Lions [1972a, 1976] that a mechanically and mathematically
correct formulation of (9.1) is provided by the following variational inequality type model:

u(t) ∈ H1
0(�), a.e. in (0, T),

ρ

∫
�

∂u

∂t
(v− u(t))dx+ µ

∫
�

∇u(t) ·∇(v− u(t))dx

+ τy[ j(v)− j(u(t))] ≥ C
∫
�

(v− u(t))dx, ∀v ∈ H1
0(�), u(0) = u0 (11.1)

with

j(v) =
∫
�

|∇v|dx. (11.2)

It follows from, e.g., Duvaut and Lions [1972a, 1976] that problem (11.1) has a unique
solution.

Remark 11.1. In order to be rigorous, we should replace in (11.1) the term
∫
�

∂u

∂t
(t)(v−

u(t))dx by

〈
∂u

∂t
(t), v− u(t)

〉
, where 〈. , .〉 denotes the duality pairing between H−1(�) (the

dual space of H1
0(�)) and H1

0(�), which coincides with the canonical L2(�)-scalar product
when the first argument is sufficiently smooth so that it belongs to L2(�); this observation
applies also to the first integral in (8.6). However, following in that a well-established tradi-
tion (initialized very likely by J.L. Lions), we will keep the integral notation used in (11.1)
(and (8.6)).

The following mathematical results hold, all important from a computational point of
view. The first one concerns the approximation properties of the regularization procedure
defined by (10.1); it reads as follows:

Theorem 11.1. Let u and uε be the respective solutions of problems (11.1) and (10.1); we
have then, if u0 ∈ L2(�),

‖uε(t)− u(t)‖L2(�) ≤

√
τy|�|

µλ0

√
1− exp

(
−

2µλ0

ρ
t

)
√
ε, ∀ t ∈ [0, T], (11.3)

with |�| = meas.(�) and λ0(>0) the smallest eigenvalue of −∇2 operating in H1
0(�).
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Proof. Let us define jε : H1(�)→ R by

jε(v) =
∫
�

√
ε2 + |∇v|2dx. (11.4)

The functional jε is clearly convex and C∞ over H1(�); moreover,

0 < jε(v)− j(v) = ε2
∫
�

dx√
ε2 + |∇v|2 + |∇v|

≤ ε|�|, ∀ v ∈ H1(�). (11.5)

It follows from Duvaut and Lions [1972a, 1976] (and from the convexity and differentiabil-
ity properties of the functional jε) that there is equivalence between the nonlinear parabolic
problem (10.1) and the parabolic variational inequality problem

uε(t) ∈ H1
0(�) a.e. in (0, T),

ρ

∫
�

∂uε
∂t
(v− uε(t))dx+ µ

∫
�

∇uε(t) ·∇(v− uε(t))dx+ τy[ jε(v)− jε(uε(t))]

≥ C
∫
�

(v− uε(t))dx,∀v ∈ H1
0(�), uε(0) = u0. (11.6)

Take v = uε(t) in (11.1) (resp., v = u(t) in (11.6)). We obtain then by addition that

ρ

∫
�

∂

∂t
(uε − u)(t)(uε − u)(t)dx+ µ

∫
�

|∇(uε − u)(t)|2dx

+ τy[ jε(uε(t))− j(uε(t))] ≤ τy[ jε(u(t))− j(u(t))], a.e. in (0, T). (11.7)

Combining (11.7) with (11.5) and λ0‖v‖
2
L2(�)

≤
∫
�

|∇v|2dx,∀v ∈ H1
0(�) (Poincaré inequal-

ity), we obtain

ρ

2

d

dt
‖(uε − u)(t)‖2L2(�)

+ λ0µ‖(uε − u)(t)‖2L2(�)
≤ τy|�|ε, a.e. in (0,T) (11.8)

Denote ‖(uε − u)(t)‖2
L2(�)

by z(t); we have then z(0) = 0 and (from (11.8))

d

dt
z(t)+

2λ0µ

ρ
z(t) ≤

2τy

ρ
|�|ε, a.e. in (0,T).

The above inequality implies in turn that

e−
2λ0µ
ρ

t d

dt
e

2λ0µ
ρ

tz(t) ≤
2τy

ρ
|�|ε, a.e. in (0, T),

that is

d

dt
e

2λ0µ
ρ

tz(t) ≤ e
2λ0µ
ρ

t 2τy

ρ
|�|ε, a.e. in (0, T). (11.9)
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Integrating from 0 to t the (ordinary) differential inequality (11.9) yields

z(t) ≤
τy

λ0µ
|�|

[
1− e−

2λ0µ
ρ

t
]
ε, in [0, T]. (11.10)

Relation (11.3) follows from (11.10) and from the definition of z(t).

Remark 11.2. It follows from relation (11.3) that

lim
ε→0

uε = u in C0([0, T];L2(�)) (11.11)

(in (11.11), C 0([0, T];L2(�)) denotes the space of the functions continuous over [0, T]
with values in L2(�)). The convergence properties (11.3) and (11.11) provide quite clearly a
justification of the regularization procedure described in Section 10. Actually, relation (11.3)
implies

‖uε − u‖C0([0, T];L2(�)) ≤

√
τy|�|

µλ0
ε

1
2 . (11.12)

We do not claim that the order of convergence 1
2 encountered in (11.12) is optimal.

The second result concerns the behavior of u(t) when t→+∞. We have then the
following:

Theorem 11.2. Suppose that C does not depend of t and that T = +∞. We have then, if
u0 ∈ L2(�), the following asymptotic behavior:

u(t) = 0, ∀ t ≥ Tc, if C < τyγ |�|
−

1
2 , (11.13)

where

γ = inf
v


∫
�

|∇v|dx

‖v‖L2(�)

, v ∈ H1
0(�)\{0},

and

Tc =
ρ

µλ0
ln

[
1+

µλ0

γ τy − C|�|1/2
‖u0‖L2(�)

]
. (11.14)

If C ≥ γ τy|�|
−

1
2 , then the following estimate holds:

‖u(t)− u∞‖L2(�) ≤ ‖u0 − u∞‖L2(�)e
−
µλ0
ρ

t
, ∀t ≥ 0, (11.15)

with u∞ the corresponding steady-state solution.
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Proof. (i) Suppose that u0(= u(0)) = 0 and that C ≤ τyγ |�|
−

1
2 ; it follows then from the

Schwarz inequality in L2(�) and from the Nirenberg–Strauss inequality

γ ‖v‖L2(�) ≤

∫
�

|∇v|dx, ∀ v ∈ H1
0(�) (11.16)

(with γ > 0; cf. Strauss [1973]) that u = 0 is the unique solution of (11.1); indeed if we
take u = 0 in (11.1), the only thing left to show is that

τy

∫
�

|∇v|dx ≥ C
∫
�

vdx, ∀ v ∈ H1
0(�);

the above inequality follows directly from C ≤ τyγ |�|
−

1
2 , from (11.16) and from

|
∫
�

v dx| ≤ |�|
1
2 ‖v‖L2(�), ∀ v ∈ L2(�).

(ii) Taking v = 2u(t) and v = 0 in (11.1) shows that

ρ

2

d

dt
‖u(t)‖2L2(�)

+ µ

∫
�

|∇u(t)|2dx+ τy

∫
�

|∇u(t)|dx

= C
∫
�

u(t)dx, a.e. in (0, +∞). (11.17)

From the Schwarz inequality in L2(�), and from the inequalities λ0‖v‖
2
L2(�)

≤∫
�
|∇v|2dx, ∀ v ∈ H1

0(�) (Poincaré’s) and (11.16) (Nirenberg–Strauss’), it follows from
(11.17) that

ρ

2

d

dt
‖u(t)‖2L2(�)

+ µλ0‖u(t)‖
2
L2(�)

+ (τyγ − C|�|
1
2 )‖u(t)‖L2(�) ≤ 0

a.e. in (0, +∞). (11.18)

Suppose that u0 6= 0. If u(t) 6= 0, ∀ t ∈ [0,∞), the function t→ ‖u(t)‖L2(�) is absolutely
continuous; it is, therefore, differentiable almost everywhere and

d

dt
‖u(t)‖2L2(�)

= 2‖u(t)‖L2(�)

d

dt
‖u(t)‖L2(�) a.e. in (0, +∞). (11.19)

Because ‖u(t)‖L2(�) > 0, ∀ t ∈ [0,+∞), it follows from (11.18) and (11.19) that

ρ
d

dt
‖u(t)‖L2(�) + µλ0‖u(t)‖L2(�) + (τyγ − C|�|

1
2 ) ≤ 0 a.e. in (0, +∞). (11.20)

Denote ‖u(t)‖L2(�) +
τyγ−C|�|

1
2

µλ0
by z(t); we have then z(t) ≥ 0, ∀ t ≥ 0, and (from (11.20))

d

dt
z(t)+

µλ0

ρ
z(t) ≤ 0, a.e. in (0,+∞).
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The above inequality implies in turn that

d

dt

[
z(t)e

µλ0
ρ

t
]
≤ 0, a.e. in (0,∞). (11.21)

Integrating the differential inequality (11.21) from 0 to t, we obtain

z(t) ≤ z(0)e−
µλ0
ρ

t
, ∀ t ≥ 0. (11.22)

Because z(t) ≥ 0, ∀ t ≥ 0, relation (11.22) implies

lim
t→+∞

z(t) = 0. (11.23)

However, we have

z(t) = ‖u(t)‖L2(�) +
τyγ − C|�|

1
2

µλ0
≥
τyγ − C|�|

1
2

µλ0
> 0, ∀ t ≥ 0. (11.24)

Because (11.24) contradicts (11.23), there exists t∗, with 0 < t∗ < +∞, such that

u(t∗) = 0. (11.25)

It follows from Part (i) that u(t) = 0, ∀ t ≥ t∗, and from (11.22), (11.24) that t∗ ≤ Tc, with
Tc the solution of

z(0)e−
µλ0
ρ

Tc
=
τyγ − C|�|

1
2

µλ0
,

namely (because z(0) = ‖u(0)‖L2(�) +
τyγ−C|�|

1
2

µλ0
), Tc =

ρ
µλ0

ln
[
1+ µλ0

γ τy−C|�|
1
2
‖u0‖L2(�)

]
.

The above relation validates (11.14).

(iii) Denote by u∞ the steady state solution associated with the parabolic problem (11.1);
u∞ is, thus, the unique solution of the following elliptic variational inequality

u∞ ∈ H1
0(�); ∀ v ∈ H1

0(�)

µ

∫
�

∇u∞ ·∇(v− u∞)dx+ τy

∫
�

[|∇v| − |∇u∞|]dx ≥ C
∫
�

(v− u∞)dx. (11.26)

Taking v = u∞ in (11.1) (resp., v = u(t) in (11.26)), we obtain by addition

ρ

2

d

dt
‖u(t)− u∞‖

2
L2(�)

+ µ

∫
�

|∇(u(t)− u∞)|
2dx ≤ 0, a.e. in (0, +∞). (11.27)

The estimate (11.15) follows easily from (11.27) and from the Poincaré inequality

λ0‖v‖
2
L2(�)

≤

∫
�

|∇v|2dx, ∀ v ∈ H1
0(�).
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Remark 11.3. The estimate (11.15) is not optimal since, in the case where one has

C < τyγ |�|
−

1
2 , it does not predict the convergence of u(t) to u∞ (= 0, here) in finite time.

Actually, we doubt of the optimality of the above estimate when C ≥ τyγ |�|
−

1
2 because the

inequality in (11.15) does not show any explicit dependence in τy (the plasticity yield), other
than the dependence in u∞, an implicit function of τy.

We will conclude this section with the following:

Theorem 11.3. The solution of problem (11.1) is characterized by the existence of a vector-
valued function λ(= {λ1, λ2}), such that

ρ
∂u

∂t
− µ∇

2u− τy∇ ·λ = C in �× (0, T), u = 0 on 0 × (0, T),

u(0) = u0, |λ(x, t)| ≤ 1 a.e. in �× (0, T) and λ ·∇u = |∇u|, (11.28)

with |q| =
√

q2
1 + q2

2.

Theorem 11.3 is proved in, e.g., Duvaut and Lions [1972a, 1976]. Actually, there are
several ways to prove the above theorem: nonconstructive ones relying on the Hahn–Banach
Theorem, and more constructive ones based on the regularization procedure briefly dis-
cussed in Section 10. Indeed, using the notation of Section 10, it is relatively easy to show

that when ε→ 0, the vector λε

(
=

∇uε√
ε2+|∇uε |2

)
encountered in (10.1) converges weakly

−∗ in (L∞(�× (0,T)))2 to a limit verifying the properties of λ specified in the statement
of Theorem 11.3. Actually, the regularization approach has been used in Glowinski [1984]
to prove the steady state analog of Theorem 11.3. Further observations are in order; among
them:

Remark 11.4. Without being (strictly speaking) a Lagrange (or Kuhn–Tucker) multiplier,
the vector λ shares many properties with such vectors, explaining why we call it a multiplier
in the sequel. Among its properties, let us emphasize that the multiplier λ is nonunique
(as shown in, e.g., Glowinski, Lions and Trémolières [1981], and He and Glowinski
[2000]), however ∇ ·λ is unique.

Remark 11.5. The last two relations in (11.28) are equivalent to

λ(t) = P3[λ(t)+ r τy ∇u(t)], ∀ r ≥ 0, a.e. in (0 T), (11.29)

where, in (11.29), the closed convex set3 and the projection operator P3(: (L2(�))2 → 3)

are defined by

3 = {q|q ∈ (L2(�))2, |q(x)| ≤ 1, a.e. in �} (11.30)

and

P3(q)(x) =
q(x)

max(1, |q(x)|)
, a.e. in �, ∀ q ∈ (L2(�))2, (11.31)
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respectively. The present remark has important computational implications, as shown in
Section 13.

Remark 11.6. One can prove relatively easily that the constant γ occurring in the
Nirenberg–Strauss inequality (11.16) is independent of the size and shape of �, a most
remarkable property indeed. Actually, it can be shown (this is a little more complicated (see
Talenti [1976])) that γ = 2

√
π(= 3.5449077 . . . ).

12. Bingham flow in cylinders: (IV) time-discretization of problem (11.1)

To the best of our knowledge, the backward Euler scheme, described below, is the only
scheme preserving the asymptotic behavior of the solution of the continuous problem
(namely, problem (11.1)), including the return to rest in finite time (if the plasticity yield
τy is large enough). The scheme reads as follows (with 1t (> 0) a time-discretization step
that we suppose constant, for simplicity):

u0
= u0; (12.1)

then, for n ≥ 1, compute un from un−1 through the solution of

un
∈ H1

0(�),

ρ

∫
�

(un
− un−1)(v− un)dx+ µ1t

∫
�

∇un
·∇(v− un)dx

+ τy1t[ j(v)− j(un)] ≥ 1tCn
∫
�

(v− un)dx, ∀ v ∈ H1
0(�) (12.2)

with Cn
= C(n1t). It follows from, e.g., Glowinski [1984, chapter 1] that (12.2) is an

elliptic variational inequality (of the second kind) problem, which has a unique solution.
Concerning scheme (12.1), (12.2) we have the following stability:

Theorem 12.1. Suppose that C(t) is bounded in (0,T) and that u0 ∈ L2(�); then the
scheme (12.1), (12.2) is unconditionally stable. Moreover, if T = +∞ and if the upper bound
of |C(t)| is small enough, there exists an integer nc such that

un
= 0, ∀ n ≥ nc. (12.3)

Proof. Taking v = 2un, and then v = 0 in the inequality in (12.2), we obtain, by compari-
son, the following relation:

ρ

∫
�

(un
− un−1)undx+ µ1t

∫
�

|∇un
|
2dx+ τy1tj(un)

= 1t Cn
∫
�

undx, ∀ n ≥ 1. (12.4)
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Let us denote supt∈(0, T) |C(t)| by ‖C‖∞. Using the Schwarz inequality in L2(�) and the
Nirenberg–Strauss inequality (11.16), it follows from (12.4) that

‖un
‖

2
L2(�)

− ‖un−1
‖

2
L2(�)

+
2µ1t

ρ
‖∇un

‖
2
(L2(�))2

≤
21t

ρ
(‖C‖∞|�|

1
2 − τyγ )

+
‖un
‖L2(�), ∀ n ≥ 1, (12.5)

where z+ = max(0, z), ∀ z ∈ R. If τy ≥ ‖C‖∞|�|
1
2 γ−1, relation (12.5) implies

‖un
‖L2(�) ≤ ‖u

0
‖L2(�) ∀ n ≥ 1, i.e., the unconditional stability of the scheme. Suppose

now that τy < ‖C‖∞|�|
1
2 γ−1 and denote by K the (positive) quantity ‖C‖∞|�|

1
2 − τyγ .

Combining (12.5) and the relations

2ab ≤ αa2
+

b2

α
, ∀ a, b ∈ R, and α > 0

and

λ0‖v‖
2
L2(�)

≤

∫
�

|∇v|2dx, ∀ v ∈ H1
0(�) (Poincaré inequality),

we obtain(
1+

µ1t

ρ
λ0

)
‖un
‖

2
L2(�)

≤
1tK2

ρλ0µ
+ ‖un−1

‖
2
L2(�)

, ∀ n ≥ 1. (12.6)

Let us denote by θ the quantity
(

1+ µ1t
ρ
λ0

)
; it follows from (12.6) that

‖un
‖

2
L2(�)

≤
1tK2

ρλ0µ

n∑
j=1

θ−j
+ ‖u0

‖
2
L2(�)

θ−n, ∀ n ≥ 1. (12.7)

Because θ > 1, (12.7) implies that

‖un
‖

2
L2(�)

≤
1tK2

ρλ0µ

θ−1

1− θ−1
+ ‖u0

‖
2
L2(�)

, ∀ n ≥ 1.

The above relation implies in turn
(

because θ−1

1−θ−1 =
1
θ−1 =

ρ
µ1tλ0

)
that

‖un
‖

2
L2(�)

≤

(
K

λ0µ

)2

+ ‖u0
‖

2
L2(�)

, ∀ n ≥ 1,

that is the unconditional stability of scheme (12.1), (12.2) when τy < ‖C‖∞ |�|
1
2 γ−1.

To complete the proof of the theorem, we still have to show that property (12.3) holds if
|C(t)| is sufficiently small and T = +∞. Suppose, indeed, that

‖C‖∞ < γτy|�|
−

1
2 ; (12.8)
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it follows then from (12.4), and from the various inequalities already used earlier, that

ρ(‖un
‖L2(�) − ‖u

n−1
‖L2(�))‖u

n
‖L2(�) +1tλ0µ‖u

n
‖

2
L2(�)

+1t(γ τy − ‖C‖∞|�|
1
2 )‖un

‖L2(�), ∀ n ≥ 1. (12.9)

Because (from (12.8)) τyγ − ‖C‖∞|�|
1
2 > 0, it follows from (12.9) that if there exists n0

such that un0 = 0, then un
= 0, ∀ n ≥ n0. Suppose now that un

6= 0, ∀ n ≥ 0. We have then,
from (12.9),

(‖un
‖L2(�) − ‖u

n−1
‖L2(�))+

1tλ0µ

ρ
‖un
‖L2(�) +

1t

ρ
(τyγ − ‖C‖∞||�|

1
2 ) ≤ 0,

∀ n ≥ 1. (12.10)

Relation (12.10) can be rewritten as

(‖un
‖L2(�) − ‖u

n−1
‖L2(�))+

1tλ0µ

ρ

[
‖un
‖L2(�) +

τyγ − ‖C‖∞||�|
1
2

λ0µ

]
≤ 0,

∀ n ≥ 1. (12.11)

Introduce now yn
= ‖un

‖L2(�) +
τyγ−‖C‖∞||�|

1
2

λ0µ
; it follows then from (12.11) that(

1+1t
λ0µ

ρ

)
yn
≤ yn−1, ∀ n ≥ 1,

which implies that

yn
≤

(
1+1t

λ0µ

ρ

)−n

y0, ∀ n ≥ 1. (12.12)

Relation (12.12) implies in turn that limn→+∞ yn
= 0, i.e.,

lim
n→+∞

[
‖un
‖L2(�) +

τyγ − ‖C‖∞|�|
1
2

λ0µ

]
= 0,

which is impossible because τyγ − ‖C‖∞|�|
1
2 > 0. Thus, there exists an index nc such that

(12.3) holds; this completes the proof of the theorem.

Remark 12.1. From relation (12.12), we can derive an upper bound for the above index
nc. Indeed, it follows from the definition of yn that (12.12) can not hold for those n verifying

n ≥

ln

[
1+

λ0µ‖u0‖L2(�)

τyγ−‖C‖∞||�|
1
2

]
ln
(

1+1t λ0µ
ρ

) , (12.13)
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implying that the corresponding un
= 0. Assuming that {un

}n≥0 converges in some sense to
the solution u of the continuous problem (11.1), when 1t→ 0 (a result not too difficult to
prove), we observe (after multiplying both sides of the inequality (12.13) by 1t) that

u(t) = 0, ∀ t ≥
ρ

λ0µ
ln

[
1+

λ0µ‖u0‖L2(�)

τyγ − ‖C‖∞||�|
1
2

]
. (12.14)

Relation (12.14) is consistent with the “cut-off” relations (11.13), (11.14). To the best of our
knowledge, the backward Euler scheme is the only time-discretization scheme to enjoy those
properties, mimicking those of the continuous model.

Remark 12.2. Concerning the solutions of problem (11.1), there are many situations of
practical interest where u(t) lacks the C 2(�̄)-regularity property and where, moreover,
u /∈ C1([0, T]; L2(�)). This lack of regularity, with respect to both the space and time vari-
ables, suggests that there are less advantages at using approximations of higher order than
backward Euler for the time-discretization and piecewise linear finite-elements for the space
one. The numerical experiments and comparisons reported in Bristeau and Glowinski
[1974] validate this prediction; what was compared in the above references were computa-
tional methods and results based, on the one hand, on

u0
h = u0h(∈ Vh); (12.15)

then, for n ≥ 1, compute un
h from un−1

h through the solution of

un
h ∈ V0h,

ρ

∫
�h

(
un

h − un−1
h

) (
v− un

h

)
dx+1tµ

∫
�h

∇un
h ·∇

(
v− un

h

)
dx

+1tτy
[

jh(v)− jh
(
un

h

)]
≥ 1tCn

∫
�h

(
v− un

h

)
dx, ∀ v ∈ V0h, (12.16)

and, on the other hand, on

u0
h = u0h(∈ Vh); (12.17)

then compute u1
h from

u1
h = 2u1/2

h − u0
h, (12.18)

where, in (12.18), u1/2
h is the solution of

u1/2
h ∈ V0h,

ρ

∫
�h

(
u1/2

h − u0
h

) (
v− u1/2

h

)
dx+

1

2
1tµ

∫
�h

∇u1/2
h ·∇

(
v− u1/2

h

)
dx

+1tτy

[
jh(v)− jh

(
u1/2

h

)]
≥

1

2
1tC1/2

∫
�h

(
v− u1/2

h

)
dx, ∀ v ∈ V0h (12.19)



Section 12 Bingham Flow In Cylinders and Cavities 527

and next, for n ≥ 2, un
h is obtained from un−1

h and un−2
h via the solution of

un
h ∈ V0h,

ρ

∫
�h

(
3

2
un

h − 2un−1
h +

1

2
un−2

h

) (
v− un

h

)
dx+1tµ

∫
�h

∇un
h ·∇

(
v− un

h

)
dx

+1tτy
[

jh(v)− jh
(
un

h

)]
≥ 1tCn

∫
�h

(
v− un

h

)
dx, ∀ v ∈ V0h. (12.20)

In Bristeau and Glowinski [1974], we had:

• The finite-element spaces Vh and V0h, in (12.15) and (12.16), defined by

Vh = {v|v ∈ C0(�h), v|K ∈ P1, ∀ K ∈ Th} (12.21)

and

V0h = {v|v ∈ Vh, v = 0 on 0}, (12.22)

respectively, with Th a triangulation of �, �h =
⋃

K∈Th
K (assuming that the trian-

gles K are closed), �h is the interior of �h, and P1 is the space of the polynomials in
two variables of degree ≤1.
• In (12.17)–(12.20), the finite-element space V0h defined by

V0h = {v|v ∈ C0(�h), v|K ∈ P2(K), ∀ K ∈ Th, v = 0 on 0} (12.23)

with Th a triangulation containing possibly curved triangles (to better follow the
curved parts of the boundary, if such parts exist), �h =

⋃
K∈Th

K (assuming that the

triangles K are closed),�h = the interior of�h, P2(K) = P2 (the space of the polyno-
mials in two variables of degree ≤2) if K is a rectilinear triangle and, if K is a curved
triangle, P2(K) is obtained from P2 via the quadratic-mapping-based isoparametric
methodology discussed in, e.g., Ciarlet [1978, 1991], Glowinski [2003].
• limh→0 u0h = u0 in L2(�).
• In (12.16),

jh(v) =
∑

K∈Th

∫
K

|∇v|dx,

while, in (12.19) and (12.20), jh(v) is obtained from
∑

K∈Th

∫
K |∇v|dx by using a

Simpson rule related numerical integration method to compute the integrals over the
triangles K of the triangulation Th.

Observe that step (12.19) is of the Crank–Nicolson type, while the scheme used in (12.20)
is fully implicit and two-step backward. Scheme (12.17)–(12.20) is second-order accurate
(when applied to the solution of smooth problems (which is not the case here)) and stiff
A-stable (like scheme (12.15), (12.16)). Other schemes are possible.

It is worth mentioning that an adaptive finite-element method for the solution of the steady
state variant of problem (11.1) is discussed in Saramito and Roquet [2001]; it relies on
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piecewise quadratic approximations similar to those in (12.23). Adaptivity provides here a
way to overcome the low accuracy of the approximate solutions resulting from the lack of
regularity of the solution (H2-regularity at most).

13. Bingham flow in cylinders: (V) steady flow

13.1. Formulation of the problem: synopsis

Suppose that the pressure drop C is independent of t. It follows then from, e.g., Glowinski
[1984] that the steady-state problem associated with (11.1), namely

u∞ ∈ H1
0(�), µ

∫
�

∇u∞ ·∇(v− u∞)dx+ τy[ j(v)− j(u∞)] ≥

C
∫
�

(v− u∞)dx, ∀ v ∈ H1
0(�), (13.1)

has a unique solution. In order to solve (13.1) (an elliptic variational inequality prob-
lem), several approaches are possible, several of them discussed in, e.g., Bristeau and
Glowinski [1974], Glowinski, Lions and Trémolières [1981], Glowinski [1984], He
and Glowinski [2000]; among them

1. Solve the corresponding problem (11.1) on the time interval (0, +∞) until one
reaches a steady-state solution.

2. Apply directly to (13.1) the “old-fashioned” Uzawa method introduced a very long
time ago in Cea and Glowinski [1972].

3. Use some of the time dependent methods advocated in He and Glowinski [2000]
which provide short-cuts to u∞.

4. Use augmented Lagrangian methods associated with the linear constraint p = ∇u
(this approach seems to be increasingly popular and has been used in, e.g., Coupez,
Zine and Agassant [1994], Saramito and Roquet [2001], Roquet and Saramito
[2003], Vola, Boscardin and Latché [2003], Moyers-Gonzalez and Frigaard
[2004], Huilgol and You [2005], Vinay, Wachs and Agassant [2005], Litvinov
and Hoppe [2005], the last reference concerning the numerical simulation of Electro-
Rheological fluid flow).

The four above approaches will be discussed below. We will discuss also a novel
approach, recently introduced in Dean, Glowinski and Guidoboni [2007]; it combines
penalty techniques, the Newton’s method and conjugate gradient algorithms.

13.2. Computing u∞ via the solution of the time-dependent problem (13.1)

Relation (11.15) in the statement of Theorem 11.2 (see Section 11), shows that integrating
(11.1) from 0 to+∞ provides u∞ with exponential speed of convergence in L2(�); actually,
this property still holds if one applies the backward Euler scheme to the solution of problem
(11.1). Let us prove this property: assuming that the pressure drop C is time independent,
the backward Euler scheme takes here the following form:

u0
= u0; (13.2)
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then, for n ≥ 1, compute un from un−1 through the solution of

un
∈ H1

0(�), ρ

∫
�

(un
− un−1)(v− un)dx+1tµ

∫
�

∇un
·∇(v− un)dx

+1tτy[ jh(v)− jh(u
n)] ≥ 1tCn

∫
�

(v− un)dx, ∀ v ∈ H1
0(�). (13.3)

Denote un
− u∞ by ūn, taking v = un (resp., v = u∞) in (13.1) (resp., (13.3)) and adding

(after multiplying by 1t both sides of the inequality in (13.1)) we obtain

ρ

∫
�

(ūn
− ūn−1)ūndx+1tµ‖∇ūn

‖
2
(L2(�))2

≤ 0, ∀ n ≥ 1. (13.4)

Combining (13.4) with the Schwarz inequality in L2(�) and the Poincaré inequality in
H1

0(�), we obtain

ρ

2

(
‖ūn
‖

2
L2(�)

− ‖ūn−1
‖

2
L2(�)

)
+1tλ0µ‖ū

n
‖

2
L2(�)

≤ 0, ∀ n ≥ 1 (13.5)

with λ0 the smallest eigenvalue of −∇2 operating in H1
0(�). It follows from (13.5) that(

1+ 2
λ0µ

ρ
1t

)
‖ūn
‖

2
L2(�)

≤ ‖ūn−1
‖

2
L2(�)

, ∀ n ≥ 1,

which implies in turn that

‖ūn
‖

2
L2(�)

≤

(
1+ 2

λ0µ

ρ
1t

)− n
2

‖ū0
‖L2(�), ∀ n ≥ 0. (13.6)

The exponential convergence (in L2(�)) of un to u∞ follows from (13.6) (which is nothing
but a time-discrete analog of relation (11.15)). Actually, relation (13.6) still holds for the
finite-element analogs of (13.1) and (13.2), (13.3).

Of course, when applying the fully implicit scheme (13.2), (13.3) to the computation
of u∞, we still have to address the solution of the elliptic variational inequality problems
(13.3); this important issue will be discussed in the following section.

13.3. An iterative method à la Uzawa for the solution of problems (13.1) and (13.3)

Both problems (13.1) and (13.3) are particular cases of

u ∈ H1
0(�); α

∫
�

u(v− u)dx+ µ
∫
�

∇u ·∇(v− u)dx+ τy[ j(v)− j(u)]

≥

∫
�

f (v− u)dx, ∀ v ∈ H1
0(�) (13.7)

with α ≥ 0 and f ∈ L2(�).
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A classical method to solve problem (13.7) is the one introduced many years ago in
Cea and Glowinski [1972]; it reduces the solution of the above problem to a sequence of
linear Dirichlet problems for the operator αI − µ∇2 and simple projections operations.
This method relies on the (now classical) equivalence between problem (13.7) and the fol-
lowing system:

αu− µ∇
2u− τy∇ ·λ = f in �, u = 0 on 0, λ ·∇u = |∇u|, λ ∈ 3 (13.8)

with (cf. (11.30)) 3 = {q|q ∈ (L2(�))2, |q(x)| ≤1, a.e. in �} in (13.8). The last two rela-
tions in (13.8) are equivalent to

λ = P3[λ+ r τy∇u], ∀ r ≥ 0 (13.9)

with the operator P3 defined by (11.31). In order to solve (13.7), through (13.8) and (13.9),
we advocate, following Cea and Glowinski [1972], the fixed point algorithm below:

λ0 is given in 3( λ0
= 0, for example); (13.10)

then, for n ≥ 0, λn being known, compute un and λn+1 as follows:
Solve (in H1

0(�))

αun
− µ∇

2un
= τy∇ ·λ

n
+ f in �, un

= 0 on 0, (13.11)

and update λn through

λn+1
= P3[λn

+ r τy∇un]. (13.12)

Remark 13.1. Suppose that the system (13.8) has a solution {u,λ} ∈ H1
0(�)×3 (which

is indeed the case from, e.g., Glowinski, Lions and Trémolières [1976, 1981], and
Glowinski [1984]). It can be shown (see, again the above two references) that the
above pair is necessarily a saddle-point over H1

0(�)×3 of the Lagrangian functional
L : H1(�)× (L2(�))2 → R defined by

L(v,µ) =
1

2

α ∫
�

|v|2dx+ µ
∫
�

|∇v|2dx

+ τy

∫
�

µ ·∇vdx−
∫
�

f v dx, (13.13)

that is the pair {u,λ} verifies (from the definition of a saddle-point; see, e.g., Glowinski
[2003, chapter 4])

{u,λ} ∈ H1
0(�)×3, L(u,µ) ≤ L(u,λ) ≤ L(v,λ),

∀ {v,µ} ∈ H1
0(�)×3. (13.14)

Conversely, any solution of (13.14) is solution of system (13.8). It follows from, e.g., the
above reference that algorithm (13.10)–(13.12) is nothing but an Uzawa algorithm applied
to the solution of the saddle-point problem (13.14) with L defined by (13.13); for a system-
atic study of Uzawa algorithms, see, e.g., Glowinski [2003, chapter 4] and the references
therein.
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Proving the convergence of algorithm (13.10)–(13.12) (for r > 0 sufficiently small) is a
relatively simple exercise; owing to the importance of these topics (in order to investigate,
in the following sections, the convergence of variants of algorithm (13.10)–(13.12)), we
thought that it was worth to give a proof of the convergence of the above algorithm. We
have, thus, the following convergence:

Theorem 13.1. Suppose that

0 < r <
2µ

τ 2
y

(13.15)

in (13.12). Then, ∀ λ0
∈ 3, the sequence {un,λn

} generated by algorithm (13.10)–(13.12)
verifies

lim
n→+∞

{un,λn
} = {un,λ∗} in H1

0(�)× ((L
∞(�))2 weak − ∗), (13.16)

where {u,λ∗} is a solution of (13.8) in H1
0(�)×3.

Proof. Let {u,λ} be a solution of (13.8) in H1
0(�)×3 and let us denote un

− u and λn
− λ

by ūn and λ̄n, respectively. Taking into account the fact that the operator P3 is a contrac-
tion of (L2(�))2, we obtain by subtraction between (13.8), (13.9) and (13.11), (13.12) that,
∀ n ≥ 0,

αūn
− µ∇

2ūn
= τy∇ · λ̄

n
+ f in �, ūn

= 0 on 0,

‖λ̄n+1
‖

2
(L2(�))2

≤ ‖λ̄n
+ rτy∇ūn

‖
2
(L2(�))2

, (13.17)

which implies in turn

‖λ̄n
‖

2
(L2(�))2

− ‖λ̄n+1
‖

2
(L2(�))2

≥ −2rτy

∫
�

λ̄n
·∇ūndx− r2τ 2

y ‖∇ūn
‖

2
(L2(�))2

. (13.18)

We observe, next, that, after integration by parts, the first two relations in (13.17) imply
that

α‖ūn
‖

2
(L2(�))2

+ µ‖∇ūn
‖

2
(L2(�))2

= −τy

∫
�

λ̄n
·∇ūndx. (13.19)

Combining relations (13.18) and (13.19), we obtain

‖λ̄n
‖

2
(L2(�))2

− ‖λ̄n+1
‖

2
(L2(�))2

≥ 2r
[
α‖ūn
‖

2
(L2(�))2

+ µ‖∇2ūn
‖

2
(L2(�))2

]
− r2τ 2

y ‖∇ūn
‖

2
(L2(�))2

≥ r

(
2−

rτ 2
y

µ

)
[
α‖ūn
‖

2
(L2(�))2

+ µ‖∇2ūn
‖

2
(L2(�))2

]
. (13.20)



532 R. Glowinski and A. Wachs Chapter 2

Suppose that the condition (13.15) holds; it implies that r

(
2−

rτ 2
y
µ

)
> 0. It follows then

from (13.20) that the sequence {‖λ̄n
‖

2
(L2(�))2

}n≥0 is decreasing; this sequence being bounded
from below by 0 converges to some (non-negative) limit, which implies that

lim
n→+∞

(
‖λ̄n
‖

2
(L2(�))2

− ‖λ̄n+1
‖

2
(L2(�))2

)
= 0. (13.21)

Combining (13.20) and (13.21), we obtain limn→+∞ ūn
= 0 in H1

0(�) namely the conver-
gence of {un

}n≥0 to u in H1
0(�). Proving the convergence of {λn

}n≥0 is a more complicated
issue that we will not address here (it is discussed in, e.g., Glowinski [2003, chapter 4], and
Glowinski, Lions and Trémolières [1981]).

Remark 13.2. All the solutions of system (13.8) share the same u. Suppose now that {u, λ}
and {u, λ′} are solutions of (13.8); we have then

∇ · (λ′ − λ) = 0. (13.22)

Keeping in mind that

(L2(�))2 = ∇H1
0(�)⊕ S0 (13.23)

with S0 = {q|q ∈ (L2(�))2,∇ · q = 0}, it follows from (13.22) that all the pairs {u,λ}, solu-
tions of (13.8), not only share the same argument u, but all the λs have the same component
in ∇H1

0(�) when decomposed according to (13.23). Another consequence is the following:
Consider q ∈ (L2(�))2; it follows from (13.23) that q = q1 + q2, with q1 ∈ ∇H1

0(�)

and q2 ∈ S0, respectively, the above decomposition being unique. If {u,λ} is solution of
(13.8), all the λs have λ1 in common in the decomposition (13.23) of (L2(�))2. Suppose now
that r verifies the condition (13.15); it follows then from Theorem 13.1 and from (13.17),
(13.23) that

lim
n→+∞

λn
1 = λ1 in (L2(�))2. (13.24)

The frequently observed slow convergence of algorithm (13.10)–(13.12), particularly when
τy is large, seems to be related to the relative importance of λ2 compared to λ1. The more
important is λ2, the slower is the convergence, everything else being the same.

Remark 13.3. By formal elimination of u in (13.8), we can show that λ is in fact solution
of a kind of elliptic variational inequality of the obstacle type. To show this property, we
observe that any pair {u,λ} solution of (13.8) in H1

0(�)×3 verifies

λ ∈ 3,

∫
�

(−∇u) · (µ− λ)dx ≥ 0, ∀ µ ∈ 3,

αu− µ∇
2u = f + τy∇ ·λ in �, u = 0 on 0. (13.25)
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Next, we introduce the continuous and linear operator A from (L2(�))2 into (L2(�))2,
defined as follows:

Aq = −∇uq, ∀ q ∈ (L2(�))2, (13.26)

where uq is the unique solution in H1
0(�) of the Dirichlet problem

αuq − µ∇
2uq = τy∇ ·q in �, uq = 0 on 0. (13.27)

We have then,∀q, q′ ∈ (L2(�))2,∫
�

(Aq) ·q′dx = −
∫
�

∇uq ·q′dx = 〈∇ ·q′, uq〉 (13.28)

=
1

τy
〈αuq′ − µ∇

2uq′ , uq〉 =
1

τy

∫
�

[αuq uq′ + µ∇uq ·∇uq′ ]dx,

where in (13.28), 〈., .〉 denotes the pairing between H−1(�) (the dual space of H1
0(�)) and

H1
0(�). It follows from (13.28) that operator A is symmetric and positive semidefinite; A is

not positive definite because we clearly have Ker(A) = S0, with S0 as in (13.23). Finally,
define uf as the unique solution in H1

0(�) of the Dirichlet problem

αuf − µ∇
2uf = f in �, uf = 0 on 0 (13.29)

(if 0 is smooth and/or � is convex, then uf ∈ H2(�) ∩ H1
0(�), implying that ∇uf ∈

(H1(�))2 ⊂ (Ls(�))2 , ∀ s ∈ [1, +∞). It follows then from (13.25)–(13.27) and (13.29)
that

∇u = ∇uf +∇uλ = ∇uf − Aλ,

which combined with (13.25) implies that the vector-valued function λ is a solution of the
following “elliptic” variational inequality (in the sense of Lions and Stampacchia [1967]):

λ ∈ 3,∫
�

Aλ · (µ− λ)dx ≥
∫
�

∇uf · (µ− λ)dx, ∀ µ ∈ 3 (13.30)

which, from the very nature of the convex set 3, is definitely an obstacle problem. Inciden-
tally, an equivalent formulation of algorithm (13.10)–(13.12) is given by

λ0 is given in 3; (13.31)

then, for n ≥ 0, assuming that λn is known, compute λn+1 as follows

λn+1
= P3[λn

− r τy(Aλn
−∇uf )]. (13.32)
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From the symmetry of operator A (see (13.28)), algorithm (13.31), (13.32) is clearly a gra-
dient method with projection.

Two other iterative methods for the solution of problem (13.7), (13.8) will be discussed
in the following sections; more methods are discussed in He and Glowinski [2000].

13.4. A (pseudo-) time relaxation approach for the solution of problem (13.7), (13.8)

To the best of our knowledge, the method to be discussed now has been introduced in Dean,
Glowinski and Guidoboni [2007]; in fact, it improves on related methods discussed in He
and Glowinski [2000] and has some similarities with methods recently introduced in Image
Processing. The idea is pretty simple and quite general: it consists in associating with (13.7)
and (13.8) a well-chosen initial value problem ( flow in the Dynamical System terminology)
that we integrate from 0 to +∞ in order to capture the related steady-state solutions, if
such solutions exist, which is the case here. The initial value problem that we consider is a
dynamical variant of problem (13.30); it is defined as follows (with τ a pseudo-time):

λ(0) = λ0 (∈ 3); (13.33)

λ(τ ) ∈ 3, τ ∈ [0,+∞),∫
�

(
∂λ

∂τ
+ Aλ

)
(τ ) · (µ− λ(τ ))dx ≥ τy

∫
�

∇uf · (µ− λ(τ ))dx, ∀ µ ∈ 3. (13.34)

An equivalent, but more explicit formulation of the initial value problem (13.33), (13.34) is
obtained by replacing (13.34) by

αu(τ )− µ∇
2u(τ )− τy∇ ·λ(τ ) = f in �, u(τ ) = 0 on 0,

λ(τ ) ∈ 3, τ ∈ [0,+∞),
∫
�

(
∂λ

∂τ
− τy∇u

)
(τ ) · (µ− λ(τ ))dx ≥ 0, ∀ µ ∈ 3.

(13.35)

To time-discretize (13.33), (13.35), we advocate the following backward Euler scheme:

λ0
= λ0; (13.36)

then, for n ≥ 1, compute λn from λn−1 via the solution of

αun
− µ∇

2un
− τy∇ ·λ

n
= f in �, un

= 0 on 0, (13.37)

λn
∈ 3,

∫
�

(
λn
− λn−1

1τ
− τy∇un

)
· (µ− λn)dx ≥ 0, ∀ µ ∈ 3, (13.38)

with1τ(> 0) a (pseudo) time-discretization step. From the properties of the linear operator
A, problem (13.37), (13.38) has a unique solution. In order to solve system (13.37), (13.38)
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we observe that (13.38) is equivalent to

λn
∈ 3,

∫
�

[
λn
+ r

λn−1
− λn

1τ
+ rτy∇un

− λn

]
· (µ− λn)dx ≤ 0,

∀ µ ∈ 3, ∀ r ≥ 0. (13.39)

Because P3 is a projection operator, there is equivalence between (13.39) and

λn
= P3

[
λn
+ r

λn−1
− λn

1τ
+ rτy∇un

]
, ∀ r ≥ 0. (13.40)

Inspired by (13.37), (13.40), we suggest the following fixed point algorithm to compute
{un,λn

} from λn−1:

λn
0 is given in 3( a most natural choice being λn

0 = λ
n−1); (13.41)

for k ≥ 0, λn
k being known, compute un

k and λn
k+1 as follows:

Solve first

αun
k − µ∇

2un
k = f + τy∇ ·λ

n
k in �, un

k = 0 on 0, (13.42)

and update λn
k via

λn
k+1 = P3

[
λn

k + r
λn−1
− λn

k

1τ
+ rτy∇un

k

]
. (13.43)

Concerning the convergence of algorithm (13.41)–(13.43) to the unique solution of system
(13.37), (13.38) in H1

0(�)× (L
2(�))2, we have the following:

Theorem 13.2. Suppose that

0 < r ≤
2µ

2µ+ τ 2
y1τ

1τ ; (13.44)

we have then, ∀λn
0 in (13.41),

lim
k→+∞

{un
k, λ

n
k} = {u

n, λn
} in H1

0(�)× (L
2(�))2, (13.45)

the convergence being geometric.

Proof. We proceed as in the proof of Theorem 13.1. Denoting thus un
k − un and λn

k − λ
n

by ūn
k and λ̄

n
k , respectively, we obtain by subtraction between (13.37), (13.40) and (13.42),

(13.43) that, ∀k ≥ 0,

αūn
k − µ∇

2ūn
k = τy∇ · λ̄

n
k in �, ūn

k = 0 on 0, (13.46)
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and (from the contraction properties of operator P3)

‖λ̄
n
k+1‖(L2(�))2 ≤ ‖

(
1−

r

1τ

)
λ̄

n
k + rτy∇ūn

k‖(L2(�))2 . (13.47)

Combining (13.46) with (13.47) yields

‖λ̄
n
k+1‖

2
(L2(�))2

+ r

[
2µ− r

(
2µ

1τ
+ τ 2

y

)]
‖∇ūn

k+1‖
2
(L2(�))2

≤

∥∥∥(1−
r

1τ

)
λ̄

n
k

∥∥∥2

(L2(�))2
. (13.48)

It follows from (13.48) that the convergence property (13.45) will take place if r verifies∣∣∣1− r

1τ

∣∣∣ < 1 and r

[
2µ− r

(
2µ

1τ
+ τ 2

y

)]
≥ 0, i.e.,

0 < r < 21τ and r ≤
2µ1τ

2µ+ τ 2
y1τ

,

respectively. Because 2µ1τ
2µ+τ 2

y 1τ
≤ 1τ < 21τ the condition (13.44) implies, clearly, the con-

vergence property (13.45); indeed, we have more because the above discussion shows the
existence of a constant K such that

‖un
k − un

‖(L2(�))2 ≤ K‖λn
0 − λ

n
‖(L2(�))2

∣∣∣1− r

1τ

∣∣∣k , ∀ k ≥ 0, (13.49)

and

‖λn
k − λ

n
‖(L2(�))2 ≤ K‖λn

0 − λ
n
‖(L2(�))2

∣∣∣1− r

1τ

∣∣∣k , ∀ k ≥ 0. (13.50)

Relations (13.49) and (13.50) complete the proof of the theorem.

Remark 13.4. If one takes 1τ = 2µ
τ 2

y
and r = 1τ

2 (=
µ

τ 2
y
), the convergence condition

(13.44) is verified, the contraction factor being 1
2 in relations (13.49) and (13.50).

13.5. A penalty-Newton-Uzawa-conjugate gradient method for the solution
of problem (13.7), (13.8)

The dual problem (13.30) is essentially (see Section 13.3) an obstacle problem associated
with the point-wise constraint

|λ(x)| ≤ 1, a.e. in �. (13.51)

An alternative to the projection methods discussed so far is provided by a variant of the
penalty-Newton-conjugate gradient method applied in Glowinski, Kuznetsov and Pan
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[2003], Dacorogna, Glowinski, Kuznetsov and Pan [2004], Glowinski, Shiau, Kuo
and Nasser [2006] to the solution of time-dependent variational inequalities of the obstacle
type. Let ε be a small positive parameter; we approximate the dual problem (13.30) by

Aλε +
1

ε
(|λε|

2
− 1)+2λε = ∇uf , (13.52)

with ξ+ = max(0, ξ),∀ξ ∈ R. The nonlinearity in (13.52) is reminiscent of the Ginzburg–
Landau’s one (see, e.g., Bethuel, Brezis and Helein [1994]). Using convexity arguments
and the fact that (13.52) is the Euler–Lagrange equation of the following problem from
Calculus of Variations:

λε ∈ (L
6(�))2, jε(λε) ≤ jε(µ), ∀ µ ∈ (L6(�))2, (13.53)

with

jε(µ) =
1

2

∫
�

Aµ ·µdx+
1

6ε

∫
�

(|µ|2 − 1)+3dx−
∫
�

∇uf ·µdx,

we can easily prove that problem (13.52), (13.53) has a solution in (L6(�))2. From the
definition of operator A (see Section 13.3), problem (13.52), (13.53) is equivalent to the
following nonlinear system:

αuε − µ∇
2uε − τy∇ ·λε = f in �, uε = 0 on 0, (13.54)

−∇uε +
1

ε
(|λε|

2
− 1)+2λε = 0 (13.55)

(easier to handle than (13.52), (13.53), in practice). Using relatively simple variants of the
methods discussed in Glowinski [1984] (concerning the solution of elliptic variational
inequalities), we can prove the following convergence properties:

lim
ε→0

uε = u in H1
0(�), lim

ε→0
λε = λ weakly in (L6(�))2, (13.56)

where, in (13.56), the pair {u,λ} is a solution of problem (13.7), (13.8) (implying, in turn,
that λ is a solution of the obstacle problem (13.30)). Having thus justified the introduction of
the approximate (by penalization) problem (13.52), we still have to address its solution. The
Newton’s method is an obvious candidate to achieve such a goal; this leads to the following
algorithm (after multiplying by ε both sides of (13.52) and dropping the subscript ε):

λ0 is given in (L6(�))2 (λ0
= 0, for example); (13.57)

for n ≥ 0, compute λn+1 from λn via

λn+1
= λn

+ δλn, (13.58)
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δλn being the solution of the following linear problem:

εAδλn
+ (|λn

|
2
− 1)+2δλn

+ 4(|λn
|
2
− 1)+λn(λn

· δλn) =

− [ε(Aλn
−∇uf )+ (|λ

n
|
2
− 1)+2λn]; (13.59)

we stop iterating when, typically, ‖δλn
‖(L2(�))2 ≤ tol.1.

The linear operator in the left-hand side of (13.59) is clearly symmetric and positive
semidefinite; these properties suggest solving (13.59) by a conjugate gradient algorithm.
From a practical point of view, it is preferable to consider directly the equivalent system
(13.54), (13.55); we are going to solve it by a Newton’s algorithm operating in H1

0(�)×

(L6(�))2; this algorithm (equivalent to (13.57)–(13.59)) reads as follows:

λ0 is given in (L6(�))2 (λ0
= 0, for example); (13.60)

solve

αu0
− µ∇

2u0
= τy∇ ·λ

0
+ f in �, u0

= 0 on 0, (13.61)

(the above elliptic problem has a unique solution in H1
0(�) (in fact in W1,6

0 (�))). Then, for
n ≥ 0, compute {un+1,λn+1

} from {un,λn
} via

{un+1,λn+1
} = {un

+ δun,λn
+ δλn

} (13.62)

where, in (13.62), {δun, δλn
} is solution to

αδun
− µ∇

2δun
− τy∇ · δλ

n
= 0 in �, δun

= 0 on 0, (13.63)

− ε∇δun
+ (|λn

|
2
− 1)+2δλn

+ 4(|λn
|
2
− 1)+λn(λn

· δλn)

= ε∇un
− (|λn

|
2
− 1)+2λn. (13.64)

We are going to discuss now the solution of system (13.63), (13.64) by an Uzawa-conjugate
gradient algorithm operating in the Hilbert space H1

0(�)× (L
2(�))2. To further simplify the

notation we denote δun by ψ , δλn by p, and by Q the space (L2(�))2; the system (13.63),
(13.64) takes then the following form:

αψ − µ∇
2ψ − τy∇ ·p = 0 in �, ψ = 0 on 0, (13.65)

− ε∇ψ + (|λn
|
2
− 1)+2p+ 4(|λn

|
2
− 1)+λn(λn

·p)

= ε∇un
− (|λn

|
2
− 1)+2λn, (13.66)

leading to the following algorithm:

Step 0. Initialization

p0 is given in Q (p0
= 0 is a natural choice here); (13.67)
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solve the following Dirichlet problem:

ψ0
∈ H1

0(�), (13.68)

α

∫
�

ψ0φdx+ µ
∫
�

∇ψ0
·∇φdx = −τy

∫
�

p0
·∇φdx, ∀ φ ∈ H1

0(�), (13.69)

and then

g0
∈ Q,∫

�

g0
·qdx = −ε

∫
�

∇(ψ0
+ un) ·qdx+

∫
�

(|λn
|
2
− 1)+2(p0

+ λn) ·qdx

+ 4
∫
�

(|λn
|
2
− 1)+(λn

·p0)(λn
·q)dx, ∀ q ∈ Q. (13.70)

Set

w0
= g0. (13.71)

For m ≥ 0, assuming that pm, gm and wm are known, the last two different from 0, we
proceed as follows to compute {ψ, p}:

Step 1. Descent

Solve

ψ̄m
∈ H1

0(�),

α

∫
�

ψ̄mφdx+ µ
∫
�

∇ψ̄m
·∇φdx = −τy

∫
�

wm
·∇φdx, ∀ φ ∈ H1

0(�), (13.72)

and then

ḡm
∈ Q,∫

�

ḡm
·qdx = −ε

∫
�

∇ψ̄m
·qdx+

∫
�

(|λn
|
2
− 1)+2wm

·qdx

+ 4
∫
�

(|λn
|
2
− 1)+(λn

·wm)(λn
·q)dx, ∀ q ∈ Q. (13.73)

Compute

ρm =

∫
�
|gm
|
2dx∫

�
ḡm ·wmdx

(13.74)
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and

pm+1
= pm

− ρmwm, gm+1
= gm

− ρmḡm. (13.75)

Step 2. Testing the convergence and construction of wm+1

If
∫
� |g

m+1
|
2d x∫

� |g
0|2d x

≤ tol.2 take p = pm+1 and compute ψ from the solution of

αψ − µ∇
2ψ = τy∇ ·p in �, ψ = 0 on 0;

else compute

γm =

∫
�
|gm+1

|
2dx∫

�
|gm|2dx

(13.76)

and

wm+1
= gm+1

+ γmwm+1. (13.77)

Do m = m+ 1 and return to (13.72).

Algorithm (13.67)–(13.77) is less complicated than it looks like; it requires essentially
the solution of one Dirichlet problem per iteration.

Remark 13.5. Algorithm (13.67)–(13.77) has been written in variational form in order to
facilitate its finite-element implementation, an issue to be addressed in Section 15.

Remark 13.6. The conjugate gradient solution of linear and nonlinear problems in Hilbert
spaces is discussed in, e.g., Glowinski [2003, chapter 4] (see also the references therein and
Křı́zek, Neittaanmäki, Glowinski and Korotov [2004]).

14. Bingham flow in cylinders: (VI) an augmented Lagrangian approach
to the solution of problem (13.7)

Problem (13.7) is equivalent to the following minimization one

u ∈ H1
0(�),

J(u) ≤ J(v), ∀ v ∈ H1
0(�), (14.1)

with

J(v) =
1

2

∫
�

[α|v|2 + µ|∇v|2]dx+ τy

∫
�

|∇v|dx−
∫
�

f v dx.

The idea behind the augmented Lagrangian method which follows is to decouple nonlinear-
ity and derivatives; this will be done by treating ∇v as an independent variable q and then
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by forcing the relation ∇v− q = 0 by penalization and the use of a Lagrange multiplier. In
order to implement the above idea, we will proceed as follows:

1. We denote (L2(�))2 by Q and define W and j(., .) by

W = {{v,q} | v ∈ H1
0(�), q ∈ Q, ∇v− q = 0} (14.2)

and

j(v, q) =
1

2

∫
�

[α|v|2 + µ|∇v|2]dx+ τy

∫
�

|q|dx−
∫
�

f vdx. (14.3)

2. We observe that problem (14.1) is equivalent to

{u,p} ∈W,

j(u,p) ≤ j(v, q), ∀ {v,q} ∈W. (14.4)

3. With r > 0, we define an augmented Lagrangian functional Lr : (H1
0(�)×Q)×

Q→ R by

Lr({v, q},µ) = j(v, q)+
1

2
r
∫
�

|∇v− q|2dx+
∫
�

µ · (∇v− q)dx (14.5)

and observe that if {{u, p},λ} is a saddle-point of Lr over (H1
0(�)×Q)×Q, that is

verifies

{{u, p},λ} ∈ (H1
0(�)×Q)×Q,

Lr({u,p},µ) ≤ Lr({u, p},λ) ≤ Lr({v, q},λ),

∀ {{v,q},µ} ∈ (H1
0(�)×Q)×Q, (14.6)

then, the pair {u,p} is solution of problem (14.4), which implies, in turn, that u is the
solution of problem (14.1) and that p = ∇u (augmented Lagrangians, other than the
one defined by (14.5), can be used; we can, in particular, replace µ|∇v|2 in (14.3) by
µ|q|2, but it does not seem to make a significant difference from an algorithmic point
of view (concerning the speed of convergence, in particular)).

4. In order to solve the saddle-point problem (14.6), we advocate (following, e.g.,
Glowinski, Lions and Trémolières [1981], Fortin and Glowinski [1982, 1983],
Glowinski [1984], and Glowinski and Le Tallec [1989]) the following Uzawa
type algorithm (called ALG2 in the above references):

{u−1,λ0
} is given in H1

0(�)×Q; (14.7)

for n ≥ 0, un−1 and λn being known, solve

pn
∈ Q,

Lr({u
n−1,pn

},λn) ≤ Lr({u
n−1,q},λn), ∀ q ∈ Q, (14.8)

then

un
∈ H1

0(�),

Lr({u
n,pn
},λn) ≤ Lr({v, pn

},λn), ∀ v ∈ H1
0(�), (14.9)
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and update λn by

λn+1
= λn

+ r(∇un
− pn). (14.10)

It follows from, e.g., Glowinski, Lions and Trémolières [1981], Fortin and Glowinski
[1982, 1983], Glowinski [1984], Glowinski and Le Tallec [1989] that the following
convergence result holds

∀ {u−1,λ0
} ∈ H1

0(�)×Q, one has lim
n→+∞

{un,pn
} = {u,∇u} ∈ H1

0(�)×Q

(14.11)

where, in (14.11), u is the solution of problem (13.7), (14.1). Concerning the implementation
of algorithm (14.7)–(14.10), a close inspection shows that problem (14.8) reduces to

pn
= arg min

q∈Q

1

2

∫
�

|q|2dx+ τy

∫
�

|q|dx−
∫
�

(r∇un−1
+ λn) ·qdx

. (14.12)

The minimization problem in (14.12) can be solved point-wise, leading to the following
closed form solution for pn:

a.e. in �, pn(x) =
1

r

(
1−

τy

|Xn(x)|

)+
Xn(x), (14.13)

with Xn
= r∇un−1

+ λn (and ξ+ = max(0, ξ)). Moreover, (14.9) reduces to the following
linear Dirichlet problem (written here in variational form):

un
∈ H1

0(�),

α

∫
�

unvdx+ (µ+ r)
∫
�

∇un.∇vdx =
∫
�

f vdx+
∫
�

(rpn
− λn) ·∇vdx,

∀v ∈ H1
0(�); (14.14)

the numerical solution of elliptic problems such as (14.14) is routine nowadays.

Remark 14.1. By updating λn after step (14.8), we obtain the following variant of algo-
rithm (14.7)–(14.10):

{u−1,λ0
} is given in H1

0(�)×Q; (14.15)

for n ≥ 0, un−1 and λn being known, solve

pn
∈ Q,

Lr({u
n−1,pn

},λn) ≤ Lr({u
n−1,q},λn), ∀ q ∈ Q, (14.16)

update λn by

λn+1/2
= λn

+ r(∇un−1
− pn), (14.17)
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solve

un
∈ H1

0(�),

Lr({u
n,pn
},λn+1/2) ≤ Lr({v, pn

},λn+1/2), ∀ v ∈ H1
0(�), (14.18)

finally, update λn+1/2 by

λn+1
= λn+1/2

+ r(∇un
− pn). (14.19)

The above algorithm (called ALG3 in Glowinski, Lions and Trémolières [1981],
Fortin and Glowinski [1982, 1983], Glowinski [1984, 2008], and Glowinski and Le
Tallec [1989]) verifies also the convergence properties given in (14.11). The choice of r is
for both algorithms a critical issue for which we refer to, e.g., Fortin and Glowinski [1982,
1983], Glowinski and Le Tallec [1989]. Actually, both algorithms have very close rela-
tion with operator-splitting schemes such as Peaceman–Rachford’s and Douglas–Rachford’s
(see the above references for details). Concerning the relative merits of ALG2 and ALG3,
let us say that it seems (see, e.g., Fortin and Glowinski [1982, 1983], and Glowinski
and Le Tallec [1989]) that ALG3 is faster for smooth problems, whereas ALG2 is more
robust; because the problem under consideration involves the non differentiable functional
v→

∫
�
|∇v|dx, we favor ALG2.

Remark 14.2. To the best of our knowledge, the particular augmented Lagrangian method-
ology discussed in this section has been introduced in Glowinski and Marrocco [1974]
and [1975], for the solution of the Dirichlet problem for the s− Laplacian operator; namely,

−∇ · (|∇u|s−2
∇u) = f in �

u = 0 on 0, (14.20)

with � a bounded domain of Rd, 0 its boundary and 1 < s < +∞. If � ⊂ R2 and f is
a constant, (14.20) models the flow of a non-Newtonian incompressible viscous fluid, of
the power law type, in a cylinder of cross-section �, the flow being induced by a constant
drop of pressure (proportional to f ) per unit length. As shown in the above two references,
ALG2 has been quite effective at solving problem (14.20), even for s close to 1 (s = 1.1, for
example). Other applications to Fluid Mechanics and Nonlinear Elasticity can be found in,
e.g., Fortin and Glowinski [1982, 1983], Glowinski and Le Tallec [1989], Glowinski
and Holmström [1995] (see also the references therein). Other applications of the aug-
mented Lagrangian methodology include the solution of the Monge–Kantorovich optimal
transportation problem (see Benamou and Brenier [2000]), of the two-dimensional elliptic
Monge–Ampère equation (see Dean and Glowinski [2003, 2006a,b], and Dean, Glowin-
ski and Pan [2005]), and of inverse problems in seismic reflection tomography (see Delbos,
Gilbert, Glowinski and Sinoquet [2006]).

15. Bingham flow in cylinders: (VII) finite-element approximation

In Section 12, Remark 12.2, we have been advocating the use of low-order space-time
approximations for Bingham flow in cylinders, the main reason being the relatively low reg-
ularity of the solution. From these considerations, the backward Euler scheme (discussed in
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Section 12) will be our method of choice for the time-discretization. Similarly, we will rely
on globally continuous, piecewise affine approximations for the space-discretization. This
combination leads us to the scheme (12.15), (12.16) described in Section 12, Remark 12.2.
We have, thus, to solve at each time step a finite-dimensional problem of the following type:

uh ∈ V0h,

α

∫
�h

uh(v− uh)dx+ µ
∫
�h

∇uh ·∇(v− uh)dx+ τy[ jh(v)− jh(uh)]

≥

∫
�h

fh(v− uh)dx, ∀ v ∈ V0h, (15.1)

with

jh(v) =
∫
�h

|∇v|dx =
∑

K∈Th

∫
K

|∇v|dx. (15.2)

The finite-dimensional problem (15.1) has a unique solution characterized by the existence
of λh such that

{uh,λh} ∈ V0h ×3h,

α

∫
�h

uhvdx+ µ
∫
�h

∇uh ·∇vdx+ τy

∫
�h

λh.∇vdx =
∫
�h

fhvdx, ∀ v ∈ V0h,

λh ·∇uh = |∇uh|, (15.3)

with

3h = {µ | µ ∈ (L
2(�))2, ∀ K ∈ Th, µ|K = µK ∈ R2, |µK | ≤ 1}. (15.4)

System (15.3) takes various equivalent forms, among them

uh ∈ V0h,

α

∫
�h

uhvdx+ µ
∫
�h

∇uh ·∇vdx+ τy

∫
�h

λh.∇vdx =
∫
�h

fhvdx, ∀ v ∈ V0h,

λh = P3h(λh + rτy∇uh), ∀ r ≥ 0, (15.5)

and

{uh,λh} ∈ V0h ×3h,

α

∫
�h

uhvdx+ µ
∫
�h

∇uh ·∇vdx+ τy

∫
�h

λh ·∇vdx =
∫
�h

fhvdx, ∀ v ∈ V0h,

−

∫
�h

∇uh · (µ− λh)dx ≥ 0, ∀ µ ∈ 3h; (15.6)
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above, P3h is the orthogonal projection operator from Lh onto 3h (with

Lh = {µ | µ ∈ (L
2(�h))

2, ∀ K ∈ Th,µ|K = µK ∈ R2
});

operator P3h verifies

P3h(µ)|K =
µK

max(1, |µK |)
, ∀ K ∈ Th, ∀ µ ∈ Lh. (15.7)

From these formulations, deriving the fully discrete analogs of the various iterative methods
discussed in the preceding sections is straightforward.

16. Bingham flow in cylinders: (VIII) numerical experiments

In this section, we will focus on the solution of the steady flow problem (13.1), in the partic-
ular case, in which � is the disk of radius R centered at {0, 0}, that is

� = {x | x = {x1, x2} ∈ R2, x2
1 + x2

2 < R2
}. (16.1)

Assume that C > 0, then for the above cross-section �, the solution of (13.1) is given by

u∞ =


(

R− r

2µ

)[
C

2
(R+ r)− 2τy

]
if R′ ≤ r ≤ R,(

R− R′

2µ

)[
C

2
(R+ R′)− 2τy

]
if 0 ≤ r ≤ R′,

(16.2)

with r =
√

x2
1 + x2

2 and R′ =
2τy
C .

For the numerical experiments described below, we took R = 1
4 , C = 16, and µ = 1

4 ,
implying that u∞ = 0 if τy ≥ 2. To approximate the related problem (13.1), we have used
the finite-element spaces described in Section 12, Remark 12.2, and in Section 15; these
spaces being defined from triangulations of � like the one shown in Fig. 16.1, below (with
h the length of the largest edge(s) of the triangulation).

In Table 16.1, we have reported, for various values of τy and h, some of the numeri-
cal results obtained by applying, to the solution of problem (13.1), the discrete variant of
algorithm (13.10)–(13.12) (with α = 0 and f = C), associated with the triangulation Th.
The above algorithm has been initialized with λ0

h = 0, and we stopped iterating as soon as
‖λn+1

h − λn
h‖L2 ≤ 10−4, nit being the corresponding number of iterations; for r, we took

µ

τ 2
y

(which is consistent with the convergence condition (13.15)). For h = 1
64 (resp., 1

128

and 1
256 ), Th consists of 1,976 (resp., 7,945 and 31,690) triangles and has 1,039 (resp.,

4,074 and 16,047) vertices. The results shown in Table 16.1 (and Fig. 16.2) suggest that
‖uh − u‖L2(�) ≈ O(h2), while ‖∇(uh − u)‖(L2(�))2 ≈ O(h); these results are consistent with
error estimates proved in, e.g., Glowinski [1984].

The results shown in Table 16.2 concern the same test problem and have been obtained
using the same triangulations than above. However, for these computations, we have used
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Fig. 16.1 A triangulation Th of the disk � (courtesy of G. Guidoboni).

Table 16.1
Numerical results obtained by the discrete variant of algorithm

(13.10)–(13.12) (courtesy of G. Guidoboni)

τy h nit ‖uh − u‖L2(�) ‖∇(uh − u)‖(L2(�))2

0.2 1/64 4 1.2206× 10−4 1.0964× 10−2

1/128 4 3.0895× 10−5 4.9999× 10−3

1/256 3 7.6938× 10−6 2.7501× 10−3

1.0 1/64 15 1.0071× 10−4 2.1055× 10−2

1/128 8 2.4395× 10−5 1.0090× 10−2

1/256 5 6.1040× 10−6 5.1368× 10−3

1.7 1/64 20 1.3162× 10−4 1.8784× 10−2

1/128 7 2.8520× 10−5 8.0858× 10−3

1/256 2 5.3213× 10−6 4.0120× 10−3

1.9 1/64 2 6.3682× 10−5 1.1223× 10−2

1/128 2 1.5250× 10−5 4.8720× 10−3

1/256 2 4.5102× 10−6 2.4759× 10−3

2.1 1/64 2 5.1227× 10−15 5.2260× 10−14

1/128 2 3.2679× 10−14 3.1831× 10−13

1/256 2 2.0857× 10−13 2.0147× 10−12

the nested iterative method obtained by combining the (pseudo-) time discretization scheme
(13.36)–(13.38) (initialized with λ0

h= 0) with algorithm (13.41)–(13.43) (initialized with

λn
h,0 = λ

n−1
h ). We took 1τ = 2µ

τ 2
y
, r = 1τ

2 , and stop iterating as soon as ‖λn+1
h − λn

h‖L2
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10−3

10−5
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L
2  
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r

10−2

h

Fig. 16.2 Variation of ‖uh − u‖L2(�) versus h for τy = 1 (log scales) (courtesy of G. Guidoboni).

Table 16.2
Numerical results obtained by the discrete variant of algorithm

(13.36)–(13.38), (13.41)–(13.43) (courtesy of G. Guidoboni)

τy h nit ‖uh − u‖L2(�) ‖∇(uh − u)‖(L2(�))2

0.2 1/64 3 1.2213× 10−4 1.0959× 10−2

1/128 3 3.0822× 10−5 4.9971× 10−3

1/256 3 7.6864× 10−6 2.7502× 10−3

1.0 1/64 14 1.0055× 10−4 2.1043× 10−2

1/128 7 2.3587× 10−5 1.0061× 10−2

1/256 5 5.8432× 10−6 5.1390× 10−3

1.7 1/64 20 1.2672× 10−4 1.8807× 10−2

1/128 7 1.9826× 10−5 8.1015× 10−3

1/256 6 4.8495× 10−6 4.1762× 10−3

1.9 1/64 7 1.0990× 10−4 1.1936× 10−2

1/128 7 1.7497× 10−5 5.3066× 10−3

1/256 7 4.6899× 10−6 2.6584× 10−3

2.1 1/64 7 3.3682× 10−17 3.8609× 10−16

1/128 7 2.1175× 10−16 2.0748× 10−15

1/256 7 2.3071× 10−15 2.2257× 10−14
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≤ 10−4 (outer iterations) and ‖λn
h,k+1 − λ

n
h,k‖L2 ≤ 10−5(inner iterations) (other stopping

strategies are possible). The numbers in the nit column correspond to outer iterations. We
observe that the approximation errors given in Table 16.2 are of the same order than those
in Table 16.1 (except for τy = 2.1, where the solution uh being 0, what we have obtained,
with both algorithms, is (a kind of ) numerical noise). Finally, we have shown in Table 16.3
(and Figs. 16.3 and 16.4) the results obtained using a discrete variant of the penalty-Newton–
Uzawa-conjugate gradient method discussed in Section 13.5. The computations have been
done taking h = 1

128 and varying τy and the penalty parameter ε. The Newton’s (resp.,
Uzawa-conjugate gradient) iterations have been initialized with λ0

h= 0 (resp., p0
h = 0) and

(using Section 13.5 notation) we took tol.1 = 10−6 and tol.2 = 10−4 in the stopping cri-
teria. In Table 16.3, nit is the number of iterations necessary to achieve convergence. We
observe that the number of Newton’s iterations decreases as τy increases; this property was
expected because the size of the fluid region (where |λ(x)| = 1) is a decreasing function
of τy, everything else being the same; on the other hand, the number of Uzawa-conjugate
gradient iterations stays around 5, for the values of τy and ε considered here. Figure 16.3,
which corresponds to τy = 1, suggests that for ε moderately small ‖uh,ε − u∗h‖(L(�))2 varies
like
√
ε (which is what we were expecting; here, u∗h is the approximate solution computed

through the discrete variant of algorithm (13.10)–(13.12)), while it stays constant for smaller

Table 16.3
Numerical results obtained by a discrete variant of the penalty-Newton–Uzawa-
conjugate gradient method of Section 13.5 for h = 1/128 (u∗h is the correspond-
ing solution obtained by the related discrete variant of algorithm (13.10)–(13.12))

(courtesy of G. Guidoboni)

τy ε nit ‖uh,ε − u∗h‖L2(�) ‖uh,ε − u‖L2(�) ‖∇(uh,ε − u)‖(L2(�))2

0.2 10−3 19 5.4330× 10−4 5.4523× 10−4 7.2570× 10−3

10−5 19 6.7749× 10−5 7.5271× 10−5 5.0353× 10−3

10−7 19 4.5020× 10−5 5.5144× 10−5 5.0137× 10−3

1.0 10−3 11 3.2531× 10−3 3.2621× 10−3 3.6440× 10−2

10−5 11 3.9400× 10−4 4.0331× 10−4 1.0732× 10−2

10−7 11 2.4255× 10−4 2.5211× 10−4 1.0257× 10−2

1.7 10−3 9 1.3728× 10−3 1.3978× 10−3 2.6178× 10−2

10−5 6 3.8398× 10−4 4.0890× 10−4 1.0300× 10−2

10−7 6 3.6026× 10−4 3.8519× 10−4 1.0092× 10−2

1.9 10−3 11 3.8816× 10−4 4.0174× 10−4 1.4630× 10−2

10−5 4 1.4912× 10−4 1.6300× 10−4 6.4455× 10−3

10−7 4 1.4636× 10−4 1.6024× 10−4 6.4008× 10−3

2.1 10−3 2 3.2679× 10−14 2.6906× 10−28 2.7906× 10−27

10−5 2 3.2679× 10−14 2.6728× 10−28 2.7729× 10−27

10−7 2 3.2679× 10−14 2.6958× 10−28 2.7919× 10−27
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Fig. 16.3 Variation of ‖uh,ε − u∗h‖L2(�)versus ε for h = 1/128 and τy = 1 (courtesy of G. Guidoboni).
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Fig. 16.4 Graphs of the exact solution (—) and of the approximated solutions restricted to a diameter
of � for ε = 3× 10−2 (−−−−), 10−3 (−. −. −.), and 10−5(. . . ) ( h = 1/128 and τy = 1) (courtesy of
G. Guidoboni).
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values of ε. We suspect that to recover the
√
ε behavior for the very small values of ε, we

should use smaller tolerances in the stopping criteria of the various iterative methods used to
compute uh,ε and u∗h. In Fig. 16.4, we compare for τy = 1, the exact solution with the approx-
imated ones, obtained with h = 1

128 and various values of ε; we observe that the condition
∇u = 0 is well approximated in the rigidity region.

Remark 16.1. The last three rows of Table 16.3 suggest that for τy = 2.1, we have (with
obvious notation) uε = 0 (= u, since u = 0 if τy ≥ 2) for the three values of ε considered
here.

Remark 16.2. We will conclude this discussion, concerning the numerical simulation of
Bingham flow in cylinders by mentioning that, if one is interested by the steady-state solu-
tion only, it may be advantageous to consider the following (non physical) initial value
problem:

u(0) = u0(∈ H1
0(�)),∫

�

∇

(
∂u

∂t

)
·∇(v− u)dx+ µ

∫
�

∇u ·∇(v− u)dx+ τy

∫
�

|∇v|dx−
∫
�

|∇u|dx


≥ C

∫
�

(v− u)dx, ∀ v ∈ H1
0(�), (16.3)

where dC
dt = 0. Indeed, suppose that u∞ is the solution of the corresponding steady-state

problem (13.1), it is then fairly easy to prove that

‖u(t)− u∞‖H1
0 (�)
≤ ‖u0 − u∞‖H1

0 (�)
e−µt, ∀ t ≥ 0, (16.4)

a stronger convergence result than the one given by (11.15) in Section 11. We refer to He and
Glowinski [2000] concerning the practical implementation of the above approach (which
is no more complicated to implement than the one based on (11.1)).

17. Bingham flow in cavities

17.1. Generalities

The modeling of multidimensional Bingham flow can be found in Section 8. From now on,
we will assume that� is a bounded region of Rd (with d = 2 or 3). The numerical simulation
of such flow has been addressed in, e.g., Sanchez [1998], Dean and Glowinski [2002],
Glowinski [2003, chapter 10, section 50] (see also the references therein). In this article, we
will review, briefly, the operator-splitting-based methodology discussed in the three above
references and present some numerical results obtained using it. Before describing the above
methodology, let us mention that a popular approach to overcome the difficulties associated
with the non differentiability of the functional

v→
∫
�

|D(v)|dx
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is to approximate the problems (8.1)–(8.5) and (8.6)–(8.9) by regularization; among the
various regularization procedures, the one below is classical:

ρ

[
∂uε
∂t
+ (uε ·∇)uε

]
= ∇ · σ ε + f in �× (0, T), (17.1)

∇ ·uε = 0 in �× (0, T), (17.2)

σ ε = −pεI+ τy

√
2

D(uε)√
ε2 + |D(uε)|2

+ 2µD(uε), (17.3)

uε(0) = u0, (17.4)

uε = u0 on 0 × (0, T). (17.5)

A drawback of the above regularization procedure is that it does not have the property that
u(t) reaches the value 0 in finite time if u0 = 0 and f = 0, unlike the solutions of (8.6)–
(8.9). We will not investigate further the regularization approach associated with (17.1)–
(17.5). Instead, in the following sections, we will discuss the solution of problem (8.6)–(8.9)
through a time discretization by operator-splitting; with this approach (already investigated
in, e.g., Sanchez [1998], Dean and Glowinski [2002], Glowinski [2003, chapter 10,
section 50]), we will be able to solve problem (8.6)–(8.9) by a methodology closely related to
various methods used for the solution of the Navier–Stokes equations modeling incompress-
ible Newtonian viscous flow (that is, those equations obtained by taking τy = 0 in (8.1)–(8.5)
and (8.6)–(8.9)).

Remark 17.1. Above, we have mentioned that if u0 = 0 and f = 0, then u(t) = 0, for t
large enough. Owing to the importance of this property, we are going to prove it hereafter;
we have thus the following:

Theorem 17.1. Suppose that T = +∞ in (8.6)–(8.9); if u0 = 0 and f = 0, we have u(t) =
0 for t large enough.

Proof. The proof which follows is a variant of the one used to prove relation (11.13) in
Section 11. Take v = 0 and v = 2u(t) in (8.6). It follows then from (8.6) and (8.7) that

1

2
ρ

d

dt

∫
�

|u|2dx+ ρ
∫
�

(u(t) ·∇)u(t) ·u(t)dx+ µ
∫
�

|∇u(t)|2dx

+
√

2τyj(u(t)) = 0, a.e. t ∈ (0,+∞). (17.6)

Taking advantage of the following (classical) relations∫
�

(w ·∇)v · vdx = 0, ∀ v, w ∈ (H1
0(�))

d, ∇ ·w = 0, (17.7)

∫
�

|∇v|2dx ≥ λ0

∫
�

|v|2dx, ∀ v ∈ (H1
0(�))

d, (17.8)

j(v)

= ∫
�

|D(v)|dx

 ≥ γ ‖v‖(L2(�))d , ∀ v ∈ (H1
0(�))

d (17.9)
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(where in (17.8), (17.9), λ0( > 0) is the smallest eigenvalue of −∇2 operating over H1
0(�),

and γ is a positive constant (cf. Strauss [1973])), (17.6) implies

1

2
ρ

d

dt
‖u‖2

(L2(�))d
+ µλ0‖u‖2(L2(�))d

+
√

2τyγ ‖u‖(L2(�))d ≤ 0,

a.e. t ∈ (0,+∞). (17.10)

Suppose that u(t) 6= 0, ∀ t ∈ [0,+∞); we have then

d

dt
‖u‖2

(L2(�))d
= 2‖u‖(L2(�))d

d

dt
‖u‖(L2(�))d ,

which combined with (17.10) implies

ρ
d

dt
‖u‖(L2(�))d + µλ0‖u‖(L2(�))d +

√
2τyγ ≤ 0,

a.e. t ∈ (0,+∞). (17.11)

Relation (17.11) can be rewritten as

d

dt

[
‖u‖(L2(�))d +

√
2
τyγ

µλ0

]
+
µλ0

ρ

[
‖u‖(L2(�))d +

√
2
τyγ

µλ0

]
≤ 0,

a.e. t ∈ (0,+∞). (17.12)

By time-integration of the differential inequality in (17.12), we obtain

‖u(t)‖(L2(�))d +
√

2
τyγ

µλ0
≤

[
‖u0‖(L2(�))d +

√
2
τyγ

µλ0

]
e−

µλ0
ρ

t
, ∀ t ≥ 0. (17.13)

Because limt→+∞ e−
µλ0
ρ

t
= 0, relation (17.13) makes no sense “as soon as” t > Tc with

Tc =
ρ

λ0µ
ln

(
1+

µλ0
√

2gτy
‖u0‖(L2(�))d

)
. (17.14)

We have thus

u(t) = 0, ∀ t ≥ Tc. (17.15)

Relation (17.15) concludes the proof of the theorem and provides, in adition, an estimate of
the “cutoff” time.

Remark 17.2. The estimate of the cutoff time given by (17.14) is not optimal. Actually, a
more accurate upper bound Tc can be obtained by taking for λ0 and γ in (17.10) and (17.14),
the quantities defined by

λ0 = inf
v∈V0\{0}

∫
�
|∇v|2dx∫
�
|v|2dx

(17.16)
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and

γ = inf
v∈V0\{0}

∫
�
|D(v)|dx√∫
�

|v|2dx
, (17.17)

respectively, with, in (17.16) and (17.17), V0 = {v|v ∈ (H1
0(�))

d, ∇ · v = 0}. The quantity
λ0 defined by (17.16) is, clearly, the smallest eigenvalue of the Stokes operator acting on
(H1

0(�))
d, i.e., the smallest λ such that

{w, p} ∈ (H1
0(�))

d
× L2(�),

−∇
2w+∇p = λw in �, ∇ ·w = 0 in �,

∫
�

|w|2dx = 1. (17.18)

If � = (0, 1)2, we have λ0 = 2π2( = 19.739 . . . ) in (17.8), while we have, on the other
hand, λ0 = 52.3 . . . in (17.16) (as shown in, e.g., Glowinski [2003, chapter 7]); this implies
that taking ∇ · v = 0 into account, in the definition of λ0, leads to an estimate of the cutoff
time which is more than 2.5 smaller than the one given by (17.8), (17.9), and (17.14).

Remark 17.3. Suppose that d = 2, then as in Remark 11.6, the value of γ in (17.9) (and
(17.17) is independent of the size and of the shape of � (an upper bound of the constant γ in
(17.9) is given by 23/4√π = 2.9809001 . . . ; an upper bound of the one in (17.17) is given
by 2
√
π ).

Remark 17.4. Bingham fluid type models have been used to describe soil mechanics phe-
nomena such as landslides. A basic reference in that direction is Hild, Ionescu, Lachand-
Robert and Rosca [2002].

17.2. Time-discretization of problem (8.6)–(8.9) by operator-splitting

There are many ways to discretize problem (8.6)–(8.9) by operator-splitting. Among the
many possible schemes, we will discuss only one, of the Marchuk–Yanenko type (see
Glowinski [2003, chapter 6] and the references therein); this scheme reads as follows (with,
as usual, tn+α = (n+ α)1t):

u0
= u0; (17.19)

then, for n ≥ 0, un being known, we compute {un+1/3, pn+1
},un+2/3, and un+1 as fol-

lows:

1. Solve the generalized Stokes problem

ρ

1t
(un+1/3

− un)−
µ

2
∇

2un+1/3
+∇pn+1

= f n+1 (= f(tn+1)) in �,

∇ ·un+1/3
= 0 in �,

un+1/3
= un+1

0 (= u0(tn+1)) on 0. (17.20)
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2. Solve the transport problem

∂u
∂t
+ (un+1/3

·∇)u = 0 in �× (tn, tn+1),

u(tn) = un+1/3,

u = un+1
0 on 0n+1

− × (tn, tn+1) (17.21)

(with 0n+1
− = {x | x ∈ 0, (un+1

0 ·n)(x) < 0}, n being the outward unit normal vector
at 0) and set

un+2/3
= u(tn+1). (17.22)

3. Solve, finally, the following elliptic variational inequality:

un+1
∈ (H1(�))d, un+1

= un+1
0 on 0,

ρ

∫
�

(
un+1
− un+2/3

)
·

(
v− un+1

)
dx+

µ1t

2

∫
�

∇un+1 : ∇(v− un+1)dx

+ τy

√
21t

∫
�

|D(v)|dx−
∫
�

|D(un+1)|dx

 ≥ 0,

∀ v ∈ (H1(�))d, v = un+1
0 on 0. (17.23)

Closely related operator-splitting techniques have been used in Sanchez [1998] for the
simulation of Bingham flow in two-dimensional square cavities.

Remark 17.5. It follows from, e.g., Glowinski [1984, chapters 1 & 2], that the variational
inequality problem (17.23) has a unique solution characterized by the existence of a d × d
tensor-valued function λn+1 such that

un+1
∈ (H1(�))d, un+1

= un+1
0 on 0, λn+1

∈ (L∞(�))d×d,λn+1
= (λn+1)t,

ρ

1t
(un+1

− un+2/3)−
µ

2
∇

2un+1
− τy

√
2∇ ·λn+1

= 0 in �,

|λn+1(x)| ≤ 1 a.e. in �, λn+1, (x) : D(un+1)(x) = |D(un+1)(x)| a.e. in �. (17.24)

The multiplier λn+1 is not necessarily unique.
The computer implementation of the operator-splitting scheme (17.19)–(17.23) will be

discussed in the following sections.

17.3. On the finite-element approximation of problem (8.6)–(8.9)

In this section (assuming that � is a bounded polygonal domain of R2), we are going
to space-approximate problem (8.6)–(8.9) by a variant of the well-known Bercovier–
Pironneau finite-element approximation of the Stokes and Navier–Stokes equations (see,
e.g., Bercovier and Pironneau [1979], Pironneau [1989], and Glowinski [1984, 2003,
2008] for the theory and practice of the Bercovier–Pironneau approximation). The notation
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being essentially the same as in Section 15, the fundamental discrete spaces are thus:

Vh = {v | v ∈ (C 0(�))2, v|K ∈ (P1)
2, ∀ K ∈ Th/2}, (17.25)

V0h = {v | v ∈ Vh, v = 0 on 0} (= Vh ∩ (H
1
0(�))

2), (17.26)

and

Ph = {q | q ∈ C0(�), q|K ∈ P1, ∀ K ∈ Th}, (17.27)

where, as usual, P1 denotes the space of the two variables polynomials of degree ≤ 1, and
where Th/2 is the triangulation of �, obtained from the pressure triangulation Th by joining
the midpoints of the edges of its elements (as shown in Fig. 17.1, below).

The continuous in time approximation of problem (8.6)–(8.9), associated with the above
finite-element spaces, is defined as follows:

For t ∈ (0,T) find {uh(t), ph(t)} ∈ Vh × Ph such that

ρ

∫
�

[
∂uh

∂t
(t)+ (uh(t) ·∇)uh(t)

]
· (v− uh(t))dx

+ µ

∫
�

∇uh(t) : ∇(v− uh(t))dx

−

∫
�

ph(t)∇ · (v− uh(t))dx+ τy

√
2

∫
�

|D(v)|dx−
∫
�

|D(uh(t))|dx


≥

∫
�

fh(t) · (v− uh(t))dx, ∀ v ∈ Vh, v = u0h(t) on 0, (17.28)

∫
�

∇ ·uh(t) qdx = 0, ∀ q ∈ Ph, (17.29)

uh(0) = u0h, (17.30)

uh(t) = u0h(t) on 0; (17.31)

Fig. 17.1 Dividing K ∈ Th to construct Th/2.
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in (17.28)–(17.31):

• fh is an approximation of f.
• u0h is an approximation of u0 such that∫

0

u0h(t) ·nd0 = 0, ∀ t ∈ (0, T),

u0h(t) ∈ γ Vh = {µ|µ = v|0, v ∈ Vh}.

• u0h is an approximation of u0 so that u0h ∈ Vh and (u0h − u0h(0))|0 = 0.
• It is easy to compute

∫
�
|D(v)|dx,∀v ∈ Vh, because (17.25) implies that, ∀ K ∈ Th/2,

we have D(v|K) ∈ R2×2 and therefore |D(v|K)| ∈ R, which implies in turn that∫
�

|D(v)|dx (= j(v)) =
∑

K∈Th/2

meas.(K)|D(v|K)|, ∀ v ∈ Vh.

There is thus no need for numerical integration to compute j(v), if v ∈ Vh. The conver-
gence, as h→ 0, of the approximate solution {uh, ph} to its continuous counterpart {u, p} is
discussed in, e,g., Fortin [1972], Glowinski, Lions and Trémolières [1976, chapter 6],
[1981, chapter 6].

Remark 17.6. Suppose that A1,A2 and A3 are the vertices of a triangle K; we suppose that
∂K is oriented counterclockwise. We have then

meas.(K) =
1

2
|
−−→
A1A2 ×

−−→
A1A3|. (17.32)

Moreover, if v ∈ P1, with v(Ai) = vi, ∀i = 1, 2, and 3, we have (see, e.g., Glowinski
[2003, chapter 5] for details):

∂v

∂x1
= −

1

2meas.(K)
(v1
−−→
A2A3 + v2

−−→
A3A1 + v3

−−→
A1A2) · e2, (17.33)

∂v

∂x1
=

1

2meas.(K)
(v1
−−→
A2A3 + v2

−−→
A3A1 + v3

−−→
A1A2) · e1, (17.34)

with e1={1, 0, 0} and e2={0, 1, 0} (assuming that K is contained in the plane (0x1, 0x2)).
Using formulae (17.32)–(17.34) (and, if necessary the two-dimensional trapezoidal and

Simpson rules; see, e.g., Glowinski [2003]), we can derive a formulation of (17.28)–(17.31)
more suitable for computations.

17.4. Solution of the generalized Stokes subproblem (17.20)

Combining scheme (17.19)–(17.23) with the finite-element spaces described in Section 17.3
leads to the following approximation of the generalized Stokes problem (17.20):

Find {un+1/3
h , pn+1

h } ∈ Vh × Ph such that
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ρ

∫
�

un+1/3
h − un

h

1t
· vdx+

µ

2

∫
�

∇un+1/3
h : ∇vdx−

∫
�

pn+1
h ∇ · vdx

=

∫
�

f n+1
h · vdx, ∀ v ∈ V0h, (17.35)

∫
�

∇ ·un+1/3
h qdx = 0, ∀ q ∈ Ph, (17.36)

un+1/3
h = un+1

0h on 0. (17.37)

The fully discrete generalized Stokes problem (17.35)–(17.37) is of the Bercovier–Pironneau
type; it can be solved using a discrete analog of the preconditioned conjugate gradient algo-
rithms discussed in Glowinski [2003, chapter IV] (algorithm (21.46)–(21.60), in particular).

17.5. Solution of the transport subproblems (17.21)

To solve the transport problem (17.21), we shall combine the finite-element spaces described
in Section 17.3 with the wave-like equation method discussed in Glowinski [2003, chap-
ter VI]; we obtain then the following semidiscrete wave-like equation problem:

Find uh(t) ∈ Vh such that, ∀ t ∈ (tn, tn+1),∫
�

∂2uh(t)

∂ t2
· vdx+

∫
�

(un+1/3
h ·∇)uh(t) · (u

n+1/3
h ·∇)vdx

+

∫
0\0n+1

−

un+1/3
h ·n

∂uh

∂t
(t) · vd0 = 0, ∀ v ∈ Vn+1

0h,−, (17.38)

uh(t
n) = un+1/3

h , (17.39)
∂uh

∂t
(tn) ∈ Vn+1

0h,−,∫
�

∂uh

∂t
(tn) · vdx = −

∫
�

(un+1/3
h ·∇)un+1/3

h · vdx, ∀ v ∈ Vn+1
0h,−,

(17.40)

uh(t) = un+1
0h on 0n+1

− , (17.41)

with, in (17.38)–(17.41),

0n+1
− = {x | x ∈ 0, (un+1/3

h ·n)(x) < 0},

and

Vn+1
0h,− = {v | v ∈ Vh, v = 0 on 0n+1

− }.

The solution of problem (17.38)–(17.41) has been discussed at length in Glowinski [2003,
chapter VI], where it has been validated by the results of numerical experiments for a large
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variety of two- and three-dimensional test problems (see also Glowinski, Guidoboni and
Pan [2006]).

17.6. Solution of the elliptic variational inequality (17.23)

We approximate problem (17.23) by the following fully discrete elliptic variational
inequality:

Find un+1
h ∈ Vh,un+1

h = un+1
0h on 0 such that

ρ

∫
�

un+1
h − un+2/3

h

1t
· (v− un+1

h )dx+
µ

2

∫
�

∇un+1
h : ∇(v− un+1

h )dx

+ τy

√
2

∫
�

|D(v)|dx−
∫
�

|D(un+1
h )|dx

≥ 0, ∀ v ∈ Vh, v=un+1
0h on 0. (17.42)

Problem (17.42) has a unique solution. To solve the above problem, we are going to take
advantage of its equivalence with:

Find {un+1
h ,λn+1

h } ∈ Vh × Lh, un+1
h = un+1

0h on 0, λn+1
h = (λn+1

h )t

such that

ρ

∫
�

un+1
h − un+2/3

h

1t
· vdx+

µ

2

∫
�

∇un+1
h : ∇vdx

+ τy

√
2
∫
�

λn+1
h : D(v)dx = 0, ∀ v ∈ V0h, (17.43)

|λn+1
h | ≤ 1 a.e. in �, λn+1

h : D(un+1
h ) = |D(un+1

h )| a.e. in � (17.44)

with the space Lh defined by

Lh = {q | q ∈ (L∞(�))2×2, q|K ∈ R2×2,∀K ∈ Th/2}; (17.45)

we have, thus, ∇v and D(v) belonging to Lh, ∀ v ∈ Vh. It follows from the symmetry of
λn+1

h that∫
�

λn+1
h : D(v)dx =

∫
�

λn+1
h : ∇v dx, ∀ v ∈ Vh (17.46)

and from relation (17.44) that

λn+1
h = P3h(λ

n+1
h + rτy

√
2D(un+1

h )), ∀ r ≥ 0, (17.47)

with

3h = 3 ∩ Lh(that is, 3h = {q | q ∈ Lh, |q|K | ≤ 1, ∀ K ∈ Th/2}), (17.48)
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and

P3h(q)|K =

{
q|K if |q|K | ≤ 1,

q|K/|q|K | if |q|K | > 1.
(17.49)

Denote by 3σh the (closed convex) subset of 3h defined by

3σh = {q | q ∈ 3h, q = qt
}; (17.50)

it is a simple exercise to show that (with obvious notation)

P3σh (q) = P3h

(
q+ qt

2

)
, ∀ q ∈ Lh. (17.51)

Combining (17.47) with (17.51) yields

λn+1
h = P3σh (λ

n+1
h + rτy

√
2∇un+1

h ), ∀ r ≥ 0. (17.52)

We have, thus, shown that problem (17.43), (17.44) is equivalent to

Find {un+1
h ,λn+1

h } ∈ Vh × Lh, un+1
h = un+1

0h on 0,

ρ

∫
�

un+1
h − un+2/3

h

1t
· vdx+

µ

2

∫
�

∇un+1
h : ∇vdx+ τy

√
2
∫
�

λn+1
h : vdx = 0,

∀ v ∈ V0h, (17.53)

λn+1
h = P3σh (λ

n+1
h + rτy

√
2∇un+1

h ), ∀ r ≥ 0. (17.54)

Following Section 17.3, we shall use the following iterative method à la Uzawa to solve
problem (17.42):

λ
n+1,0
h is given in 3σh ; (17.55)

then, for k ≥ 0, assuming that λn+1,k
h ∈ 3σh is known, solve

un+1,k
h ∈ Vh, un+1,k

h = un+1
0h on 0,

ρ

∫
�

un+1,k
h · vdx+

µ1t

2

∫
�

∇un+1,k
h : ∇vdx = ρ

∫
�

un+1/3
h · vdx

−τy

√
21t

∫
�

λ
n+1,k
h : ∇vdx ∀ v ∈ V0h, (17.56)

and compute

λ
n+1,k
h = P3σh

(
λ

n+1,k
h + rτy

√
2∇un+1,k

h

)
. (17.57)
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Concerning the convergence of algorithm (17.55)–(17.57), we have the following:

Theorem 17.2. Suppose that

0 < r <
µ

2τ 2
y
; (17.58)

we have then, ∀ λn+1,0
h ∈ 3σh ,

lim
k→+∞

{un+1,k
h ,λ

n+1,k
h } = {un+1

h ,λ
n+1,∗
h }, (17.59)

where, in (17.59), the pair {un+1
h ,λ

n+1,∗
h } is a solution of problem (17.43), (17.44), un+1

h
being then the unique solution of problem (17.42).

Proof. Proving the convergence of {un+1,k
h }k≥0 is fairly easy; we just proceed as in the

proof of Theorem 13.1 in Section 13.3. Suppose that q ∈ Lh; we shall denote by ‖q‖0
the L2(�)-norm of q defined by ‖q‖0 = (

∫
�
|q|2dx)

1
2 ; operator P3σh is a contraction for

the above norm. Next, we denote by ūn+1,k
h and λ̄

n+1,k
h the differences un+1,k

h − un+1
h and

λ
n+1,k
h − λn+1

h , where {un+1
h ,λn+1

h } ∈ Vh ×3
σ
h is a solution of problem (17.43), (17.44). By

subtraction, we clearly obtain

ūn+1,k
h ∈ V0h,

ρ

∫
�

ūn+1,k
h · vdx+

µ1t

2

∫
�

∇ūn+1,k
h ·∇vdx = −τy

√
21t

∫
�

λ̄
n+1,k
h : ∇vdx,

∀ v ∈ V0h, (17.60)

‖λ̄
n+1,k+1
h ‖0 ≤ ‖λ̄

n+1,k
h + τyr

√
2∇ūn+1,k

h ‖0. (17.61)

Taking v = ūn+1,k
h in (17.60) and combining with (17.61), we obtain

‖λ̄
n+1,k
h ‖

2
0 − ‖λ̄

n+1,k+1
h ‖

2
0

≥ −2rτy

√
2
∫
�

λ̄
n+1,k
h : ∇ūn+1,k

h dx− 2r2τ 2
y ‖∇ūn+1,k

h ‖
2
0

≥ r µ

(
2ρ

µ1t
‖ūn+1,k

h ‖
2
(L2(�))2

+ ‖∇ūn+1,k
h ‖

2
0

)
− 2r2τ 2

y ‖∇ūn+1,k
h ‖

2
0

≥ r(µ− 2rτ 2
y )

(
2ρ

µ1t
‖ūn+1,k

h ‖
2
(L2(�))2

+ ‖∇ūn+1,k
h ‖

2
0

)
. (17.62)

Suppose that the double inequality (17.58) holds; it follows then from (17.62) that the

sequence {‖λ̄
n+1,k
h ‖

2
0}k≥0 is decreasing. Because it is bounded from below by 0, it converges
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to some limit, implying that

lim
k→∞

(‖λ̄
n+1,k
h ‖

2
0 − ‖λ̄

n+1,k+1
h ‖

2
0) = 0; (17.63)

as (17.58) implies r(µ− 2rτ 2
y ) > 0, combining (17.62) with (17.63) shows that

limk→+∞ ūn+1,k
h = 0, i.e., limk→+∞ un+1,k

h = un+1
h . To prove the convergence of

{λ
n+1,k
h }k≥0, we should proceed as in Glowinski [2003, chapter 4] or Glowinski, Lions

and Trémolières [2001].

Remark 17.7. Actually, the upper bound in (17.58) is pessimistic. Indeed, from relation
(17.60), we can easily show that the convergence result (17.59) still holds if r verifies

0 < r <

(
1+

2ρ

µ1tβM
h

)
µ

2τ 2
y
, (17.64)

where, in (17.64), βM
h is the largest eigenvalue of the following discrete eigenvalue problem:

{wh, β} ∈ V0h × R,∫
�

∇wh : ∇vdx = β
∫
�

wh · vdx, ∀ v ∈ V0h,

∫
�

|wh|
2dx = 1.

We recall that βM
h = O(h−2).

17.7. Numerical experiments

The computational methodology discussed in Sections 17.2–17.6 has been applied to the
solution of problem (8.6)–(8.9), assuming that:

1. � = (0, 1)× (0, 1), 0 = ∂�.

2. ρ = 1, µ = 1, τy = 1.

3. 0N = {x|x = {x1, x2}, x2 = 1, 0 < x1 < 1} and (sliding upper boundary)

u0(x) =
{

0 if x ∈ 0\0N,

16{x2
1(1− x1)

2, 0} if x ∈ 0N .
(17.65)

4. u0 = 0.

Remark 17.8. The methodology discussed in Sections 17.2–17.6 is robust enough to han-
dle without additional difficulties the case where u0 is defined by

u0(x) =
{

0 if x ∈ 0\0N,

{1, 0} if x ∈ 0N .
(17.66)
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The regularization associated with (17.65) is a classical one in the context of wall driven
cavity flow, which is the main reason why we used it here.

The results shown below have been obtained using for Th a uniform triangulation like the
one shown in Fig. 17.2, below, but for a smaller space discretization step, namely 1x1 =

1x2 =
1

64 ; for the time discretization, we took 1t = 10−3.
On Fig. 17.3, we have visualized the time variation of the computed kinetic energy; it is

clear from this figure that we have fast convergence to a steady flow. On Fig. 17.4, we have
shown the streamlines of the computed (quasi) steady-state solution. The rigidity (black)
and plastic (white) regions have been visualized on Fig. 17.5. The rigidity region is the
one where D(u) = 0; it reconnects tangentially with the boundary 0 of � in the two lower
corners, as shown in the above figure, and in Fig. 17.6 in which the graph of the function
x→ |λh(x)| has been visualized (we recall that |λ(x)| = 1 in the plastic region). The above
results are in good agreement with those reported in Sanchez [1998].

To conclude the presentation of the results associated with the test problem under con-
sideration, we will report on the following numerical experiments: with u0, µ, g, and u0
as above, we solved-approximately-problem (8.6)–(8.9) up to t = 0.05; let us denote by
uh(0.05) the approximate velocity at t = 0.05. At t = 0.05, we froze the motion of the upper
wall implying that for t > 0.05, the Bingham flow is modeled by (8.6)–(8.8) completed by
the following boundary conditions:

u(t) = 0 on 0, if t > 0.05,

with uh(0.05) as initial condition at t = 0.05. Figure 17.7 suggests that the flow behaves as
expected, namely, the fluid returns to rest in finite time. The kinetic energy behavior observed
in the above figure is consistent with the one reported in Glowinski and Le Tallec [1989],
Glowinski, Lions and Trémolières [1981], Bégis and Glowinski [1983], concerning the

x2

x1

Fig. 17.2 A uniform triangulation of �.
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Kinetic energy, g=1, visc=1, U=1
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Fig. 17.3 Variation of the kinetic energy (courtesy of E.J. Dean).
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Fig. 17.4 Streamlines of the computed solution at steady state (courtesy of E.J. Dean).
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Fig. 17.5 Visualization of the computed rigid (black) and plastic (white) regions (courtesy of E.J. Dean).
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Fig. 17.6 Graph of |λh| (courtesy of E.J. Dean).
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Kinetic energy, U=1, (upper wall has been stopped at t=0.05)

Fig. 17.7 Variation of the kinetic energy (courtesy of E.J. Dean).

solution of a closely related test problem (in the above three references the solution was
computed using an equivalent stream-function formulation of problem (8.6)–(8.9), coupled
with a variant of the augmented Lagrangian algorithm (14.7)–(14.10)).

17.8. Further comments on the asymptotic behavior of the time-discretization
schemes

The numerical results shown in Section 17.7 (Fig. 17.7, particularly) strongly suggest that
the operator-splitting based time-discretization scheme that we used is able to reproduce the
return to rest in finite time, a property enjoyed by the solution of the continuous problem if
f = 0 and u0 = 0 (see Theorem 17.1 of Section 17.1 for details). Actually, the numeri-
cal results reported in Dean and Glowinski [2002], Glowinski [2003, chapter 10]
(obtained by applying the methodology discussed in this chapter on the same test problem,
but with τy = 0.1, instead of 1) clearly show an example where the return to rest property
does not hold for the discrete problem. We are going to show that this property is not lost
if one uses the following backward Euler scheme for the time-discretization of problem
(8.6)–(8.9):

u0
= u0; (17.67)

then, for n ≥ 0, un−1 being known, find {un, pn
} ∈ (H1

0(�))
d
× L2(�) such that

ρ

∫
�

un
− un−1

1t
· (v− un)dx+ ρ

∫
�

(un
·∇)un

· (v− un)dx

+ µ

∫
�

∇un : ∇(v− un)dx
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τy

√
2(j(v)− j(un))−

∫
�

pn
∇ · (v− un)dx ≥ 0, ∀ v ∈ (H1

0(�))
2, (17.68)

∇ ·un
= 0 in �. (17.69)

Assuming that problem (17.68), (17.69) has a solution, ∀n ≥ 1 (it is not difficult to prove
that it is indeed the case), take v = 0 and v = 2un in (17.68); because

∫
�

un
·un−1dx ≤

‖un
‖0,� ‖un−1

‖0,� (with ‖v‖0,� = ‖v‖(L2(�))d ), it follows from (17.68), (17.69) that

ρ

1t
‖un
‖0,�(‖un

‖0,� − ‖un−1
‖0,�)+ ρ

∫
�

(un
·∇)un

·undx+ µ
∫
�

|∇un
|
2dx

+ τy

√
2j(un) ≤ 0, ∀ n ≥ 1. (17.70)

Relation (17.70) enjoys further simplifications because (a) relation (17.69) implies that
ρ
∫
�
(un
·∇)un

·undx = 0, and (b) Remark 17.2 implies (see Section 17.1)
∫
�
|∇un
|
2dx ≥

λ0
∫
�
|un
|
2dx and

∫
�
|∇un
|dx ≥ γ ‖un

‖0,� (with both λ0 and γ > 0). Combining the
inequalities in (a) and (b) with (17.70) we obtain, ∀ n ≥ 1,

ρ

1t
‖un
‖0,�(‖un

‖0,� − ‖un−1
‖0,�)+ µλ0‖un

‖
2
0,� + γ τy

√
2‖un
‖0,� ≤ 0. (17.71)

The above inequality shows that if un−1
= 0, then un+k

= 0, ∀ k ≥ 0. Suppose now that
un
6= 0 ∀ n ≥ 0. We have then, from (17.71),

ρ

1t
(‖un
‖0,� − ‖un−1

‖0,�)+ µλ0‖un
‖0,� + γ τy

√
2 ≤ 0, ∀ n ≥ 1. (17.72)

It follows from (17.72) that

‖un
‖0,� +

γ τy
√

2

λ0µ
≤

(
1+

µλ0

ρ
1t

)−1
[
‖un−1

‖0,� +
γ τy
√

2

λ0µ

]
, ∀ n ≥ 1,

which implies in turn that

‖un
‖0,� +

γ τy
√

2

λ0µ
≤

(
1+

µλ0

ρ
1t

)−n
[
‖u0‖0,� +

γ τy
√

2

λ0µ

]
, ∀ n ≥ 1. (17.73)

Because limn→+∞

(
1+ µλ0

ρ
1t
)−n
= 0, relation (17.73) makes no sense if n > nc, with

nc =

ln

(
1+ µλ0

γ τy
√

2
‖u0‖0,�

)
ln
(

1+ µλ0
ρ
1t
) ; (17.74)
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we have thus un
= 0, ∀ n > nc. Relation (17.74) is a discrete analog of u(t) = 0,∀t ≥ Tc.

It is worth noticing that, as expected,

lim
1t→0

nc1t =
ρ

µλ0
ln

(
1+

µλ0

γ τy
√

2
‖u0‖0,�

)
= Tc.

We have shown thus that the solution {un
}n≥1 of problem (17.67)–(17.69) behaves “dis-

cretely” like the solution of problem (8.6)–(8.9). To prove (and have) the same result after
space-discretization, it will definitely help to have

ρ

∫
�

(un
h ·∇)u

n
h ·u

n
hdx = 0, ∀ n ≥ 1. (17.75)

This will not be the case in general, if one uses the Hood–Taylor or Bercovier–Pironneau
finite-element methods to approximate problem (8.6)–(8.9). An easy way to overcome this
difficulty, and recover the convergence to zero in finite discrete time would be to replace
ρ
∫
�
(un

h ·∇)u
n
h · (v− un

h)dx by
∫
�

[(un
h ·∇)u

n
h +

1
2 (∇ ·u

n
h)u

n
h] · (v− un

h)dx, an idea due to
R.Temam (for the Newtonian incompressible Navier–Stokes equations; see Marion and
Temam [1998] and the references therein).
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Chapter 3

Numerical Simulation of
Nonisothermal, Compressible and
Thixotropic Viscoplastic Flow: An
Augmented Lagrangian Finite-Volume
Approach

18. Generalities: synopsis

In Chapter 1, we mentioned several industrial applications in which viscoplastic materials
play a major role. We also emphasized the fact that in real-life situations, the viscoplastic
properties of a given material are usually associated with additional complex properties such
as temperature dependence, thixotropy, and compressibility. The combined effect of these
rheological properties leads to intricate phenomena. Because both authors are associated
with the Oil & Gas industry, we found natural to focus on waxy crude oil flow because waxy
crude oils are very good candidates to exhibit unusual properties beyond the existence of a
nonzero yield stress.

In order to give our readers more insight on waxy crude oil flow problems, let us recall
briefly the features of this type of problems, and also the industrial context where they take
place. In the Oil & Gas industry, the most convenient way to transport large quantities of
oil over short or long distances is clearly by pipelines. Pipelines have been massively used,
for many decades already, implying that mastering the way one uses them is of primary
importance for oil companies. From industrial and business standpoints, the motivations are
clear, but what field engineers are really looking for is to obtain a controlled steady flow,
which does not damage or destroy installations, assuming that the pressure drop along the
pipe stays above a critical value (that one would like as low as possible).

Transient operations like shutdowns and restarts should be avoided as much as possi-
ble. However, unpredictable accidents may (and will) occur and the lack of knowledge or
methods to handle them is highly detrimental because the resulting consequences may be
catastrophic. This is where research engineers and other scientists may (and should) help. At
this stage, the motivations are twofold: (1) improve the understanding of this type of flow
at a fundamental level, and (2) derive methods to improve the practical handling of field
pipelines.

569
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The transportation of conventional (that is Newtonian, slightly viscous, single-phase,
with steady physical properties, etc.) crude oils is a task relatively easy to handle; however,
pipelining crude oils that contain large amounts of high molecular weight compounds (such
as paraffin) may cause many specific difficulties (see Uhde and Kopp [1971], Smith and
Ramsden [1978], and Modi, Kiswanto and Merrill [1994]). As mentioned already in
Chapter 1, most of the complexity is related to formation by the paraffin crystals of an
interlocking gel-like structure, which modifies the rheological properties of the crude oil
(Cazaux [1998]). This crystallization mechanism is mostly controlled by temperature.
These oils (commonly known as waxy crude oils) exhibit, usually, high wax appearance
temperature (WAT) and high pour point. Using a standardized test (ASMT D97), the pour
point corresponds to an experimentally measured temperature below which the oil under
consideration has a tendency to gel or to stop pouring. In this context, the word high applies
to situations where this temperature is higher than the external temperature in the vicin-
ity of the pipeline. This observation is mandatory because some readers may believe that
waxy crude oil gelling occurs only in very cold climates like those encountered in Alaska
or Northern Siberia, while in fact this phenomenon may take place also in Central Africa
and Australia, usually considered as warm regions. Below the pour point, the rheological
behavior of these oils is characterized by yield stress and viscosity coefficients which are
thixotropy, temperature, and shear dependent (see Economides and Chaney [1983], War-
daugh and Boger [1987, 1991], Wardaugh, Boger and Tonner [1988], Ronningsen
[1992], and Hénaut and Brucy [2001]). If the temperature drop lasts long enough, the
waxy crude oil undergoes a thermal shrinkage related to the occurrence of gas-filled cavities
(bubbles), which confer to the material some kind of compressibility.

There are two major issues related to waxy crude oil flows in pipelines. These two issues,
namely the transient regime and the steady flow, are not specifically related to the particu-
lar behavior of waxy crude oils; indeed, they are commonly encountered when considering
pipeline flows. Actually, in practical situations, transporting waxy crude oil in steady flow-
ing conditions is not a too complex operation. However, it is a good starting point for those
researchers willing to understand and highlight the particular characteristics of this class of
flows. It is generally agreed that the primary concern with waxy crude oil transportation
is the restarting issue (see, e.g., Perkins and Turner [1971], and Smith and Ramsden
[1978]). Flow shutdowns may occur for various reasons, such as maintenance, emergency
situations, and so on. Under nonflowing conditions, when the temperature in the core of the
pipeline is higher than the external temperature, the pipeline temperature starts dropping;
this temperature drop causes the crystallization of the paraffin compound and eventually, as
the temperature drops below the pour point, there is a build up of a gel-like structure in the
crude oil bulk. If the temperature drop lasts long enough, the waxy crude oil undergoes, as
mentioned earlier, a thermal shrinkage following the occurrence of gas-filled bubbles, which
confer to the material some kind of compressibility. Taking all these facts into account, the
waxy crude oil restarting issue consists in resuming the flow of a compressible gel-like
material, usually by injecting some fresh warm oil (expected to be Newtonian and incom-
pressible) at the pipe inlet (see Cawkwell and Charles [1987], and Chang, Nguyen and
Ronningsen [1999]). Nevertheless, it appears that the temperature is the key parameter of
the whole shutdown and restart process. Moreover, waxy crude oils are usually transported
in pipelines under steady flowing conditions far below the pour point. Actually, even for
this kind of flow, waxy crude oils already exhibit some of their specific rheological features,
such as shear-thinning viscosity, yield stress, temperature-dependent properties, and so on.
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From what has been told above, waxy crude oils have clearly a very complex rheological
behavior; more specifically:

1. Above the WAT, they behave as simple incompressible Newtonian viscous fluids.

2. As the temperature drops below the WAT, the viscosity starts to increase sharply and
then becomes stress dependent, in relation with the presence of paraffin crystals and
of the related gel-like structure of the material.

In Cawkwell and Charles [1989], the properties of two North Canadian crude oils,
namely Cape Allison and Bent Horn, are discussed. These crude oils exhibit high thixotropic
properties and strong temperature and temperature history dependences. Two related publi-
cations are Wardaugh and Boger [1987], Wardaugh, Boger and Tonner [1988] which
deal, respectively, with Australian crude oils (Jabiru, Jackson and McKee) and a Chinese
one (Da Quing); the rheological behavior of these crude oils is strongly affected by shear
rate and temperature history. Waxy crude oils can be modeled, usually, by a nonisother-
mal thixotropic and viscoplastic constitutive equation. The models proposed in the literature
consist of generalized standard viscoplastic models (e.g., Bingham or Herschel–Bulkley).
In Ronningsen [1992], the time dependence is introduced by allowing the yield stress
and the viscosity to be functions of time. In Houska [1981], Sestak, Charles, Cawk-
well and Houska [1987], one proposed to introduce in the standard viscoplastic model a
scalar variable which describes the structure of the material. This structure parameter obeys
a first-order, time-dependent partial differential equation, the yield stress and the viscosity
being prescribed as affine functions of the structure parameter (see Chapter 1, Section 3). In
Cawkwell and Charles [1989], the Houska’s model is extended to nonisothermal situa-
tions by simply replacing the constant rheological parameters of the model by temperature-
dependent ones. The thermal shrinkage undergone by the oil is related to the occur-
rence of gas-filled bubbles. The gel formation, governed by the paraffin crystallization,
is controlled by thermal and flow mechanisms. Thus, the location and volume of those
bubbles embedded in the gelled crude oil depend of the cooling and flow rate in the
pipe (see Hénaut [2002]). These bubbles occupying 4–8% of the total volume of the
pipe, depending of the shutdown conditions, provide thus a global compressibility to the
fluid.

Before starting investigating the numerical simulation of waxy crude oil flows, let us
summarize the (very interesting, in our opinion) rheological features of waxy crude oils,
beyond the mere existence of a nonzero yield stress:

• Shear-thinning viscosity.
• Temperature-dependent viscosity and yield stress.
• Thixotropic viscosity and yield stress.
• Slight compressibility.

These properties justify our claim that waxy crude oils are perfect candidates to investi-
gate the numerical simulation of yield stress fluid flows, clearly more complicated than the
Bingham ones discussed in Chapter 2.

It is likely that, initially, our readers will be convinced that the main interest in dealing
with waxy crude oils lies with their particular rheological features, additional to the yield
stress. However, practitioners know that the main difficulty for the numerical simulation
of this class of fluid flows is related to the nondifferentiability of the constitutive law and
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the inability to evaluate the stress in those regions where the material has not yielded. As
already pointed out in Chapters 1 and 2, two main approaches have been advocated in order
to overcome the computational difficulties associated with the nonsmoothness of the consti-
tutive law.

The first approach relies on regularization; it has been widely used for many years
by many practitioners (see, among many others, Beris, Tsamopoulos, Armstrong and
Brown [1985], Papanastasiou [1987], Abdali, Mitsoulis and Markatos [1992], Mit-
soulis, Abdali and Markatos [1993], Burgos and Alexandrou [1999], Mitsoulis and
Zisis [2001], Liu, Muller and Denn [2002], and Mitsoulis and Huilgol [2004]). The
key idea behind regularization methods is to approximate the (nonsmooth) constitutive law
by a differentiable one. To the best of our knowledge, the most popular regularization
procedure is the exponential one proposed in Papanastasiou [1987] (see also Chapter 1,
Section 4). The method is easy to implement because the regularized problem involves a
differentiable nonlinear viscosity operator. Unfortunately, the criterion to decide whether a
flow region is yielded or unyielded has become less clear-cut as pointed out in Abdali,
Mitsoulis and Markatos [1992], Mitsoulis, Abdali and Markatos [1993]; indeed, if
the regularization related strain-rate tensor (namely D(uε), uε being the velocity solution of
the regularized problem) vanishes, it is on a set of measure zero. Thus, with regularization
methods, the determination of the yielded and unyielded regions relies on a Von Mises stress
criterion (namely, x belongs to the unyielded region if |D(uε(x))| is “small enough”).

The second approach is mathematically more complicated; it relies on the use of mul-
tipliers and on the theory of variational inequalities. Concerning viscoplastic flow, these
notions were introduced in Duvaut and Lions [1972a, 1976] for purely mathematical rea-
sons (to prove the existence of solutions and to characterize these solutions), but they proved
to be very useful computationally as shown in, e.g., Fortin and Glowinski [1982, 1983].
Glowinski and Le Tallec [1989], Glowinski [2003], Dean, Glowinski and Guidoboni
[2007] (see also Chapters 1 and 2 of the present article). Among those multiplier-based
methods, the ones using augmented Lagrangian techniques (as in Chapter 1, Section 4,
and Chapter 2, Section 14) seem to have, at the moment, the favor of the computational
viscoplasticity community. Among the reasons explaining this trend, we see (1) The robust-
ness and modularity of this methodology. (2) The fact that with the augmented Lagrangian
approach one deals with the genuine constitutive laws, implying that the yielded and
unyielded regions are the true ones (modulo their finite-element or finite-volume approxi-
mation). These facts justify our choice of an augmented Lagrangian-based methodology for
the numerical simulation of those waxy crude oil flows discussed in the following sections
of this chapter.

In addition to the above references, let us mention the following publications, in which
augmented Lagrangian methods have been used for the simulation of viscoplastic flow:
Vola, Boscardin and Latché [2003] for lid-driven cavity flow; Roquet [2000], Roquet
and Saramito [2003] for flow around cylinders; Coupez, Zine and Agassant [1994] for
flow in convergent geometries; and Yu and Wachs [2007] for the sedimentation of particles
in Bingham fluids.

In this chapter, we would like to address two different types of flow: (1) nonisothermal
steady flow, and (2) transient compressible and thixotropic flow (a part of the material pre-
sented in this chapter can be found in Vinay, Wachs and Agassant [2005, 2006]). The
geometry corresponds to a three-dimensional axisymmetric pipe. The solution is obtained
through a time-dependent approach which allows one to decouple velocity-pressure and
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temperature in the case of nonisothermal flow problems, while it allows the decoupling of
the above variables from the structure parameter in the case of a thixotropic flow. At each
time step, the pressure-velocity and temperature problems are solved sequentially. Most
of the computational time is dedicated to the solution of the velocity-pressure problems;
for solving these problems, we advocate various Lagrange multiplier-based iterative meth-
ods associated with well-chosen augmented Lagrangian functionals; these algorithms will
be detailed in Section 20.

At first glance, the variational formulations and methods used to model and solve the
viscoplastic flow problems, at the continuous level, call for finite-element-based space
approximations. Indeed, the results reported in, e.g., Fortin and Glowinski [1982, 1983],
Glowinski and Le Tallec [1989] (see also Chapter 2, Sections 16 and 17) show the
feasibility of this approach. However, the use of finite-element approximations is not manda-
tory and other space discretization methods can be considered as well. In this chapter (see
Section 21), the space discretization of the governing equations will be achieved by a finite-
volume method, “operating” on a staggered grid. This finite-volume approach makes (rel-
atively) easy the discretization of the convection terms by explicit TVD (Total Variation
Diminishing) schemes (for a detailed description of TVD schemes see, e.g., Yee, Warming
and Harten [1985], Vincent [1999], Wang and Hutter [2001], and Leveque [2002]).
Our first (resp., second) test problem will be the simulation of the lid-driven flow in a square
cavity (resp., of the axisymmetric Poiseuille flow). Our computational methods will be vali-
dated by comparison with data available in the literature (numerical results for the first test
problem, exact analytical solutions for the second one). These two test cases will show that
the finite-volume-based methodology that we advocate in this chapter is easy to implement
and provides good quality numerical results.

The accurate prediction of the restart of a waxy crude oil flow requires a fairly precise
knowledge of the initial state (that is, of the state at the time of restart) of the material in
the pipeline. Because the rheological properties are temperature- and temperature-history
dependent, one needs to know the evolution of the temperature field in the pipeline during
the time interval when the shutdown occurred (see, e.g., Cooper, Smith, Charles, Ryan
and Alexander [1978]). Similarly, in order to predict the temperature drop that occurred
during the shutdown (that is, the temperature history), one needs to know the temperature
field at the beginning of the shutdown; this field corresponds to the temperature under the
steady flowing conditions. It follows from these observations that the first waxy crude oil
flow problem to be considered will be the nonisothermal steady flow of a viscoplastic fluid.
We retain the Bingham’s model to describe the viscoplastic feature of the fluid, the tem-
perature dependence being introduced in the model by allowing the rheological parameters
(namely, the viscosity and the yield stress) to be function of the temperature. The steady
state solution is obtained as the stationary solution of a system of time-dependent equations.
The objective of this first study is to obtain the description of the flow pattern, when a yield
stress fluid flows through a pipeline and cools down due to temperatures on the pipeline
external boundary, which are lower than the inlet temperature; the yield stress temperature-
dependent case will be of particular interest. Concerning the temperature dependence of
the rheological parameters, let us mention that in Nouar, Desaubry and Zenaidi [1998],
Nouar, Benaouda-Zouaoui and Desaubry [2000], one has investigated, computationally
and experimentally, the thermal convection phenomena for non-Newtonians fluids in a hori-
zontal annular duct. However, in the above publications, only the temperature dependence
of the viscosity coefficient has been taken into account.
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Next, we will focus on the transient corresponding to the restart of a waxy crude oil flow in
a pipeline. Here, the heat transfer is not significant; on the other hand, the oil compressibility,
related to the presence of bubbles, plays a prevailing role. In Cawkwell and Charles [1987,
1989] one has simulated a 1-D compressible thixotropic viscoplastic flow, using a model from
Sestak, Charles, Cawkwell and Houska [1987]. The compressibility effect is taken into
account through the pressure dependence of the density, thanks to an isothermal compress-
ibility coefficient. Because the initial state is a no-flow condition, the numerical simulations
correspond to the restart of the flow. The time required to clear the pipe will be computed,
assuming first the incompressibility of the fluid, and then its compressibility. Comparisons
show that the corresponding clearing times are different. Indeed, the computed clearing time
associated with the compressible case is 42% shorter compared with the incompressible one.
Among the various publications related to the flow of slightly compressible non-Newtonian
fluids, let us mention: Cawkwell and Charles [1989] for 1-D compressible thixotropic
viscoplastic flows, Golay and Helluy [1998] for viscous compressible flows, Silva and
Coupez [2002], Keshtiban, Belblidia and Webster [2004, 2005] for compressible vis-
coelastic flow. Recently, in Davidson, Nguyen, Chang and Ronningsen [2004], one has
proposed a semianalytical 1-D approach for the restarting of a pipeline filled with a com-
pressible gelled waxy crude oil. The crucial point of our implementation is the adaptation
of Lagrangian functional based methods, developed for incompressible viscoplastic flows,
to situations where compressibility occurs. The compressibility is introduced in the continu-
ity equation using the isothermal compressibility coefficient, so that the continuity equation
will be expressed in term of pressure instead of density; the augmented Lagrangian function-
als encountered in the incompressible case will be modified accordingly. Finally, the com-
pressible Stokes type subproblems associated with the operator-splitting time-discretization
scheme will be solved by a modified Uzawa algorithm as well.

Our goal in this chapter is to apply the augmented Lagrangian/finite-volume metho-
dology, briefly sketched earlier, to a variety of problems, starting with the following two
well-known flow problems: (1) the two-dimensional lid-driven square cavity flow, and
(2) the axisymmetric flow in a pipeline with circular cross-section.

This chapter, dedicated to the numerical simulation of temperature-dependent steady
flows and unsteady compressible (possibly thixotropic) flows, should be seen as an attempt
to analyze the waxy crude oil restart issue and provide a better understanding of this class
of flows.

19. Governing equations

19.1. Conservation equations

We suppose that the flow region is a bounded domain of Rd (with 1 ≤ d ≤ 3) and that
(0, T) is a time interval. The unsteady nonisothermal flow of a compressible thixotropic
viscoplastic fluid is governed by the following conservation equations:

• Continuity equation:

dρ

dt
+ ρ∇ · u = 0 in �× (0, T), (19.1)
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where: ρ is the fluid density,
d

dt
is the convective time derivative (that is,

d

dt
=
∂

∂t
+

u ·∇) and u is the flow velocity vector with u = {ux, uy, uz}. In (19.1), ∇ denotes the
gradient operator.

The compressibility dependence is taken into account through the pressure depen-
dence of the density (that is, ρ = ρ(p)). Actually, the isothermal compressibility mea-
suring the pressure variation–induced compressibility is defined by

χ2 =
1

ρ

(
∂ρ

∂p

)
2

, (19.2)

p being the pressure. It follows from (19.2) that the continuity equation (19.1) can be
reformulated as

χ2

(
∂p

∂t
+ u · ∇p

)
+∇ · u = 0 in �× (0, T). (19.3)

Taking ρ0Ū2 as characteristic pressure, the dimensionless number χ ′ related to the
compressibility is defined by

χ ′ = χ2ρ0Ū2
; (19.4)

in (19.4), Ū denotes a characteristic velocity and ρ0 the fluid density at atmospheric
pressure.
• Momentum equation:

ρ

[
∂u
∂t
+ (u · ∇)u

]
+∇p = ∇ · τ in �× (0, T), (19.5)

with τ standing for the extra-stress tensor. We define the (dimensionless) Reynolds
number Re by

Re =
ρ0ŪLc

µ
; (19.6)

in relation (19.6), µ denotes the dynamic viscosity, and Lc a characteristic length

(we can also define the Mach number Ma by Ma =
Ū

c
, where c is the speed of

sound).
• Energy equation:

ρCp

(
∂2

∂t
+ u · ∇2

)
= λf∇

22+ τ : D(u) in �× (0, T), (19.7)
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where Cp is the heat capacity,2 is the temperature, and λf is the thermal conductivity.
A dimensional analysis of the energy equation (19.7) provides two additional dimen-
sionless numbers, namely:

1. The Brinkman number Br, used to measure the influence of the viscous dissi-
pation; Br is defined by

Br =
µŪ2

λf (2ext −2fluid)
, (19.8)

where 2fluid(resp., 2ext) stands for a characteristic temperature in the flow
region (resp., on its boundary).

2. The Peclet number Pe, to quantify the importance of the convection compara-
tively to the diffusion; Pe is defined by

Pe =
ρCpŪLc

λf
. (19.9)

19.2. Constitutive equations

Our objective is to use a rheological model that can handle nonisothermal, compressible,
and thixotropic effects. The approach used to derive such a model is to start from the basic
Bingham model and then add to it the features required in order to include all the desired
effects. If one assumes that the fluid is incompressible and that its flow is isothermal, the
corresponding Bingham model has been defined in Chapter 1, Section 3, by (3.1) and (3.2),
and was further discussed in Chapter 2. We recall that the Bingham constitutive equation is
given byτ = 2µD(u)+ τy

D(u)
‖D(u)‖

if ‖τ‖ > τy,

D(u) = 0 if ‖τ‖ ≤ τy,

where, as in Chapters 1 and 2, τy is the yield stress, µ is the plastic viscosity coefficient,
and D(u) = 1

2 [∇u+ (∇u)t] is the strain rate tensor (‖.‖ corresponds to the tensor norm
defined by (3.2) in Chapter 1, Section 3). We define the dimensionless Bingham number Bn,
representative of the viscoplastic effects, by

Bn =
τyLc

µ U
. (19.10)

In order to take into account the thermal effects in the constitutive equation, we simply allow
the rheological parameters (namely viscosity and yield stress) to be functions of the temper-
ature, this temperature dependence being provided by experimental data. We also assume
the shear-thinning of the dynamic viscosity. The compressibility contributes to an additional
term in the extra-stress tensor. Finally, the viscosity and yield-stress breakdown and build up
mechanisms associated with the thixotropic properties are taken into account via a param-
eter λs, which describes the internal structure of the fluid (see Chapter 1, Section 3). This
structure parameter λs measures the degree of gelling of the waxy crude oil: λs is defined so
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that it belongs to the closed interval [0, 1], λs = 0 (resp., λs = 1) corresponding to a fully
broken down gel (resp., to a fully gelled material). The magnitude of the rheological para-
meters (viscosity and yield stress) is a function of λs. In the Houska model, viscosity and
yield stress are affine functions of λs (see relations (3.9) and (3.10) in Chapter 1, Section 3).

Taking into account all the above assumptions, the complete constitutive equation (sys-
tem, in fact) reads as follows:

τ = 2µ(2, λs)D(u)+
[[
ξ −

2

3
µ(2, λs)

]
∇ ·u

]
I

+ τy(2, λs)
D(u)
‖D(u)‖

if ‖τ‖ > τy(2, λs),

D(u) = 0 if ‖τ‖ ≤ τy(2, λs),

(19.11)

∂λs

∂t
+ u ·∇λs = a(1− λs)− bλsγ̇

m, (19.12)

µ(2, λs) = [µ0(2)+ λsµ1(2)]γ̇
n−1, (19.13)

τy(2, λs) = τy0(2)+ λsτy1(2). (19.14)

System (19.11)–(19.14) includes temperature dependence, compressibility, and thixotropy;
it is the compressible counterpart of the incompressible Houska model described by relations
(3.9)–(3.12) in Chapter 1, Section 3. In (19.11)–(19.14): (1) ξ (the only additional para-
meter with respect to (3.9)–(3.12)) denotes the second viscosity. (2) a denotes the build up
coefficient. (3) b denotes the break down coefficient. (4) m is an adjusting parameter. (5) µ0

and µ1 denote the constant viscosity and thixotropic viscosity, respectively. (6) τy0 and τy1

denote the constant yield stress and thixotropic yield stress, respectively.

20. Augmented Lagrangian-based solution algorithms

20.1. Synopsis

The continuity equation (19.3), the momentum equation (19.5) and the energy equation
(19.7), together with the constitutive system (19.11)–(19.14), form the problem whose solu-
tion we need to address. The actual mathematical challenge lies in the formulation and solu-
tion of the velocity-pressure system (19.3), (19.5) because solving the energy and structure
parameter equations (19.7) and (19.12) is straightforward. In the next paragraphs, we will
discuss an augmented Lagrangian-based solution method for the velocity-pressure prob-
lem. In Section 20.2, we will consider the incompressible case and present an augmented
Lagrangian solution method well-suited to this type of situations. Then, in Section 20.3,
we will show how to modify the algorithm discussed in Section 20.2, in order to handle
the compressibility. On the basis of the results of the numerical experiments presented in
Sections 24–26, we claim that our methodology has the capability to efficiently simulate the
unsteady and temperature-dependent flow of a compressible Bingham fluid.

20.2. The incompressible case

We assume in this paragraph that the flow is incompressible and that the exponent n in rela-
tions (19.13) and (19.14) is equal to 1. It follows from these assumptions that the continuity
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equation and the constitutive law reduce to

∇ · u = 0, (20.1)
τ = 2µD(u)+ τy

D(u)
‖D(u)‖

if ‖τ‖ > τy,

D(u) = 0 if ‖τ‖ ≤ τy,

(20.2)

respectively. The time integration of the above system requires the knowledge of initial
and boundary conditions; concerning the velocity field, we will assume that u verifies a
Dirichlet boundary condition. If one uses one of the time-discretization schemes discussed
in Chapter 1, Section 4 and Chapter 2, Section 17 (or a variant of these schemes), we have to
solve at each time step a variational problem of the following type (with µ and τy possibly
varying with x):

unew
∈ S0(�),

ρ

∫
�

(
unew
− uold

1t

)
· (v− unew)dx+ 2

∫
�

µD(unew) : D(v− unew)dx

+
√

2
∫
�

τy[|D(v)| − |D(unew)|]dx ≥
∫
�

f · (v− unew)dx,∀v ∈ S0(�); (20.3)

in (20.3), the space S0(�) is defined by

S0(�) = {v|v ∈ (H1(�))d,∇ · v = 0, v = u0 on 0}. (20.4)

If u0 verifies∫
0

u0 · n d0 = 0, (20.5)

and is the trace on 0 of a vector-valued function belonging to (H1(�))d, then the affine space
(linear if u0 = 0) S0(�) is not empty (in (20.5), n denotes the outward unit normal vector at
0). It follows from, e.g., Glowinski, Lions and Trémolières [1981], Glowinski and Le
Tallec [1989] that the variational problem (20.3) has a unique solution and is equivalent to
the following minimization problem:

unew
∈ S0(�),

J1t(unew) ≤ J1t(v),∀v ∈ S0(�), (20.6)

with J1t(.) defined by

J1t(v) =
ρ

21t

∫
�

|v|2dx+
∫
�

µ|D(v)|2dx+
√

2
∫
�

τy|D(v)|dx

−

∫
�

( ρ
1t

uold
+ f
)
· vdx. (20.7)
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As mentioned quite a few times in the preceding chapters and sections, the main difficulty
when attempting to solve the minimization problem (20.6) is the nondifferentiability of the
third term in the functional J1t( · ) defined by (20.7). In order to overcome the above diffi-
culty, we advocate a decomposition-coordination approach taking advantage of the equiv-
alence between problem (20.6) and the following problem (where the superscript new has
been dropped)

{u,p} ∈W0(�),

j1t(u,p) ≤ j1t(v,q),∀{v, q} ∈W0(�), (20.8)

where

W0(�) = {{v, q}|v ∈ S0(�),q ∈ Q,D(v)− q = 0}, (20.9)

Q = {q|q ∈ (L2(�))d×d,q = qt
}, (20.10)

j1t(v,q) =
ρ

21t

∫
�

|v|2dx+
∫
�

µ|D(v)|2dx+
√

2
∫
�

τy|q|dx

−

∫
�

( ρ
1t

uold
+ f
)
.vdx. (20.11)

To relax the linear constraints ∇ · v = 0 and D(v)− q = 0, we introduce two Lagrange mul-
tipliers functions, namely p and λ, associated with ∇ · v = 0 and D(v)− q = 0, respectively.
The multipliers p and λ can be interpreted as the flow pressure and a plastic stress-
tensor, respectively. This leads to associate with (20.8)–(20.11) the following augmented
Lagrangian functional (with r a positive parameter):

Lr(v,q; q,µ) = j1t(v,q)+
r

2

∫
�

|D(v)− q|2dx−
∫
�

q∇.vdx

+

∫
�

µ : (D(v)− q)dx, (20.12)

and then the following saddle-point problem

{{u, p}, {p,λ}} ∈ (V0(�)×Q)× (L2(�)×Q),

Lr(u,p; q,µ) ≤ Lr(u,p; p,λ) ≤ Lr(v,q; p,λ),

∀{{v, q}, {q,µ}} ∈ (V0(�)×Q)× (L2(�)×Q), (20.13)

where

V0(�) = {v | v ∈ (H1(�))d, v = u0 on 0}. (20.14)

By partial differentiation of the augmented Lagrangian Lr at {{u, p}, {p,λ}}, we obtain
the following necessary and sufficient optimality conditions (for more information on
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Lagrangian functionals and saddle-point problems see, e.g., Glowinski [2003, chapter 4]
and the references therein):

1. Differentiating with respect to the pair {v, q} provides

{u, p} ∈ V0(�)× L2(�), (20.15)

ρ

1t

∫
�

u · vdx+
∫
�

(r + 2µ)D(u) : D(v)dx−
∫
�

p∇ · vdx

+

∫
�

(λ− rp) : D(v)dx

=

∫
�

( ρ
1t

uold
+ f
)
· vdx,∀v ∈ (H1

0(�))
d, (20.16)

∫
�

∇ ·u q dx = 0,∀q ∈ L2(�). (20.17)

It follows from (20.15)–(20.17) that the quadruple {u,p, p,λ} verifies

ρ

1t
u−∇ · [(r + 2µ)D(u)]+∇p−∇ · (λ− rp) =

ρ

1t
uold
+ f in �,

∇ ·u = 0 in �,

u = u0 on 0. (20.18)

For p and λ given, the pair {u, p} is solution of a Stokes type system; the solution of
such systems has been discussed at length in Glowinski [2003, chapter 4].

2. Differentiating with respect to the pair {q,µ} provides

{p,λ} ∈ Q×Q, (20.19)

r
∫
�

p : (q− p)dx+
√

2

∫
�

τy|q|dx−
∫
�

τy|p|dx


−

∫
�

[rD(u)+ λ] : (q− p)dx ≥ 0, ∀q ∈ Q, (20.20)

D(u)− p = 0. (20.21)

The vector-valued function u in (20.13) is the solution of problem (20.6). In order
to solve the saddle-point problem (20.13) (or equivalently the optimality system
(20.15)–(20.21)), we advocate the algorithm ALG2 discussed in, e.g., Glowinski
and Le Tallec [1989] (see also Chapter 2, Section 14). When applying ALG2 to the
solution of problem (20.13), we obtain:

{u−1,λ0
} is given in V0(�)×Q; (20.22)
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then, for m ≥ 0, assuming that {um−1,λm
} is known, compute pm, {um, pm

} and λm+1

as follows: Solve first

pm
∈ Q,

r
∫
�

pm : (q− pm)dx+
√

2

∫
�

τy|q|dx−
∫
�

τy|pm
|dx


−

∫
�

[rD(um−1)+ λm] : (q− pm)dx ≥ 0,∀q ∈ Q, (20.23)

and then

ρ

1t
um
−∇ · [(r + 2µ)D(um)]+∇pm

= ∇ · (λm
− rpm)+

ρ

1t
uold
+ f in �,

∇ ·um
= 0 in �,

um
= u0 on 0. (20.24)

Finally, update λm by

λm+1
= λm

+ r[D(um)− pm]. (20.25)

The Stokes problem (20.24) can be solved by those algorithms discussed in, e.g.,
Glowinski [2003, chapter 4]. Concerning the solution of problem (20.23), let us
observe that this problem is equivalent to

pm
= arg minq∈Q

 r

2

∫
�

|q|2 dx+
√

2
∫
�

τy|q|dx−
∫
�

[rD(um−1)+ λm] : qdx

 .
(20.26)

The minimization problem in (20.26) has a closed form solution given by

pm
=

1

r

(
1−

√
2τy

|Xm|

)+
Xm, (20.27)

with Xm
= rD(um−1)+ λm.

Remark 20.1. The augmented Lagrangian functional defined by (20.11) and (20.12) has the
properties required for the convergence of algorithm (20.22)–(20.25). This follows from the
results given in, e.g., Fortin and Glowinski [1982, 1983], Glowinski [1984], Glowinski
and Le Tallec [1989] concerning the convergence of augmented Lagrangian algorithms in
Hilbert spaces.

Remark 20.2. Remark 14.1 of Chapter 2, Section 14, still applies to algorithm (20.22)–
(20.25).
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20.3. The compressible case

Taking into account the constitutive law (19.11), the momentum equation (19.5) reads as
follows, after an appropriate time-discretization (here, we use directly a variational formu-
lation, the notation being as in Section 20.2):

unew
∈ V0(�), (20.28)

1

1t

∫
�

unew
· (v− unew)dx+ 2

∫
�

µD(unew) : D(v− unew)dx

+

∫
�

(
ξ −

2

3
µ

)
∇ ·unew

∇ · (v− unew)dx

+
√

2

∫
�

τy|D(v)|dx−
∫
�

τy|D(unew)|dx

− ∫
�

p∇ · (v− unew)dx

≥

∫
�

( ρ
1t

uold
+ f
)
· (v− unew)dx, ∀v ∈ V0(�). (20.29)

Relations (20.28) and (20.29) have to be completed by the time-discrete analog of the
continuity equation (19.3), namely

χ2

1t
pnew
+∇ ·unew

= g. (20.30)

As in Section 2.2 for the incompressible case, the main difficulty is, from a computational
standpoint, the presence of a nondifferentiable functional of v in the variational inequality
(20.28), (20.29). As in Section 20.2, we introduce q = D(v) and pnew

= D(unew). After
dropping the superscript new, there is equivalence between (20.28), (20.29) and

{u,p,λ} ∈ V0(�)×Q×Q, (20.31)

1

1t

∫
�

ρu · (v− u)dx+ 2
∫
�

µD(u) : D(v− u)dx

+

∫
�

(
ξ −

2

3
µ

)
∇ ·u∇ · (v− u)dx+

√
2

∫
�

τy|q|dx−
∫
�

τy|p|dx


−

∫
�

p∇ · (v− u)dx+ r
∫
�

[D(u)− p] : [D(v− u)− (q− p)]dx

+

∫
�

λ : [D(v− u)− (q− p)]dx ≥
∫
�

( ρ
1t

uold
+ f
)
· (v− u)dx,

∀ {v, q} ∈ V0(�)×Q, (20.32)

D(u)− p = 0. (20.33)
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Taking advantage of the fact that D(v)− D(u)+ p− q = D(v)− q, we can easily show
that the system (20.32), (20.33) is equivalent to

1

1t

∫
�

ρu · vdx+
∫
�

µD(u) : D(v)dx+
∫
�

(
ξ −

2

3
µ

)
∇ ·u∇ · vdx

−

∫
�

p∇ · vdx+ r
∫
�

[D(u)− p] : D(v)dx+
∫
�

λ : D(v)dx

=

∫
�

( ρ
1t

uold
+ f
)
· vdx, ∀v ∈ (H1

0(�))
d,

√
2

∫
�

τy|q|dx−
∫
�

τy|p|dx

+ r
∫
�

[p− D(u)] : (q− p)dx

−

∫
�

λ : (q− p)dx ≥ 0, ∀ q ∈ Q,

D(u)− p = 0. (20.34)

Finally, the system that one has to solve at each time step reads as follows:

{u,p, p,λ} ∈ V0(�)×Q× L2(�)×Q, (20.35)

1

1t

∫
�

ρu · vdx+ 2
∫
�

µD(u) : D(v)dx+
∫
�

(
ξ −

2

3
µ

)
∇ ·u∇ · vdx

−

∫
�

p∇ · vdx+ r
∫
�

[D(u)− p] : D(v)dx+
∫
�

λ : D(v)dx

=

∫
�

( ρ
1t

uold
+ f
)
· vdx,∀v ∈ (H1

0(�))
d, (20.36)

χ2

1t
p+∇ ·u = g, (20.37)

√
2

∫
�

τy|q|dx−
∫
�

τy|p|dx

+ r
∫
�

[p− D(u)] : (q− p)dx

−

∫
�

λ : (q− p)dx ≥ 0, ∀q ∈ Q, (20.38)

D(u)− p = 0. (20.39)
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In order to solve the nonlinear system (20.35)–(20.39), we advocate the following variant of
algorithm (20.22)–(20.25):

{u−1,λ0
} is given in V0(�)×Q; (20.40)

then, for m ≥ 0, assuming that {um−1,λm
} is known, compute pm, {um, pm

} and λm+1 as
follows:
Solve the two following variational problems:

pm
∈ Q,

√
2

∫
�

τy|q|dx−
∫
�

τy|pm
|dx

+ r
∫
�

pm : (q− pm)dx

≥

∫
�

[rD(um−1)+ λm] : (q− pm)dx,∀q ∈ Q, (20.41)

{um, pm
} ∈ V0(�)× L2(�),

1

1t

∫
�

ρum
· vdx+

∫
�

(2µ+ r)D(um) : D(v)dx+
∫
�

(
ξ −

2

3
µ

)
∇ ·um

∇ · vdx

−

∫
�

pm
∇ · vdx =

∫
�

[rpm
− λm] : D(v)dx+

∫
�

( ρ
1t

uold
+ f
)
· vdx,

∀v ∈ (H1
0(�))

d, (20.42)
χ2

1t
pm
+∇ ·um

= g (20.43)

and update λm by

λm+1
= λm

+ r[D(um)− pm]. (20.44)

We will denote algorithm (20.40)–(20.44) by MUA (for Modified Uzawa Algorithm).

Remark 20.3. Remark 14.1 of Chapter 2, Section 14, and Remark 20.2 of Section 20.2 still
apply to MUA.

The solution of the generalized Stokes problem (20.42), (20.43) will be discussed in
Section 22. On the other hand, problem (20.41) has a closed form solution given by

pm
=

1

r

(
1−

√
2τy

|Xm|

)+
Xm, (20.45)

where Xm
= rD(um−1)+ λm. Actually, MUA is part of a relatively complex solution pro-

cess, to be described in Section 20.4.
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20.4. Solution method for the unsteady flow of a temperature-dependent compressible
thixotropic viscoplastic flow

The numerical simulation of a time-dependent, nonisothermal, thixotropic, compressible
viscoplastic flow requires the solution of a relatively complicated system coupling the
hydrodynamic equations to the energy equation and to the equation modeling the evolu-
tion of the structure parameter λs. In other words, after a well-chosen time-discretization,
the temperature, structure parameter, and shear dependent rheological properties (essen-
tially, viscosity, and yield stress) are updated, based on fields computed at the previous time
step. At each time step, a compressible viscoplastic problem (whose general formulation is
given by (20.28)–(20.30)) will be solved by algorithm (20.40)–(20.44) (denoted by MUA in
Section 20.3). The solution of the generalized Stokes problem (20.42), (20.43), encountered
at each iteration of MUA, will be discussed in Section 22. The velocity field obtained from
MUA will be introduced in the time-discrete equations approximating the continuous energy
and structure parameter equations. This type of coupling (often referred to as a weak cou-
pling) is very easy to implement and has proved efficient for all the situations considered in
this chapter.

The solution method resulting of the above strategy reads as follows (with 1t(> 0) a
time-discretization step):

u0, p0,p0,λ0,20, and λ0
s are given. (20.46)

For k ≥ 1, we denote k1t by t k; assuming that uk−1, pk−1,pk−1,λk−1,2k−1 and λk−1
s are

known, we compute as follows the approximate solution {uk, pk,pk,λk,2k, λk
s} at t k:

Update the rheological parameters µ and τy by

τ k
y = τy(γ̇

k−1,2k−1, λk−1
s ), and µk

= µ(γ̇ k−1,2k−1, λk−1
s ). (20.47)

Use MUA (actually, a close variant of it) to solve the time-discrete, transient, compressible
viscoplastic problem, that is (from (20.40)–(20.44)):

uk
−1 = uk−1, pk

−1 = pk−1,λk
0 = λ

k−1
; (20.48)

for m ≥ 0, uk
m−1, pk

m−1, and λk
m being known, compute pk

m, uk
m, pk

m, and λk
m+1 as fol-

lows:

1. Compute the strain rate tensor pk
m via

pk
m =

1

r

(
1−

√
2τ k

y

|Xk
m|

)+
Xk

m, (20.49)

with

Xk
m = rD(uk

m−1)+ λ
k
m. (20.50)
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2. Solve the following generalized Stokes problem:

ρk
m−1

1t
uk

m −∇ ·

[
(2µk
+ r)D(uk

m)−
2

3
µk(∇ ·uk

m)I
]
=

∇ · (λk
m − rpk

m)+ f(uk−1, ρk
m−1), (20.51)

χ2

1t
pk

m +∇ ·uk
m = g(uk−1, pk−1), (20.52)

uk
m = u0 on 0, (20.53)

with

f(uk−1, ρk
m−1) = ρ

k
m−1

[
uk−1

1t
− (uk−1

·∇)uk−1
]
, (20.54)

g(uk−1, pk−1) = χ2

[
pk−1

1t
− uk−1

·∇pk−1
]
. (20.55)

3. Update λk
m by

λk
m+1 = λ

k
m + r[D(uk

m)− pk
m]. (20.56)

4. Update the density by

ρk
m = ρ0eχ2pk

m . (20.57)

5. Define 1{u, p}m and 1Dm by

1{u, p}m = ‖uk
m − uk

m−1‖∞ + ‖p
k
m − pk

m−1‖∞, (20.58)

1Dm = ‖D(uk
m)− pm

k ‖∞. (20.59)

If 1{u, p}m ≤ tol1 and 1Dm ≤ tol2, take uk
= uk

m and pk
= pk

m; else,

Do m = m+ 1 and return to (20.49).

• Solve the time-discrete energy equation

ρCp

(
2k
−2k−1

1t
+ uk
·∇2k−1

)
− λf ∇

22k
= 0 in �. (20.60)

• Solve the time-discrete structure parameter equation

λk
s − λ

k−1
s

1t
+ uk
·∇λk−1

s = a(1− λk
s)− bλk

s γ̇
m in �. (20.61)

If one is looking for a steady-state solution, a reasonable (actually, quite demanding)
stopping criterion is provided by

‖uk
− uk−1

‖∞

1t
≤ tol3. (20.62)
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21. A finite-volume scheme

21.1. Synopsis

Our primary objective in this chapter is to apply our numerical methodology to the simula-
tion of pipeline flows. Therefore, for our computations, we consider a three-dimensional axi-
symmetric pipe, whose geometry is described using a cylindrical coordinate system {r, θ, z}.
If we denote by {ur, uθ , uz}, the corresponding components of the velocity, we will assume
that uθ = 0. The finite-volume method (FVM) that we are going to discuss is well suited
for this type of situation; it can be easily modified to handle the Cartesian representations of
two and three dimensional geometries. In order to implement our finite-volume method, we
proceed as follows:

1. We divide the computational domain � into a finite number of control volumes, as
shown in Fig. 21.1.

2. The values of the unknown functions p,2, and λs are prescribed at the centers of
these control volumes.

3. The values of ur and uz are prescribed at the centers of the cell faces, as shown on
Fig. 21.1. These face centers are thus the nodes of a staggered grid.

4. The components prr, pzz, and λrr, λzz of the strain rate p and Lagrange multiplier λ
are prescribed at the center of these control volumes, whereas the components pθθ
and λθθ are prescribed at the cell faces.

5. The nondiagonal components prz and λrz of p and λ are prescribed at the cell faces.

This space discretization, of the Marker & Cell (MAC) type, will allow the approximation
of the first-order derivatives by second-order accurate centered schemes.

Remark 21.1. For an introduction and a thorough discussion of finite-volume methods
for the approximation of partial differential equations, see, e.g., Eymard, Gallouet and
Herbin [2000].

ez

er

Pressure p, temperature Θ, structure parameter
λs, components of strain rate tensor (drr, dzz)
and Lagrange multipliers tensor (λrr, λzz)

Components of strain rate tensor drz
and Lagrange multipliers tensor λrz

Axial velocity component uz

Radial velocity component ur, components of
Lagrange multipliers tensor (λΘΘ)

p, Θ, and λs control volume

uz Control volume

ur Control volume

Fig. 21.1 Staggered grid.
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21.2. Treatment of the convective terms

It follows from Section 20 that all the conservation equations, encountered in the flow model
under consideration in this chapter, contain a convective term. It is highly recommended, if
not required, to discretize this term with a carefully chosen scheme, in order to obtain a
fair accuracy and avoid the spurious oscillations that are customary with standard centered
schemes. It is well-known, from the literature, that upwind schemes are quite stable but not
very accurate, due to the associated high level of numerical diffusion.

The search for schemes exhibiting simultaneously the robustness properties of monotone
schemes close to the discontinuities, and second-order accuracy away from the discontinu-
ities, lead to the concept of total variation (TV), defined as follows:

TV(ϕk) = 6i

∣∣∣ϕk
i − ϕ

k−1
i

∣∣∣ , (21.1)

and to the introduction of the so-called TVD schemes because they decrease the total varia-
tion, that is

TV(ϕk+1) ≤ TV(ϕk), k ≥ 0. (21.2)

Among the various TVD schemes available in the literature, we selected one advocated
in Yee, Warming and Harten [1985]. This scheme is based on an explicit second-order
Lax-Wendroff scheme and contains a Superbee type slope limiter. Let us discuss briefly the
construction of such a scheme, when applied to the discretization of the following pure
advection equation

∂ϕ

∂t
+ V ·∇ϕ = 0 (21.3)

The integral form of the advection equation in the C-centered control volume (see Fig. 21.2)
reads as follows:∫

�C

∂ϕ

∂t
rdrdz+

∫
�C

V ·∇ϕrdrdz = 0. (21.4)

Let us introduce the flux F defined by F = ϕV. Because V ·∇ϕ = ∇ ·F− ϕ∇ ·V, relation
(21.4) becomes∫

�C

∂ϕ

∂t
rdrdz+

∫
�C

∇ ·Frdrdz =
∫
�C

ϕ∇ ·Vrdrdz. (21.5)

We recall that in the {r, z} system of coordinates we have (with obvious notation)

∇ ·F =
1

r

∂

∂r
(rFr)+

∂Fz

∂z
. (21.6)

Assuming that one uses a forward Euler scheme for the time discretization of equation
(21.3), it follows from (21.5) and (21.6) that a finite-volume discretization of (21.3) at
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S N

E

W

n

e

s

w

C
NN

WW

Fig. 21.2 A C-centered control volume �C for the advection equation (21.3).

tk = k1t reads as:

ϕk
C − ϕ

k−1
C

1t
+

1

rC

rwFk−1
rw − reFk−1

re

1rC
+

Fk−1
zn − Fk−1

zs

1zC
= ϕk−1

C [∇ ·Vk]C, (21.7)

where in (21.7):

1. 1rC and 1zC denote rw − re and zn − zs, respectively.

2. Fk−1
rw ,Fk−1

re ,Fk−1
zn , and Fk−1

zs denote the approximate convective fluxes, obtained at
tk−1 by a TVD Lax–Wendroff Superbee scheme, to be detailed shortly.

3. The subscripts w, e, n, and s are associated with the midpoints of the faces of the
control volume �C, whereas C, S,E,N,W,NN,WW, and so on, are associated with
control volume centers.

4. The right-hand side in (21.7) is computed (approximately) at C using

[∇ ·Vk]C =
∂Vk

r

∂r
(C)+

Vk
r (C)

rC
+
∂Vk

z

∂z
(C)

≈
Vk

rw − Vk
re

1rC
+

Vk
rw + Vk

re

2rC
+

Vk
zn − Vk

zs

1zC
. (21.8)

An alternative to (21.8) is provided by

[∇ ·Vk]C =
1

rC

∂(rVk
r )

∂r
(C)+

∂Vk
z

∂z
(C) ≈

rwVk
rw − reVk

re

rC1rC
+

Vk
zn − Vk

zs

1zC
. (21.9)
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Collecting the above results we obtain, after discretizing at C, the advection equation (21.3):

ϕk
C =

[
1+1t

(
Vk

rw − Vk
re

1rC
+

Vk
rw + Vk

re

2rC
+

Vk
zn − Vk

zs

1zC

)]
ϕk−1

C

−1t

[
rwFk−1

w − reFk−1
e

rC1rC
+

Fk−1
n − Fk−1

s

1zC

]
, (21.10)

with

Fk−1
w = max(0,Vk

rw)

[
ϕk−1

C +
1

2
φk−1

w

(
1−

1t

1rC
Vk

rw

)
(ϕk−1

W − ϕk−1
C )

]
+min(0,Vk

rw)

[
ϕk−1

W −
1

2
φk−1

w

(
1+

1t

1rC
Vk

rw

)
(ϕk−1

W − ϕk−1
C )

]
, (21.11)

Fk−1
e = max(0,Vk

re)

[
ϕk−1

E +
1

2
φk−1

e

(
1−

1t

1rC
Vk

re

)
(ϕk−1

C − ϕk−1
E )

]
+min(0,Vk

re)

[
ϕk−1

C −
1

2
ϕk−1

e

(
1+

1t

1rC
Vk

re

)
(ϕk−1

C − ϕk−1
E )

]
, (21.12)

Fk−1
n = max(0,Vk

zn)

[
ϕk−1

C +
1

2
φk−1

n

(
1−

1t

1zC
Vk

zn

)
(ϕk−1

N − ϕk−1
C )

]
+min(0,Vk

zn)

[
ϕk−1

N −
1

2
φk−1

n

(
1+

1t

1zC
Vk

zn

)
(ϕk−1

N − ϕk−1
C )

]
, (21.13)

Fk−1
s = max(0,Vk

zs)

[
ϕk−1

S +
1

2
φk−1

s

(
1−

1t

1zC
Vk

zs

)
(ϕk−1

C − ϕk−1
S )

]
+min(0,Vk

zs)

[
ϕk−1

C −
1

2
φk−1

s

(
1+

1t

1zC
Vk

zs

)
(ϕk−1

C − ϕk−1
S )

]
; (21.14)

in (21.11)–(21.14), φk−1
w , φk−1

e , φk−1
n , and φk−1

s denote the Superbee slope limiters
defined by

φk−1
w = φ(ξ k−1

w ), φk−1
e = φ(ξ k−1

e ), φk−1
n = φ(ξ k−1

n ), and φk−1
s = φ(ξ k−1

s ) (21.15)

with

ξ k−1
w =

ϕk−1
C − ϕk−1

E

ϕk−1
W − ϕk−1

C

, ξ k−1
e =

ϕk−1
E − ϕk−1

EE

ϕk−1
C − ϕk−1

E

, ξ k−1
n =

ϕk−1
C − ϕk−1

S

ϕk−1
N − ϕk−1

C

,

ξ k−1
s =

ϕk−1
S − ϕk−1

SS

ϕk−1
C − ϕk−1

S

, and

φ(ξ) = max[0, min(2ξ, 1), min(ξ, 2)]. (21.16)
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21.3. Finite-volume discretization of the continuity equation

The integral form of the continuity equation (20.30), in the C-centered control volume �C

(see Fig. 21.3), reads as follows:

1

1t

∫
�C

χ2pkd�C +

∫
�C

∇ ·ukd�C =

∫
�C

g(uk−1, pk−1)d�C. (21.17)

Let us introduce Fk−1
= pk−1uk−1; because (from (19.3))

g(uk−1, pk−1) = χ2

(
1

1t
pk−1
− uk−1

·∇pk−1
)
,

it follows from (21.17) and from the divergence theorem that

1

1t

∫
�C

χ2pkd�C +

∫
∂�C

uk
·nd(∂�C) =

1

1t

∫
�C

χ2pk−1d�C

−

∫
∂�C

χ2Fk−1
·nd(∂�C)+

∫
�C

χ2pk−1
∇ ·uk−1d�C (21.18)

(in relation (21.18), it was assumed that χ2 is a constant). Calculation of the flux on each
face of the control volume �C yields

1

1t
χ2pk

C +
rwuk

rw − reuk
re

rC1rC
+

uk
zn − uk

zs

1zC
=

χ2

[
1

1t
pk−1

C −
rwFk−1

rw − reFk−1
re

rC1rC
−

Fk−1
zn − Fk−1

zs

1zC
+ pk−1

C (∇ ·uk−1)C

]
, (21.19)

S N

E

W

n

e

s

w

C

Fig. 21.3 A C-centered control volume �C for the continuity equation.
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the notation in (21.19) being as in Section 21.2. Assuming that (∇ ·uk−1)C is still defined
by (21.8), the fully discrete form of the continuity equation reads as follows:

1

1t
χ2pk

C +
rwuk

rw − reuk
re

rC1rC
+

uk
zn − uk

zs

1zC
=

χ2

[
pk−1

C

(
1

1t
+

uk−1
rw − uk−1

re

1rC
+

uk−1
rw + uk−1

re

2rC
+

uk−1
zn − uk−1

zs

1zC

)

−

(
rwFk−1

rw − reFk−1
re

rC1rC
+

Fk−1
zn − Fk−1

zs

1zC

)]
, (21.20)

where the convective flux F is discretized using the Lax–Wendroff TVD Superbee scheme
defined by (21.11)–(21.16), that is

Fk−1
w = max

(
0, uk−1

rw

) [
pk−1

C +
1

2
φk−1

w

(
1−

1t

1rC
uk−1

rw

)(
pk−1

W − pk−1
C

)]
+min

(
0, uk−1

rw

) [
pk−1

W −
1

2
φk−1

w

(
1+

1t

1rC
uk−1

rw

)(
pk−1

W − pk−1
C

)]
, (21.21)

Fk−1
e = max

(
0, uk−1

re

) [
pk−1

E +
1

2
φk−1

e

(
1−

1t

1rC
uk−1

re

)(
pk−1

C − pk−1
E

)]
+min

(
0, uk−1

re

) [
pk−1

C −
1

2
φk−1

e

(
1+

1t

1rC
uk−1

re

)(
pk−1

C − pk−1
E

)]
, (21.22)

Fk−1
n = max

(
0, uk−1

zn

) [
pk−1

C +
1

2
φk−1

n

(
1−

1t

1zC
uk−1

zn

)(
pk−1

N − pk−1
C

)]
+min

(
0, uk−1

zn

) [
pk−1

N −
1

2
φk−1

n

(
1+

1t

1zC
uk−1

zn

)(
pk−1

N − pk−1
C

)]
, (21.23)

Fk−1
s = max

(
0, uk−1

zs

) [
pk−1

S +
1

2
φk−1

s

(
1−

1t

1zC
uk−1

zs

)(
pk−1

C − pk−1
S

)]
+min

(
0, uk−1

zs

) [
pk−1

C −
1

2
φk−1

s

(
1+

1t

1zC
uk−1

zs

)(
pk−1

C − pk−1
S

)]
, (21.24)

where in (21.21)–(21.24), φk−1
w , φk−1

e , φk−1
n , and φk−1

s denote the Superbee slope limiters
defined by

φk−1
w = φ

(
ξ k−1

w

)
, φk−1

e = φ
(
ξ k−1

e

)
, φk−1

n = φ
(
ξ k−1

n

)
, and φk−1

s = φ
(
ξ k−1

s

)
(21.25)

with φ(ξ) = max[0, min(2ξ, 1), min(ξ, 2)], and

ξ k−1
w =

pk−1
C − pk−1

E

pk−1
W − pk−1

C

, ξ k−1
e =

pk−1
E − pk−1

EE

pk−1
C − pk−1

E

, ξ k−1
n

=
pk−1

C − pk−1
S

pk−1
N − pk−1

C

, ξ k−1
s =

pk−1
S − pk−1

SS

pk−1
C − pk−1

S

.
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21.4. Finite-volume discretization of the momentum equation

At time k1t, the integral vector form of the momentum equation (20.42) reads as follows
(after omitting the superscript m and replacing the augmented Lagrangian parameter r by
rAL to avoid confusion with the cylindrical coordinate r):

1

1t

∫
D

ρkukdD−
∫
D

∇ ·

[(
2µk−1

+ rAL

)
D(uk)−

2

3
µk−1(∇ ·uk)I

]
dD

+

∫
D

∇pkdD =
∫
D

∇ ·

(
λk
− rALpk

)
dD+

∫
D

f
(

uk−1, ρk
)

dD, (21.26)

where D is an arbitrary subdomain of �. For clarity, we introduce the tensors φ and T
defined by

φ =
(

2µk−1
+ rAL

)
D(u)−

2

3
µk−1(∇ ·u)I =

φrr 0 φrz

0 φθθ 0
φrz 0 φzz

 (21.27)

and

T = λ− rALp =

Trr 0 Trz

0 Tθθ 0
Trz 0 Tzz

, (21.28)

respectively (in (21.27), (21.28) (and below) we have dropped, for clarity, the superscripts
k); we can easily show that the nonzero coefficients of the 3× 3 tensor φ are given by

φrr =

(
4

3
µk−1

+ rAL

)
∂ur

∂r
−

2

3
µk−1

(
ur

r
+
∂uz

∂z

)
, (21.29)

φθθ =

(
4

3
µk−1

+ rAL

)
ur

r
−

2

3
µk−1

(
∂ur

∂r
+
∂uz

∂z

)
, (21.30)

φzz =

(
4

3
µk−1

+ rAL

)
∂uz

∂z
−

2

3
µk−1

(
ur

r
+
∂ur

∂r

)
, (21.31)

φrr =

(
µk−1

+
1

2
rAL

)(
∂ur

∂z
+
∂uz

∂r

)
. (21.32)

Finally, we introduce the following column-vectors:

φr =

φrr

0
φrz

,φz =

φrz

0
φzz

 (21.33)

and

T r =

Trr

0
Trz

,T z =

Trz

0
Tzz

 (21.34)
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Fig. 21.4 Control volumes �Cr (a) and �Cz (b) for the momentum equation.

If one projects the momentum equation on the r-axis and z-axis, and integrates the resulting
equations on the control volumes �Cr and �Cz shown in Fig. 21.4, one obtains, from
(21.27)–(21.34), the following variants of (21.26):∫

�Cr

ρ

1t
urrdrdθ +

∫
�Cr

∂p

∂r
rdrdθ −

∫
�Cr

(
∇ ·φr −

φθθ

r

)
rdrdθ =

∫
�Cr

(
∇ ·T r −

Tθθ
r

)
rdrdθ +

∫
�Cr

ρ

1t
uk−1

r rdrdθ

−

∫
�Cr

ρuk−1
·∇uk−1

r rdrdθ (21.35)

and ∫
�Cz

ρ

1t
uzrdrdθ +

∫
�Cz

∂p

∂z
rdrdθ −

∫
�Cz

∇ ·φzrdrdθ =

∫
�Cz

∇ ·T zrdrdθ +
∫
�Cz

ρ

1t
uk−1

z rdrdθ −
∫
�Cz

ρuk−1
·∇uk−1

z rdrdθ. (21.36)

First, let us introduce the fluxes Fk−1
r = uk−1

r uk−1 and Fk−1
z = uk−1

z uk−1; next, we approx-
imate

∫
�Cr

ρuk−1
·∇uk−1

r rdrdθ in (21.35) (resp.,
∫
�Cz

ρuk−1
·∇uk−1

z rdrdθ , in (21.36))

by ρC
∫
�Cr

uk−1
·∇uk−1

r rdrdθ (resp., ρC
∫
�Cz

uk−1
·∇uk−1

z rdrdθ ,) with ρC =
1

2
(ρe + ρw)

(resp. ρC =
1

2
(ρn + ρs)); it follows then from (21.35), (21.36), and from the divergence

theorem that∫
�Cr

ρ

1t
urrdrdθ +

∫
�Cr

∂p

∂r
rdrdθ −

∫
�Cr

φr ·nd(∂�Cr)+

∫
�Cr

φθθ

r
rdrdθ
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=

∫
�Cr

T r ·nd(∂�Cr)−

∫
�Cr

Tθθ
r

rdrdθ +
∫
�Cr

ρ

1t
uk−1

r rdrdθ

− ρC

∫
�Cr

Fk−1
r ·nd(∂�Cr)+ ρC

∫
�Cr

uk−1
r ∇ ·uk−1rdrdθ, (21.37)

∫
�Cz

ρ

1t
uzrdrdθ +

∫
�Cz

∂p

∂z
rdrdθ −

∫
�Cz

φz ·nd(∂�Cz)

=

∫
�Cz

T z ·nd(∂�Cz)+

∫
�Cz

ρ

1t
uk−1

z rdrdθ

− ρC

∫
�Cz

Fk−1
z ·nd(∂�Cz)+ ρC

∫
�Cz

uk−1
z ∇ ·uk−1rdrdθ. (21.38)

In (21.37) and (21.38), the fluxes are computed at the centers of the faces of the control vol-
umes�Cr and�Cz, the notation in Fig. 21.4 being as in Fig. 21.1. After space discretization,
Eqn (21.37) becomes

1

21t
(ρe + ρw)urC +

pw − pe

1rC
−

rwφrrw − reφrre

rC1rC
−
φrzn − φrzs

1zC
+
φθθC

rC

=
rwTrrw − reTrre

rC1rC
+
Trzn − Trzs

1zC
−
TθθC

rC
+

1

21t
(ρe + ρw)u

k−1
rC

−
1

2
(ρe + ρw)

rwFk−1
rw − reFk−1

re

rC1rC
−

1

2
(ρe + ρw)

Fk−1
rn − Fk−1

rs

1zC

+
1

2
(ρe + ρw)u

k−1
rC [∇ ·uk−1]C, (21.39)

with 1rC = rw − re, 1zC = zn − zs, and [∇ ·uk−1]C =

(
∂uk−1

r

∂rC

)
C
+

uk−1
r

rC
+

(
∂uk−1

z

∂z

)
C

.

Replacing, in (21.39), the component of the tensor8 by their actual values (see (21.29)–
(21.32)), we obtain

1

21t
(ρe + ρw)urC +

pw − pe

1rC
+

(
4

3
µk−1

C + rAL

)
urC

r2
C

−
2

3rC
µk−1

C

(
∂ur

∂r
+
∂uz

∂z

)
C
−

1

rC1rC

(
rw

[(
4

3
µk−1

w + rAL

)(
∂ur

∂r

)
w

−
2

3
µk−1

w

(
urw

rw
+

(
∂uz

∂z

)
w

)]
− re

[(
4

3
µk−1

w + rAL

)(
∂ur

∂r

)
e

−
2

3
µk−1

e

(
ure

re
+

(
∂uz

∂z

)
e

)])
−

1

1zC

((
µk−1

n +
1

2
rAL

)(
∂ur

∂z
+
∂uz

∂r

)
n

−

(
µk−1

s +
1

2
rAL

)(
∂ur

∂z
+
∂uz

∂r

)
s

)
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=
rwTrrw − reTrre

rC1rC
+
Trzn − Trzs

1zC
−
TθθC

rC
+

1

21t
(ρe + ρw)u

k−1
rC

−
1

2
(ρe + ρw)

rwFk−1
rw − reFk−1

re

rC1rC
−

1

2
(ρe + ρw)

Fk−1
rn − Fk−1

rs

1zC

+
1

2
(ρe + ρw)u

k−1
rC [∇ ·uk−1]C. (21.40)

In (21.40), the velocities and their derivatives are evaluated as follows (the notation is as in
Fig. 21.4 (a)):

(
∂ur

∂r

)
w
=

urW − urC

rW − rC
, urw =

1

2
(urW + urC),

(
∂uz

∂z

)
w
=

uzNW − uzSW

zn − zs
,(

∂ur

∂r

)
e
=

urC − urE

rC − rE
, ure =

1

2
(urC + urE),

(
∂uz

∂z

)
e
=

uzNE − uzSE

zn − zs
,(

∂ur

∂z

)
n
=

urN − urC

zN − zC
,

(
∂ur

∂z

)
s
=

urC − urS

zC − zS
,(

∂uz

∂r

)
n
=

uzNW − uzNE

rw − re
,

(
∂uz

∂r

)
s
=

uzSW − urSE

rw − re
,(

∂ur

∂r

)
C
=

urW − urE

rW − rE
,

(
∂uz

∂z

)
C
=
(uzNW + uzNE)− (uzSW + uzSE)

2(zn − zs)
.

Assuming that, in (21.40), the fluxes have been computed using a TVD Lax–Wendroff
scheme with a Superbee slope limiter, we have the following:

Fk−1
rw = max

(
0, uk−1

rw

) [
uk−1

rC +
1

2
φk−1

rw

(
1−

1t

1rC
uk−1

rw

)(
uk−1

rW − uk−1
rC

)]
+min

(
0, uk−1

rw

) [
uk−1

rW −
1

2
φk−1

rw

(
1+

1t

1rC
uk−1

rw

)(
uk−1

rW − uk−1
rC

)]
, (21.41)

Fk−1
re = max

(
0, uk−1

re

) [
uk−1

rE +
1

2
φk−1

re

(
1−

1t

1rC
uk−1

re

)(
uk−1

rC − uk−1
rE

)]
+min

(
0, uk−1

re

) [
uk−1

rC −
1

2
φk−1

re

(
1+

1t

1rC
uk−1

re

)(
uk−1

rC − uk−1
rE

)]
, (21.42)

Fk−1
zn = max

(
0, uk−1

zn

) [
uk−1

zC +
1

2
φk−1

zn

(
1−

1t

1zC
uk−1

zn

)(
uk−1

zN − uk−1
zC

)]
+min

(
0, uk−1

zn

) [
uk−1

zN −
1

2
φk−1

zn

(
1+

1t

1zC
uk−1

zn

)(
uk−1

zN − uk−1
zC

)]
, (21.43)

Fk−1
zs = max

(
0, uk−1

zs

) [
uk−1

zS +
1

2
φk−1

zs

(
1−

1t

1zC
uk−1

zs

)(
uk−1

zC − uk−1
zS

)]
+min

(
0, uk−1

zs

) [
uk−1

zC −
1

2
φk−1

zs

(
1+

1t

1zC
uk−1

zs

)(
uk−1

zC − uk−1
zS

)]
, (21.44)
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with

uzn =
1

2
(uzNW + uzNE), uzs =

1

2
(uzSW + usSE),

φk−1
rw = φ

(
uk−1

rC − uk−1
rE

uk−1
rW − uk−1

rC

)
,

φk−1
re = φ

(
uk−1

rE − uk−1
rEE

uk−1
rC − uk−1

rE

)
, φk−1

zn = φ

(
uk−1

zC − uk−1
zS

uk−1
zN − uk−1

sC

)
,

φk−1
zs = φ

(
uk−1

zS − uk−1
zSS

uk−1
rC − uk−1

rS

)
,

and φ(ξ) = max[0, min(2ξ, 1), min(ξ, 2)].
In a similar fashion, we can derive the fully discrete analog of the z-momentum equation

(21.38); this is left as an exercise to the reader (see Vinay [2005, chapter 2] for details).

21.5. Finite-volume discretization of the energy equation

Because a dimensional analysis performed in Vinay [2005, chapter 2] shows that the viscous
dissipation is quite small, the term τ : D(u) has been dropped out from the energy equation
(19.7); the above equation reduces then to

ρCp

(
∂2

∂t
+ u ·∇2

)
= λf ∇

22. (21.45)

Integrating the energy equation (21.45) over the C-centered control volume �C (see
Fig. 21.5), we obtain∫

�C

ρCp

(
∂2

∂t
+ u ·∇2

)
rdrdθ =

∫
�C

λf ∇
22rdrdθ. (21.46)

Let us introduce the flux F = 2u. Approximating ρ by ρC on �C, it follows from the rela-
tions u ·∇2 = −2∇ ·u+∇ ·F and ∇22 = ∇ ·∇2, and from the divergence theorem,

S N

E

W

n

e

s

w

C

Fig. 21.5 A C-centered control volume �C for the energy equation.



598 R. Glowinski and A. Wachs Chapter 3

that (21.46) implies∫
�C

∂2

∂t
rdrdθ +

∫
∂�C

F ·nd(∂�C) =
λf

ρCCp

∫
∂�C

∂2

∂n
d(∂�C)

+

∫
�C

2∇ ·urdrdθ. (21.47)

After computing on each face of the control volume �C the fluxes in (21.47), we obtain

2k
C −2

k−1
C

1t
+

rwFk−1
w − reFk−1

e

rC1rC
+

Fk−1
n − Fk−1

s

1zC

=
λf

ρk
CCp

[
1

rC1rC

(
rw

(
∂2

∂r

)k

w
− re

(
∂2

∂r

)k

e

)

+
1

1zC

((
∂2

∂z

)k

n
−

(
∂2

∂z

)k

s

)]
+2k−1

C [∇ ·uk−1]C, (21.48)

with 2k−1
C [∇ ·uk−1]C still given by (21.8), while the temperature derivatives are given by

(
∂2

∂r

)k

w
=
2k

W −2
k
C

1rw
,

(
∂2

∂r

)k

e
=
2k

C −2
k
E

1re
,(

∂2

∂z

)k

n
=
2k

N −2
k
C

1zn
,

(
∂2

∂z

)k

s
=
2k

C −2
k
S

1zs
, (21.49)

with, in (21.48) and (21.49), 1rC = rw − re, 1zC = zn − zs, 1rw = rW − rC, 1re =

rC − rE, 1zn = zN − zC, and 1zs = zC − zS. The four components of the flux Fk−1 have
been obtained using, as in Sections 21.2–21.4, a Lax–Wendroff TVD scheme with a Super-
bee slope limiter, that is

Fk−1
w = max

(
0, uk

w

) [
2k−1

C +
1

2
φk−1

w

(
1−

1t

1rC
uk

w

)(
2k−1

W −2k−1
C

)]
+min

(
0, uk

w

) [
2k−1

W −
1

2
φk−1

w

(
1+

1t

1rC
uk

w

)(
2k−1

W −2k−1
C

)]
, (21.50)

Fk−1
e = max

(
0, uk

e

) [
2k−1

E +
1

2
φk−1

e

(
1−

1t

1rC
uk

e

)(
2k−1

C −2k−1
E

)]
+min

(
0, uk

e

) [
2k−1

C −
1

2
φk−1

e

(
1+

1t

1rC
uk

e

)(
2k−1

C −2k−1
E

)]
, (21.51)

Fk−1
n = max

(
0, uk

n

) [
2k−1

C +
1

2
φk−1

n

(
1−

1t

1zC
uk

n

)(
2k−1

N −2k−1
C

)]
+min

(
0, uk

n

) [
2k−1

N −
1

2
φk−1

n

(
1+

1t

1zC
uk

n

)(
2k−1

N −2k−1
C

)]
, (21.52)
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Fk−1
s = max

(
0, uk

s

) [
2k−1

S +
1

2
φk−1

s

(
1−

1t

1zC
uk

s

)(
2k−1

C −2k−1
S

)]
+min

(
0, uk

s

) [
2k−1

C −
1

2
φk−1

s

(
1+

1t

1zC
uk

s

)(
2k−1

C −2k−1
S

)]
, (21.53)

with

φk−1
w = φ

(
2k−1

C −2k−1
E

2k−1
W −2k−1

C

)
, φk−1

e = φ

(
2k−1

E −2k−1
EE

2k−1
C −2k−1

E

)
,

φk−1
n = φ

(
2k−1

C −2k−1
S

2k−1
N −2k−1

C

)
, φk−1

s = φ

(
2k−1

S −2k−1
SS

2k−1
C −2k−1

S

)
,

and φ(ξ) = max[0, min(1, 2ξ), min(2, ξ)].

21.6. Finite-volume discretization of the structure parameter equation

The integral form of the structure parameter equation (19.12), for the control volume �C in
Fig. 21.2, reads as follows:∫

�C

(
∂λs

∂t
+ u ·∇λs

)
rdrdθ =

∫
�C

[
a(1− λs)− bλsγ̇

m] rdrdθ. (21.54)

Let us introduce F = λsu; it follows then from the divergence theorem that∫
�C

∂λs

∂t
rdrdθ +

∫
�C

F ·nd(∂�C) =

∫
�C

[
a(1− λs)− bλsγ̇

m] rdrdθ +
∫
�C

λS∇ ·urdrdθ (21.55)

Computing the fluxes in (21.55) on the faces of the control volume �C, we obtain

λk
sC − λ

k−1
sC

1t
+

rwFk−1
w − reFk−1

e

rC1rC
+

Fk−1
n − Fk−1

s

1zC
=

a−
[
a+ b(γ̇ k−1

c )m
]
λk−1

sC + λ
k−1
sC [∇ ·uk]C (21.56)

where [∇ ·uk]C is still given by (21.8) and the four components of the flux Fk−1 by

Fk−1
w = max

(
0, uk

w

) [
λk−1

sC +
1

2
φk−1

w

(
1−

1t

1rC
uk

w

)(
λk−1

sW − λ
k−1
sC

)]
+min

(
0, uk

w

) [
λk−1

sW −
1

2
φk−1

w

(
1+

1t

1rC
uk

w

)(
λk−1

sW − λ
k−1
sC

)]
, (21.57)
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Fk−1
e = max

(
0, uk

e

) [
λk−1

sE +
1

2
φk−1

e

(
1−

1t

1rC
uk

e

)(
λk−1

sC − λ
k−1
sE

)]
+min

(
0, uk

e

) [
λk−1

sC −
1

2
φk−1

e

(
1+

1t

1rC
uk

e

)(
λk−1

sC − λ
k−1
sE

)]
, (21.58)

Fk−1
n = max

(
0, uk

n

) [
λk−1

sC +
1

2
φk−1

n

(
1−

1t

1zC
uk

n

)(
λk−1

sN − λ
k−1
sC

)]
+min

(
0, uk

n

) [
λk−1

sN −
1

2
φk−1

n

(
1+

1t

1zC
uk

n

)(
λk−1

sN − λ
k−1
sC

)]
, (21.59)

Fk−1
s = max

(
0, uk

s

) [
λk−1

sS +
1

2
φk−1

s

(
1−

1t

1zC
uk

s

)(
λk−1

sC − λ
k−1
sS

)]
+min

(
0, uk

s

) [
λk−1

sC −
1

2
φk−1

s

(
1+

1t

1zC
uk

s

)(
λk−1

sC − λ
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with

φk−1
w = φ

(
λk−1

sC − λ
k−1
sE

λk−1
sW − λ

k−1
sC

)
, φk−1

e = φ

(
λk−1

sE − λ
k−1
sEE

λk−1
sC − λ

k−1
sE

)
,

φk−1
n = φ

(
λk−1

sC − λ
k−1
sS

λk−1
sN − λ

k−1
sC

)
, φk−1

s = φ

(
λk−1

sS − λ
k−1
sSS

λk−1
sC − λ

k−1
sS

)
,

and φ(ξ) = max[0, min(1, 2ξ), min(2, ξ)].

21.7. Evaluation of the strain-rate-related tensors

In this paragraph, we describe how the strain-rate tensor p is evaluated at the step (20.41)
of the solution algorithm (20.40)–(20.44) (see Section 20.3). As mentioned in Section 21.1,
and visualized in Fig. 21.1: (1) the prr and pzz components are evaluated at the cell centers,
(2) the pθθ components are evaluated at the cell faces, and (3) the prz components are eval-
uated at the grid nodes. Actually, the computation of p does not require the integration of
the equation in (20.41) over the control volumes; instead, each component pij is evaluated
at the corresponding mesh location. For each component pij, the corresponding components
λij and Dij(u) of the tensors components λ and D(u) are computed at the same mesh loca-
tion (see Fig. 21.1), implying that the term λij + rALDij(u) is easy to evaluate. However,
the computation of ‖λ+ rALD(u)‖ is more delicate because some components have to be
obtained by interpolation; this will be illustrated just below by the evaluation of prr at the
center C of the control volume �C in Figs. 21.1 and 21.6. Because prr is attached to C, all
the components of λ and D(u) must also be evaluated at C. We have thus

prrC =
1

rAL

[
1−

τy(2C)

‖λ+ rALD(u)‖rrC

]+
[λrrC + rALDrrC(u)], (21.61)

with

‖λ+ rALD(u)‖rrC

=

√
[λrrC+rALDrrC(u)]

2
+[λθθC+rALDθθC(u)]

2
+[λzzC+rALDzzC(u)]2

+2[λrzC+rALDrzC(u)]2

2
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Fig. 21.6 Location of the Lagrange multipliers λθθ and λrz for the computation of prr .

where, as visualized in Fig. 21.6, we have

λθθC =
1

2
(λθθw + λθθe), λrzC =

1

4
(λrzsw + λrzse + λrznw + λrzne).

Using a similar interpolation-based approach, one can compute the other three components
of the tensor p, namely pzz, prz, and pθθ .

22. Solution of the linear systems

22.1. Solution of the generalized Stokes problems

The matrix form of the compressible Stokes problem (20.42), (20.43) reads as follows:(
A B
−Bt C

)(
u
p

)
=

(
f
g

)
, (22.1)

where A is an N × N symmetric and positive definite matrix, B a M × N matrix, C a M ×M
positive diagonal matrix, u and f belong to RN , and p and g belong to RM . The dimensionless
form of the linear system (22.1) reads as


A
µ̄Lc

B
L2

c

−
Bt

L2
c

C
L3

c/µ̄




u

Ū
p

µ̄Ū/Lc

 =


f

µ̄ŪLc
g

ŪL2
c

, (22.2)

where µ̄ = µ+ r + ρ0ŪLc is an augmented viscosity coefficient (fluid viscosity coefficient
+ augmented Lagrangian coefficient + unsteady term coefficient). Finally, with X̄ denoting
a dimensionless matrix or vector, we obtain from (22.2)(

Ā B̄
−B̄t C̄

)(
ū
p̄

)
=

(
f̄
ḡ

)
. (22.3)

In order to solve the linear system (22.3), we advocate a simple variant of the
Uzawa/conjugate gradient algorithm discussed in Fortin and Glowinski [1982, 1983],
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Glowinski and Le Tallec [1989], for the solution of linear systems such as (22.1), when
matrix C = 0. This modified algorithm (denoted by MSA) reads as follows:

• Initialization: i = 0

– Compute r0
= 3p̄0

− b where 3 = B̄t(Ā)−1B̄+ C̄ and b = B̄t(Ā)−1 f̄+ ḡ

∗ Solve Āū0
= f̄− B̄p̄0,

∗ Compute r0
= −B̄tū0

+ C̄p̄0
− ḡ.

– Compute the descent direction w0
= r0.

• Iterative process: i ≥ 1

– Computation of r̄i−1
= 3wi−1

∗ Solve Ā ¯̄ui−1
= −B̄wi−1,

∗ Compute r̄i−1
= −B̄t ¯̄ui−1

+ C̄wi−1.

– Compute αi−1 =
|ri−1
|
2

r̄i−1 ·wi−1
.

– Compute

∗ p̄i
= p̄i−1

− αi−1wi−1,

∗ ri
= ri−1

− αi−1r̄i−1.

– Testing the convergence and updating the descent direction

∗ If |ri
| ≤ tol.|r0

| take p̄ = p̄i and compute ū from (22.3); else

∗ Compute βi =
|ri
|
2

|ri−1|2
,

∗ Set wi
= ri
+ βiwi−1.

Remark 22.1. The main difference between a classical discrete incompressible Stokes
problem and the discrete compressible Stokes problem (22.1) is associated with matrix C;
indeed, we have C = 0 in the incompressible case, while C is diagonal positive definite in the
compressible case. Actually, the MSA algorithm, we described just above, still converges if
C = 0 (as shown in, e.g., Fortin and Glowinski [1982, 1983], Glowinski and Le Tallec
[1989]). In the incompressible case, it has been suggested in the three above-mentioned
references (see also Glowinski [2003, chapter 4]) to replace the resulting system(

A B
−Bt 0

)(
u
p

)
=

(
f
g

)
, (22.4)

by the following equivalent one(
A+ r̃BBt B
−Bt 0

)(
u
p

)
=

(
f− r̃Bg

g

)
, (22.5)

where r̃ is a positive parameter associated with an augmented Lagrangian functional (see
Glowinski [2003, chapter 4] for details).

Remark 22.2. Theoretically, the greater r̃ the faster is the convergence of the variant of
MSA associated with (22.5). However (see, e.g., Wachs [2000], and Glowinski [2003]),
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the speed of convergence depends also of the condition number of the matrix A+ r̃BBt. At
each iteration of the above algorithm, we have to solve a linear system such as

(A+ r̃BBt)U = RHS. (22.6)

The matrix A in (22.6) being symmetric and positive definite, we can solve (22.6) using
either a direct method à la Cholesky (with L such that LLt

= A+ r̃BBt computed once
for all) or a preconditioned conjugate gradient algorithm. The numerical results presented
hereafter have been obtained, using for the solution of (22.6) a conjugate gradient algorithm
with SSOR preconditioning; with this approach, because the condition number of matrix
A+ r̃BBt increases with r̃, the larger is r̃ the more expensive is the solution of (22.6).
Finally, the speed of convergence of the resulting nested algorithm is a trade-off between
the number of outer iterations (which is a decreasing function of r̃) and the number of inner
iterations (which is an increasing function of r̃). For the class of problems considered in
this chapter, the optimum value of r̃ lies (after scaling) in the range [102, 104], as shown in
Wachs [2000].

22.2. Solution of the discrete energy and structure parameter equations

The full discretization of the energy and structure equations (that is (19.7) and (19.12)) leads
to the solution at each time step of two linear systems of the following form:

MXk
= RHSk−1, (22.7)

where M is a J × J matrix and where Xk and RHSk−1 belong both to RJ . In both cases, we
have (with obvious notation)

RHSk−1
=MXk−1

−

∑
i,j

Fconvection(X
k−1
ij ). (22.8)

The matrix M associated with the energy equation (19.7) is symmetric and positive defi-
nite; in this chapter, we have used an SSOR preconditioned conjugate gradient algorithm to
solve the related linear systems (22.7). The matrix M associated with the structure equation
(19.12) being diagonal positive, the solution of the related systems (22.7) is a trivial oper-
ation. Actually, concerning the solution of the linear systems (22.7), a substantial amount
of computational time is spent at computing RHSk−1, particularly the flux related part of it
(that is −

∑
i,j Fconvection(X

k−1
ij )).

Because the convection part of the continuity, momentum, energy, and structure equations
is treated explicitly, a stability condition is required. The numerical results presented in this
chapter have been obtained using as stability condition

CFL = max
�j

[
|urj| + |uzj|

min(1rj,1zj)

]
1t <

1

2
, (22.9)

where 1rj and 1zj denote the sizes of the control volume �j in the Or and Oz directions,
respectively.
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23. Numerical experiments: wall-driven cavity creeping flow

23.1. Synopsis

To validate our augmented Lagrangian/finite-volume methodology, the first test problem that
we consider is a rather classical one, namely the two-dimensional wall-driven square cavity
problem already considered in Chapter 2, Section 17. Our goal in this chapter is to validate
our methodology by comparing the numerical results obtained with it to results available
in the literature. Indeed, the two-dimensional wall-driven cavity problem has received a
broad attention in the literature, first for Newtonian incompressible viscous fluids, and then
for non-Newtonian fluids such as Bingham’s. In the particular case of viscoplastic material
(the case which interests us, here), let us mention, among several others, the contributions
of Bercovier and Engelman [1980], Fortin and Glowinski [1982, 1983], Glowinski
and Le Tallec [1989], Mitsoulis and Zisis [2001], Dean and Glowinski [2002], Vola,
Boscardin and Latché [2003], Glowinski [2003] (see also the references therein) and
Chapter 2, Section 17, where we tackled this cavity flow problem with a methodology
quite different from the one we use in this chapter. Actually, the contribution of Mitsoulis
and Zisis [2001] is a very good candidate for comparison purpose, for the following two
main reasons: (1) The above authors are using a regularization/finite-element-based solution
method, quite different from the augmented Lagrangian/finite-volume one that we use in
this chapter. (2) The above reference contains a thorough discussion of the Bingham number
dependence of the steady-state solutions.

The geometry of the flow region has been visualized in Fig. 23.1, in a Cartesian system
of coordinates.

23.2. Governing equations

In order to compare our numerical results with those in Mitsoulis and Zisis [2001], we need
to address exactly the same test problem than these two authors, namely, the isothermal,
steady, incompressible, inertia-less flow of a Bingham material. If we neglect the inertia in

Top: u= {U, 0}

Left: u=0

Bottom: u=0

Right: u=0

x

y

Fig. 23.1 Flow region geometry and boundary conditions.
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the momentum equation, the creeping steady flow is modeled by the following system of
equations and inequalities:

∇ ·u = 0, (23.1)

∇p−∇ · τ = 0, (23.2)τ = 2µD(u)+ τy
D(u)
‖D(u)‖

if ‖τ‖ > τy,

D(u) = 0 if ‖τ‖ ≤ τy.

(23.3)

Assume that � = (0, a)× (0, a); then we take a (resp., U) as characteristic length (resp.,
as characteristic velocity). The flow can be described by a single dimensionless number: the

Bingham number Bn =
τya

µU
.

23.3. Boundary conditions

The boundary conditions are those indicated in Fig. 23.1, that is:

• We assume that u = 0 on the left, bottom, and right walls.
• We assume that u = {U, 0} on the top wall.

23.4. Results and discussion

We are going to investigate the steady, isothermal, incompressible creeping flow of a
Bingham fluid in a lid-driven cavity for various Bingham numbers. In practice, we vary
Bn by changing the magnitude of the yield stress τy.

The computational results are presented and discussed in terms of the dimensionless num-
ber Bn, of the dimensionless coordinates x/a and y/a, of the size and location of the yielded
and unyielded regions, of the streamlines, of the dimensionless intensity ψ∗max of the main
vortex, and of the vertical position y∗eye of the center of the main vortex.

23.4.1. Dimensionless parameters and meshes
The single dimensionless parameter, which governs the flow is the Bingham number Bn.
For this type of flow, Bn may vary from 0 (Newtonian case where the whole flow region
is yielded) to +∞ (which corresponds to a total blockage). In our computations, we have
considered Bingham numbers varying from 0 to 1000; actually, we took for Bn the values
0, 0.1, 1, 2, 5, 20, 50, 200, 500, 1000. In practice, with the exception of τy, the various
parameters in the problem, namely a, µ, and U were set to 1, implying that Bn = τy.

A uniform Cartesian grid was generated for the finite-volume discretization, with Nx =

Ny standing for the number of finite-volume cells in each direction. Several meshes have
been considered, their characteristics being shown in Table 23.1.

23.4.2. Convergence properties of the Uzawa algorithm
The convergence of the Uzawa algorithm for any positive value of the augmentation
parameter r is a basic result that (assuming several reasonable assumptions) has been proved
mathematically in, e.g., Glowinski, Lions and Trémolières [1976, 1981], Fortin and



606 R. Glowinski and A. Wachs Chapter 3

Table 23.1
Mesh characteristics

Meshes Nx = Ny Number of cells

Mesh 1 10 100
Mesh 2 20 400
Mesh 3 50 2,500
Mesh 4 100 10,000
Mesh 5 200 40,000

Glowinski [1982, 1983], Glowinski [1984], Glowinski and Le Tallec [1989], Glowin-
ski [2003]; in the context of viscoplasticity computations, this convergence property has
been verified in the above references and in Coupez, Zine and Agassant [1994], Roquet
and Saramito [2003]. One of our goals in this chapter is to confirm that the above con-
vergence property still holds for the approximate problems derived from our finite-volume
space-discretization scheme, for all the cases investigated here, whatever is the mesh size,
the Bingham number, or the Lagrangian augmentation parameter r. Concerning the stop-
ping criteria for the incompressible isothermal variant of algorithm (20.46)–(20.61), we
have taken tol1 = tol2 = 10−5 (since numerical experiments show that taking smaller values
for tol1 and tol2 does not modify, in practice, the computed results, but may increase sub-
stantially the number of iterations necessary for convergence). It is worth noticing that the
interpolation method we used in Section 21.7 to compute the components of the strain-rate-
related tensor p does not affect the convergence properties of the Uzawa algorithm. Actually,
the main challenge with this algorithm is the “good” choice of r, which is a nontrivial issue.
The main difficulty stems from the fact that theory does not provide any good estimate or
suitable guideline for the good choice of r (see however Delbos, Gilbert, Glowinski and
Sinoquet [2006] for a strategy to vary r in order to speed up the convergence of a particu-
lar augmented Lagrangian algorithm). In practice, some preliminary tests are performed in
order to assess which range of r provides the best speed of convergence. We illustrate the
convergence property of our augmented Lagrangian algorithm by computing for Bn = 2 the
approximate solution associated with Mesh 4, for various values of r.

Let us highlight the influence of the augmented Lagrangian parameter r on the global
convergence. Because to achieve convergence we need to verify1{u, p}i ≤ tol1 and1Di ≤

tol2, we have plotted in Fig. 23.2 the behavior of these two convergence indicators, and
in Fig. 23.3 the behavior of the maximum of these two indicators. It is quite obvious that
an optimal value of r exists and that this optimum lies in the interval [2, 20] if Bn = 2.
In other words, choosing r in the interval [Bn, 10Bn] seems to be a reasonable choice. In
practice, we took r in the smaller interval [2Bn, 5Bn] because computations performed for
various values of Bn confirm the soundness of this choice. Finally, we wish to point out
that for a given value of Bn, the computed velocity and pressure fields, and the streamlines,
are essentially independent of r. Actually, the computed yielded and unyielded regions can
be slightly affected by the choice of r, because of their high sensitivity to the values of
the numerical parameter and the demanding test we use to identify those regions where the
discrete analog of D(u) vanishes. In Fig. 23.4, we have visualized the yielded and unyielded
regions obtained with Mesh 4, for various values of r, when Bn = 2. It is clear that the small
discrepancies affecting the location of the yielded/unyielded regions are nearly unnoticeable
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Fig. 23.2 Convergence of the Uzawa algorithm for Bn = 2 and Mesh 4: (a) r = 0.2, and (b) r = 2000.
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Fig. 23.3 Convergence of the Uzawa algorithm for Bn = 2 and Mesh 4, and for various values of r in the
interval [0.2, 2000].

(they are of the order of the mesh size). These various results prove without much ambiguity
that the computed solutions are essentially independent of r.

23.4.3. Convergence properties of the finite-volume approximation
In this paragraph, we are going to investigate the convergence of the approximate solutions
as {1x,1y} → 0, in the particular case where Bn = 20. The choice Bn = 20 is motivated
by the fact that for this value of the Bingham number, the unyielded region occupies a large
part of �. The convergence will be verified on the intensity ψ∗max of the main vortex and
on the vertical position y∗eye of the center of the main vortex. Once again, we have used for
our computations the five meshes described in Table 23.1; the numerical results have been
reported in Table 23.2.
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(a) r= 0.2
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0

Fig. 23.4 Yielded (white) and unyielded (gray) regions, and streamlines for various values of the augmen-
tation parameter r (Mesh 4, Bn = 2).

Table 23.2
Variations, as functions of the mesh size, of the
main vortex intensity (ψ∗max) and of the height of

its center (y∗eye) (Bn = 20)

Meshes Grid size h∗ y∗eye ψ∗max

Mesh 1 1/10 0.8999 1.57× 10−3

Mesh 2 1/20 0.9 3.16× 10−2

Mesh 3 1/50 0.9 3.63× 10−2

Mesh 4 1/100 0.9 4.00× 10−2

Mesh 5 1/200 0.9 4.00× 10−2

Table 23.2 shows that the height of the main vortex center is almost independent of the
mesh size; however, h∗ < 1/50 is required to obtain the stabilization of the intensity of
the main vortex. Concerning the topology and size of the computed yielded and unyielded
regions, let us say that, from Fig. 23.5, they look close to each others for h∗ ≤ 1/50 and
quasi-identical for h∗ = 1/100 and 1/200. It is worth mentioning that, unlike for the inten-
sity of the main vortex, the information, given by the coarsest mesh, on the topology and
size of the yielded and unyielded regions, is pretty close to the one obtained with much finer
meshes.

The above results provide a clear evidence of the convergence of the computed solutions
as {1x,1y} → 0. They show, also, that the geometrical parameters (including the pattern
of the streamlines) have a fast convergence, compared with more quantitative ones, like
the main vortex intensity. Because the numerical results associated with h∗ = 1/100 and
h∗ = 1/200 are practically identical, we will use Mesh 4 to investigate further properties of
the solutions, such as the influence of Bn on the pattern of the yielded and unyielded regions.

23.4.4. Flow pattern as a function of the Bingham number
In this paragraph, we are going to discuss the influence of the Bingham number Bn on the
flow pattern. From its relative simplicity, the lid-driven cavity flow of a Bingham fluid has
motivated a fairly abundant literature. Our main goal here is not to confirm the numerical
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Fig. 23.5 Visualization of the yielded and unyielded regions for various values of the mesh size (Bn = 20)

results found by other scientists, but, actually, to validate our finite volume/augmented
Lagrangian methodology by comparing our results with those, obtained by other methods,
available in the literature.

The flow streamlines and the yielded and unyielded regions (computed with Mesh 4) have
been visualized in Fig. 23.6. Because inertia has been neglected, the flow is, as expected,
symmetric with respect to the line x∗ = 1/2. Another expected property, obvious from these
figures, is the growth of the unyielded region as Bn increases. As soon as Bn is nonzero,
the flow recirculation regions in the bottom corners associated with a Newtonian fluid
(Bn = 0) become unyielded flow stagnant regions and a moving unyielded region appear
around the center of the main vortex (see Fig. 23.6(a)). As Bn increases, the two flow stag-
nant unyielded regions in the bottom corners grow up, and finally merge to form a single
flow stagnant unyielded region at the bottom of the cavity. Similarly, the moving unyielded
region contained in the main vortex grows with Bn as shown in Fig. 23.6. The shapes of
the unyielded regions are in qualitative agreement with the ones in Mitsoulis and Zisis
[2001]; the small discrepancies one can observe between the results in the above publication
and ours can be explained by the following facts: the methodology used in Mitsoulis and
Zisis [2001] combines finite-element approximation with regularization, the computations
being done on a 40× 40 mesh, while our method combines a finite-volume approximation
with an augmented Lagrangian treatment of the nonsmoothness of the constitutive law, the
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Fig. 23.6 Visualization of the flow streamlines and of the yielded (white) and unyielded (gray) regions for
Bn varying from 0.1 to 1000 (Mesh 4).

computations being done on a 100× 100 mesh. From these facts, we strongly believe that
our methodology is more accurate than the one used in Mitsoulis and Zisis [2001]. Actu-
ally, we have also compared (see Fig. 23.7) the values we obtained for y∗eye and ψ∗max with
those in Mitsoulis and Zisis [2001]. As shown by the above figure, there is a very good
agreement between our results and those in the above reference up to Bn = 200; as for
the yielded and unyielded regions, we think that the discrepancies observed for Bn > 200
follow from the fact that Mitsoulis and Zisis used a regularization-based approximation of
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the Bingham model, while our augmented Lagrangian-based methodology operates on the
exact Bingham model (modulo a space discretization associated with a grid finer than the
one used in Mitsoulis and Zisis [2001]).

23.5. Further comments and conclusion on the two-dimensional lid-driven creeping
flow problem

In the preceding parts of Section 23, we addressed the numerical simulation of the lid-driven
isothermal, incompressible, steady creeping flow of a Bingham fluid in a square cavity. Our
primary goal was the validation of our numerical methodology through a simple geometry-
related test problem for which numerical results were already available in the literature.

Our numerical experiments have shown the convergence of the augmented
Lagrangian/Uzawa algorithm we used whatever were the Bingham number Bn and the aug-
mentation parameter r. We observed also that, as predicted by the theory, the computed
solutions were independent of r. However, identifying the optimal value of r (that is, the one
providing the fastest convergence of the augmented Lagrangian algorithm) is not an easy
task. For this particular flow problem, we advocate choosing r in the interval [2Bn, 5Bn],
but it is very likely that for another class of flow problems, this rule of thumb may be not
valid anymore. We see the difficulty at identifying the optimal value of r as the main draw-
back of the augmented Lagrangian approach. From a space discretization point of view, our
numerical experiments, and comparisons with the results in Mitsoulis and Zisis [2001],
show good convergence properties of our finite-volume approximation as h→ 0. It is worth
noticing that the results reported in the above reference have been obtained by a method
combining the regularization of the constitutive law with a finite-element approximation,
that is a computational approach quite different from ours, thus providing a significant basis
for comparisons.

In the next section, we will investigate a class of more complex flow problems, all related
to the transportation of crude oils in pipelines. For this class of flows, the viscoplastic proper-
ties of the fluid are combined with less common features, such as temperature dependence,
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thixotropy, and compressibility. This will give us the opportunity to further validate our
numerical methodology and to provide solutions to rather intricate (and indeed fascinating)
problems of practical interest.

24. Study of nonisothermal incompressible flow in pipelines

24.1. Synopsis

In this section, we are going to investigate the numerical simulation of waxy crude oil flow
in pipelines. Our first priority is to assess the capabilities of our methodology to take into
account heat transfer and temperature-dependent rheology in a steady flow because such a
flow is a representative of what is taking place in pipelines in steady production conditions.
We assume in this section that the fluid is incompressible; for production situations, this is a
reasonable assumption because (as our simulations will show in Section 25) compressibility
will play a significant role only in the early transients of the restart. The waxy crude oil
obeys a simple temperature-dependent Bingham constitutive law in which yield stress and/or
viscosity are affine functions of the temperature. Our primary goal here is to investigate the
influence of the temperature on the yielded and unyielded regions of the flow.

For our computations, we consider an axi-symmetric pipeline whose axial direction is
parallel to Oz in an {r, θ, z} system of cylindrical coordinates (see Fig. 24.1). We assume
from now on that we have uθ = 0, uθ being the ortho-radial component of the velocity. In
Fig. 24.1, R, L, and Le denote, respectively, the radius of the pipe, the length of the pipe, and
the distance downstream at which the temperature of the pipe changes abruptly.

24.2. Governing equations

The nonisothermal flow of an incompressible Bingham fluid is modeled by the following
system of equations:

∇ ·u = 0, (24.1)

ρ

[
∂u
∂t
+ (u ·∇)u

]
+∇p = ∇ · τ , (24.2)τ = 2µ(2)D(u)+ τy

D(u)
‖D(u)‖

if ‖τ‖ > τy,

D(u) = 0 if ‖τ‖ ≤ τy,

(24.3)

ρCp

(
∂2

∂t
+ u ·∇2

)
= λf ∇

22+ τ : D(u). (24.4)

An obvious candidate for the characteristic length Lc is the radius R of the pipe. In the
particular case of those high viscosity and slow flowing oils that we consider, the Reynolds
number Re is very small, as is the convection term in the momentum equation (24.2). Such
flows are usually called creeping flows by practitioners. Moreover, the Brinkman number
Br being also very small, the viscous dissipation term τ : D(u) will be discarded from the
energy equation (24.4). From these simplifications, the remaining relevant dimensionless



Section 24 Numerical Simulation 613

Θ=Θ1r

R

0
Inlet Outlet

Θ=Θ2

L

z

Le

Fig. 24.1 Flow region geometry and boundary conditions for the steady nonisothermal flow of a Bingham
fluid.

numbers are Re, Bn, Pe, and Ca. The dimensionless number Ca is known as the Cameron
number. It is defined by

Ca =
λf L

ρCpUR2
=

L

RPe
; (24.5)

Ca is used to estimate geometrical characteristics of the temperature field.

24.3. Boundary conditions

The equations modeling the flow, that is (24.1)–(24.4), have to be completed by boundary
conditions. For the problem under consideration, these boundary conditions read as follows:

• At the inlet
Fully developed Dirichlet boundary conditions are prescribed for u and 2. We sup-
pose that the length Le of the pipe entry is large enough to prevent the velocity and
temperature at the inlet to be affected by the steep change of temperature taking
place downstream on the external boundary (wall) of the pipe. These boundary condi-
tions are

ur = 0, uz = uz-fully developed (24.6)

2 = 2fully developed (24.7)

Prescribing the profile of uz at the inlet is like imposing, implicitly, the pressure drop.
• At the wall

We assume a no-slip boundary condition for the velocity at the wall. The temperature
verifies Dirichlet boundary conditions, corresponding to a steep cooling of the flow.
More explicitly, we have

ur = uz = 0, (24.8)

2 =

{
21 if z < Le,

22 if z ≥ Le,
with 22 < 21. (24.9)
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• Along the symmetry axis

ur = 0, τrz = 0, (24.10)

∂2

∂r
= 0. (24.11)

• At the outlet

ur = 0, τzz = 0, (24.12)

∂2

∂z
= 0. (24.13)

The pressure being defined modulo an arbitrary additive constant, we will set it, arbitrarily,
to 0 at the outlet.

24.4. Problem description

The problem that we consider is investigating the cooling of a viscoplastic fluid flow, assum-
ing that the fluid rheological properties are temperature dependent. The cooling follows from
the fact that the temperature on the wall of the pipe is lower than the entry temperature
(as shown in (24.9)). The above scenario models the transportation of waxy crude oil in a
pipeline, when the crude oil exits a pumping station at a warm temperature, and then cools
down due to extreme temperature conditions along the pipe.

The strong temperature dependence of waxy crude oil rheological properties has been
shown by many experimental surveys (see, e.g., Cawkwell and Charles [1989], and
Hénaut and Brucy [2001]). However, to the best of our knowledge, one is still lacking
a general framework for the description of the thermo-rheological properties of viscoplastic
materials. As a first step in this direction, we are going to assume that the rheological param-
eters in our model are functions of the temperature; the “shape” of these functions can be
obtained by data curve fitting or by classical WLF (Williams–Landel–Ferry) or Arrhenius
equations. The good news are that from a qualitative point of view, the precise shape of
the above functions is not crucial, implying that their approximation by simple affine func-
tions of 2 will be sufficient to bring useful information for the temperature range that we
consider.

In the first part of the pipeline (of length Le), the wall temperature is maintained equal
to the entry (inlet) temperature, implying that, in practice, the temperature is constant (and
equal to the wall temperature) in this particular region of the flow. The flow pattern in the
entry zone does not vary much with z and corresponds to a Poiseuille flow with a plug (solid)
region of constant radius. Sufficiently far downstream from the location of the temperature
discontinuity, the flow recovers a fully developed feature à la Poiseuille, but with a plug
of larger radius because lower temperatures imply larger values for the yield stress τy. The
fundamental questions that arise concern the transition zone: What is the flow pattern in this
zone, particularly in terms of yielded and unyielded regions? Does the size and shape of the
plug region vary continuously, as suggested in Fig. 24.2?
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Fig. 24.2 Flow pattern in the transition region: a naı̈ve first sketch.

24.5. Results and discussion

24.5.1. Synopsis
We are going to investigate the flow of a viscoplastic Bingham fluid in an axi-symmetric
pipe for three different situations:

1. An isothermal case.

2. A nonisothermal case with a temperature-dependent viscosity and a constant yield
stress.

3. A nonisothermal case with a temperature-dependent yield stress and a constant vis-
cosity.

Actually, our numerical methodology can handle easily the simulation of the nonisothermal
flow of a viscoplastic fluid whose viscosity and yield stress are both temperature dependent.
However, we thought that investigating separately how the temperature dependence of the
viscosity and yield stress affect the flow, may give a clearer view of the flow temperature
dependence.

The computations performed via the transient decoupled algorithm (20.46)–(20.61), cor-
respond to the real (in the physical sense) temporal evolution of the solution. However,
within the scope of this section, we are interested in the steady flow only. Therefore, all the
numerical results to be presented correspond to steady-state solutions. To perform transient
calculations, we need to provide u|t=0(= u0) and 2|t=0(= 20); for our computations, we
used u0 = 0 and 20 = 21.

The results of our numerical experiments are presented and discussed in terms of
dimensionless physical quantities: namely, the dimensionless Bingham number Bn, the
dimensionless coordinates r/R and z/L, the dimensionless axial velocity uz/uz-max, the

dimensionless temperature
2−22

12
(where 12 = 21 −22) and the dimensionless pres-

sure p/pmax (where pmax is the maximum pressure obtained for 12 = 20◦K).

24.5.2. Pipe dimensions, dimensionless parameters, and meshes
As already mentioned in Section 24.4, the flow region is divided into three parts:

1. An entry zone where the temperature field is fully developed, constant, and equal
to 21.
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2. A transition zone where the temperature varies from 21 to 22.

3. A downstream zone where the temperature field is fully developed, constant, and
equal to 22.

The length of the transition zone depends on the Cameron and Peclet numbers. We can
evaluate the length Lfully required for the downstream temperature field to recover a fully
developed profile as

Lfully = CaPeR. (24.14)

In order to limit the size of the computational domain, to lower the computational time, and
to obtain a mesh ratio Rc (see its definition below) as close to 1 as possible, we chose a short
pipe (L/R = 40). Because the temperature field is fully developed if Ca ≥ 1, we set Ca = 1,
thus (from (24.14)) the greater Pe, the greater Lfully. We take Le = L/4, and, in order to
match the pipe length and the requirements to obtain a fully developed temperature field at
the pipe exit, we set the physical parameters so that Pe = 10 (which yields Lfully = L/4).

A uniform Cartesian grid is generated in the {r, z} meridian rectangle associated with
the flow region, with Nr (resp., Nz) cells in the Or (resp., Oz) direction. The mesh ratio is
defined as

Rc =
1z

1r
=

L/Nz

R/Nr
. (24.15)

Several meshes have been considered, with their characteristics being reported in
Table 24.1.

24.5.3. Convergence properties of the iterative methods
The steady-state solution of the isothermal test problem was computed using all the
11 meshes described in Table 24.1. However, for the solution of the nonisothermal test
problems, we used the six meshes from Mesh 4 to Mesh 9. For all the cases that we inves-
tigated, the convergence of the Uzawa algorithm was achieved at every time step and the

Table 24.1
Mesh characteristics and mesh size effects for a steady Bingham flow

Meshes Nr × Nz Mesh ratio Rc εr ε2

Mesh 1 10× 50 8 2.56× 10−2

Mesh 2 10× 100 4 2.59× 10−2

Mesh 3 10× 200 2 2.57× 10−2

Mesh 4 20× 25 32 0.99× 10−2 6.31× 10−4

Mesh 5 20× 50 16 1.03× 10−2 3.34× 10−4

Mesh 6 20× 100 8 1.03× 10−2 1.72× 10−4

Mesh 7 20× 200 4 1.02× 10−2 0.58× 10−4

Mesh 8 20× 300 2.66 1.02× 10−2 0.29× 10−4

Mesh 9 20× 400 2 1.02× 10−2

Mesh 10 30× 100 12 0.51× 10−2

Mesh 11 30× 200 6 0.51× 10−2
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whole transient algorithm (namely, the finite-volume analog of algorithm (20.46)–(20.61))
converged to a steady-state solution, the number of iterations and time steps necessary to
achieve convergence depending, as expected, of the values chosen for the stopping criteria
tol1, tol2, and tol3. The unconditional (with respect to the value of the augmentation param-
eter rAL) convergence property that was observed testifies of the robustness of the whole
transient algorithm. As mentioned in Section 23, an appropriate choice for the value of
the augmentation parameter rAL reduces substantially the number of iterations necessary to
achieve convergence, without modifying the computed solution. Numerical tests performed
for various values of rAL show that the optimal value of this parameter lies in the interval
[µ, ρ/1t] (in practice, we used rAL = 50).

The generalization to nonisothermal situations (with viscosity and/or yield stress coef-
ficients varying in space with 2) is fairly straightforward, the algorithm still keeping its
robust convergence properties. However, as expected, the speed of convergence decreases
slightly if the magnitude of the spatial variations of the viscosity and yield stress increases.
For example, the values of the other parameters being the same, for nonisothermal situa-
tions the Uzawa algorithm requires more iterations per time step for 12 = 20◦K than for
12 = 1◦K (but the difference, although noticeable, is not that large, as shown in Fig. 24.3
for the first time step).

Numerical tests were performed in order to determine suitable values for the stop-
ping criteria tol1, tol2, and tol3. Concerning the capture of the steady-state solution, we
noticed that 10−5 was an appropriate value for tol3; indeed, computations performed
with tol3 ∈ [10−7, 10−5) showed that the computed steady-state solutions are essentially
identical for all tol3 ≤ 10−5 (actually, tol3 = 10−4 provides steady-state solutions very
close to those obtained with tol3 ≤ 10−5). Concerning the convergence of the Uzawa
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Fig. 24.3 Influence of the magnitude of the viscosity and yield stress spatial variations on the speed of
convergence of the Uzawa algorithm at the first time step for several temperature drops (12 = 1◦K, 12 =
5◦K, and 12 = 20◦K).
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Fig. 24.4 Influence of the stopping criteria tol1 and tol2 on the number of iterations required for the conver-
gence of the Uzawa algorithm (12 = 5◦K).

algorithm, we performed calculations with the following three realizations of {tol1, tol2} :
{10−4, 10−4

}, {10−5, 10−5
} and {10−6, 10−6

}; the computed results being quasi-identical,
we retained {tol1, tol2} = {10−5, 10−5

} to be on the safe side. The ability of the Uzawa algo-
rithm to converge for tol1 = tol2 = 10−6 underlines its robustness, but the computational
cost in that case is quite high because there is a steep deterioration of the speed of conver-
gence between tol1 = tol2 = 10−5 and tol1 = tol2 = 10−6, as shown in Fig. 24.4 above.

24.5.4. Influence of the mesh size

Influence of 1r: In order to assess the influence of 1r on the approximate solutions, we
compared the computed axial component of the velocity to the exact one for an isother-
mal situation with Bn = 5. For this particular case, the steady-state solution verifies ur = 0
and uz does not depend of z. The closed form solution of this (kind of ) Poiseuille flow
is known and can be found in Chapter 2, Section 16. Actually, for this test problem,
u(r, z) = u(r, 0) = {0, uz-inlet(r)}, ∀z ∈ [0,L]. The error εr between the computed and exact
axial velocity solutions is defined as

εr =
‖uz-computed − uz-exact‖∞

‖uz-exact‖∞
(24.16)

with ‖ϕ‖∞ = max{r,z}∈(0,R)×(0,L) |ϕ(r, z)|. The approximation error has been computed for
the 11 meshes described in Table 24.1 and reported in the fourth column of the above
table. As expected for the steady-state solution of the problem under consideration, εr is
essentially independent of Nz, that is of 1z. A close inspection of Table 24.1 shows that
εr ≈ O(|1r|3/2), which is quite satisfactory for the L∞-norm of the approximation error of
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Fig. 24.5 Axial velocity profiles and comparisons with the exact steady-state solution of an isothermal test
problem (Bn = 5; Meshes 2, 6, and 10).

the solution of a nonsmooth problem (for a smooth problem one would expect O(|1r|2)).
An additional comparison between exact and computed solutions can be found in Fig. 24.5.
Incidentally, these comparisons provide a validation of the interpolation method, described
in Section 21.7, used for the finite volume approximation of the components of the strain
tensors D(u) and p. On the basis of the above results, we retained Nr = 20 as a reasonable
compromise between the contradictory requirements of a good accuracy and a low compu-
tational time.

Influence of 1z: Assessing the influence of 1z on the space approximation error is more
difficult from the lack of closed form solutions in the nonisothermal case. To estimate the
contribution of 1z to the approximation error, we used the following estimator

ε2 =
|2average(Nz)−2average(Ñz)|

2average(Ñz)
(24.17)

where Nz takes the values 25, 50, 100, 200, and 300, the associated values of Ñz being
50, 100, 200, 300, and 400; in (24.17), 2average denotes the mean value of the steady-state

temperature over the flow region, that is2average =
2

LR2

∫
�rz
2rdrdz, where�rz = (0,R)×

(0,L). The computations we have performed, with Nr fixed at 20 and 1θ = 20◦K, lead to
the results reported in Table 24.1 and visualized in Fig. 24.6. The fifth column of Table 24.1
suggests that, roughly speaking, ε2 = O(1z).

On the basis of the results of the above numerical experiments, dedicated to the assess-
ment of the influence of1r and1z on the approximation error of our finite volume method,
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Fig. 24.7 Yielded (white) and unyielded (black) regions for an isothermal incompressible Bingham flow
(Bn = 5).

we retained Mesh 7 (Nr = 20,Nz = 200) for further computations; this mesh offers a rea-
sonable trade-off between good accuracy and low computational time.

24.5.5. Further comments on the approximation of isothermal Bingham flow
In this (short) section, we complete the above results, concerning the computation of the
approximate steady-state solution when the Bingham fluid is incompressible and the flow
isothermal. The results we focus on are the computed yielded and unyielded regions of
the flow at Bn = 5. These regions have been visualized in Fig. 24.7 with the yielded (resp.,
unyielded) region in white (resp., black). The unyielded region is characterized by D(u) = 0.

The radius of the computed unyielded region is very close to
R

2
(which is the theoretical

value corresponding to Bn = 5).

24.5.6. Incompressible Bingham flow with constant yield stress and
temperature-dependent viscosity

For the test problem discussed in this paragraph, we assume that the yield stress τy is inde-
pendent of the temperature. However, we suppose that the fluid viscosity is an affine function
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of the temperature, that is µ = µ(2) = µ0 + µ12, where µ0 and µ1 are two constants.
Assuming that the temperature drop at the wall is 20◦K, µ0 and µ1 are chosen so that the

outlet/inlet viscosity ratio (that is
µ(22)

µ(21)
) is 20; the corresponding inlet and outlet Bingham

numbers are thus BnInlet = 10 and BnOutlet = 0.5.
We have visualized in Fig. 24.8 the computed temperature distribution associated with

the above yield stress and viscosity; in this figure, we clearly see the entry, transition, and
downstream regions of the flow.

In Fig. 24.9, we have visualized the yielded and unyielded parts of the flow region. Here
too, three subregions appear very clearly, consistent with those in Fig. 24.8: the entry zone
on the left, the transition zone in the middle, and the downstream zone on the right. In
the entry zone (where the temperature is quasi-constant) the flow has the features of a
Poiseuille flow at temperature2 = 21 with a constant radius plug region in the center of the
pipe. In the region downstream, the flow is again of the Poiseuille type, but at the temper-
ature 2 = 22(< 21). The radius of the outlet plug region is smaller than the radius of the
inlet one, which makes sense because BnOutlet < BnInlet. Actually, the main result is the one
concerning the distribution yielded/unyielded in the transition zone: based on our computa-
tions, we observe that for this particular nonisothermal incompressible flow problem (where
the viscosity is temperature dependent, whereas the yield stress τy is independent of 2), the
Bingham material is yielded in the whole transition region.

24.5.7. Incompressible Bingham flow with temperature-dependent yield stress
and constant viscosity

We consider now a Bingham flow with temperature-dependent yield stress and constant
viscosity. The constitutive law (24.3) still holds with µ = constant and the yield stress τy

verifying

τy = τy(2) = τ0 + τ12 (24.18)
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Fig. 24.8 Temperature distribution for a nonisothermal Bingham flow with temperature-independent yield
stress and temperature-dependent viscosity (BnInlet = 10, BnOutlet = 0.5,12 = 20◦K).
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Fig. 24.9 Yielded (white) and unyielded (black) regions for a nonisothermal Bingham flow with
temperature-independent yield stress and temperature-dependent viscosity (BnInlet = 10, BnOutlet = 0.5,
12 = 20◦K).
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where in (24.18), τ0 and τ1 are two constants. For the numerical experiments which fol-
low, we assume that τ0 and τ1 have been chosen so that BnInlet = 1.5 and BnOutlet = 50
if 12 = 20◦K. The results presented here correspond to three different temperature drops,
namely 12 = 1◦K, 12 = 5◦K, and 12 = 20◦K; the corresponding Bingham numbers
and outlet/inlet yield stress ratios have been reported in Table 24.2. The temperature distri-
butions associated with the three above values of 12 have been visualized in Fig. 24.10.
The entry, transition, and downstream regions look essentially the same, however, the time
tsteady required to reach the steady-state solution (according to tol3 = 10−5 in the fully dis-
crete analog of algorithm (20.45)–(20.61)) increases with12, as reported in Table 24.2 and
visualized in Fig. 24.11.

We have visualized in Fig. 24.12 the yielded and unyielded regions associated with the
above three values of 12. Once again, we observe fully developed Poiseuille–Bingham
flows in the entry and downstream regions, with the downstream region plug radius increas-
ing with 12, while the entry region plug radius stays the same. Such a behavior makes
sense, since in the three cases considered here the inlet Bingham numbers BnInlet are

Table 24.2
Flow parameters for an incompressible Bingham fluid with constant

viscosity and temperature-dependent yield stress

12 = 21 −22(
◦K)

τy(22)

τy(21)
BnInlet BnOutlet tsteady(s)

1 2.617 1.5 3.92 54.60
5 9.083 1.5 13.62 67.84
20 33.333 1.5 50 75.34
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Fig. 24.10 Temperature distribution for a nonisothermal incompressible Bingham flow with temperature-
independent viscosity and temperature-dependent yield stress: (a) 12 = 1◦K, (b) 12 = 5◦K, and
(c) 12 = 20◦K.
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identical (all equal to 1.5), while the outlet Bingham number BnOutlet increases with 12,
according to the fourth column of Table 24.2. Figure 24.12 shows also that (1) the larger
12, the sooner (in the flow direction) begins the downstream plug region, (2) the length
required for the downstream plug region to reach its fully developed radius increases with
12, and finally (3) the flow is yielded everywhere in the transition region. All these obser-
vations attest: (1) of the sensitivity of the flow to temperature changes when the yield
stress is temperature-dependent, and (2) of the yielded character of the transition region.
In Fig. 24.13, we have plotted for 12 = 1◦K, 5◦K, and 20◦K, the profiles of the computed
axial velocity uz in the cross-sections of the pipe located at z/L = 0, 0.23, 0.25, 0.30, 0.35,
0.60, and 1. A striking result (consistent, however, with the fact that the transition region is
essentially yielded) is the bell shape of these velocity profiles in the transition region (the
region in which the temperature varies significantly); this bell shape is more pronounced for
large12. We observe also that the velocity along the pipe axis (that is at r = 0) is higher in
the transition region than in the entry or downstream plug regions.

In Fig. 24.14, we have visualized the variations of the computed averaged pressure along
the pipe (as a function of z/L); we recall that we prescribed p = 0 at the outlet and took
as pressure of reference the maximal value of p associated with 12 = 20◦K. The averaged
pressure is (within a reasonable accuracy) an affine function of z in the entry and downstream
regions; however, the three graphs show some curvature in the transition region. We observe
also that the larger is 12, the larger is the pressure drop between inlet and outlet. Having
said all that, we have to acknowledge the fact that the pressure transition region is much
smaller than the ones associated with the changes in temperature, velocity, and yielding/
unyielding regions; indeed, the pressure is practically a piecewise affine function of z from
0 to L. To quantify this property, we have done the following comparison: (1) Using rela-
tion (16.2) from Chapter 2, Section 16, we can easily compute the pressure drops per unit
length associated with BnInlet and BnOutlet. (2) From these values, it is a very simple exer-
cise to find the pressure distribution pisothermal associated with an incompressible flow of the
Poiseuille–Bingham type with Bn = BnInlet in the entry region (that is for 0 ≤ z ≤ Le), fol-
lowed by another Poiseuille–Bingham flow associated this time with Bn = BnOutlet, imme-
diately downstream of the entry region (that is for Le ≤ z ≤ L); pisothermal is a piecewise
affine function of z, continuous over [0, L] and vanishing at z = L. (3) We define εp as
maxz∈[0,L] [ pnon-isothermal(z)− pisothermal(z)]. The values of εp reported in Table 24.3 show
that pisothermal is a good approximation (from below) of pnonisothermal. Finally, focusing on
Fig. 24.13(a), it is reasonable to assume (from the flatness of all the graphs close to the z/L
axis) that, for 12 = 1◦K, the transition region contains a plug whose radius varies continu-
ously. Actually, Fig. 24.12(a) shows the irrelevance of the above assumption because, even
for 12 = 1◦K, the transition region is fully yielded.

Remark 24.1. The unyielded regions are characterized by D(u) = 0, with

D(u) =
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Table 24.3
Values of εp for 12 = 1◦K,

5◦K, and 20◦K

12 εp

1 1.05× 10−2

5 0.98× 10−2

20 1.45× 10−2

It follows from (24.19) that to have a plug region, in the transition zone, which con-

tains (parts of) the pipe axis, we need to have
∂uz

∂z
≡ 0 over an interval of the pipe axis

contained in the transition zone. Our computations do not show this phenomenon, even
for 12 = 1◦K. They show that in the transition zone, uz(0, θ, z) increases with z, then

reaches a maximal value and then decreases as z increases; we have first
∂uz

∂z
(0, θ, z) > 0,

then
∂uz

∂z
(0, θ, zmax) = 0, {0, θ, zmax} being the point of the axis where the function z→

uz(0, θ, z) reaches its maximal value and, finally,
∂uz

∂z
(0, θ, z) < 0 until the transition region

encounters the plug region downstream. This behavior of
∂uz

∂z
along the pipe axis in the

transition zone prevents the formation of a plug containing the axis and is consistent with
the yielded feature of this transition region.
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24.6. Further comments on the simulation of a steady nonisothermal incompressible
Bingham flow in a pipeline

In the preceding paragraphs of Section 24, we have addressed, through a transient approach,
the numerical simulation of a steady incompressible nonisothermal viscoplastic flow in a
pipeline. The rheological model that we considered was of the Bingham type with viscosity
or yield stress dependent of the temperature. In addition to the numerical experiments related
to the above nonisothermal situations, we also carried out (see Section 24.5) the numerical
simulation of incompressible isothermal Bingham flow in pipelines, in order to validate
our finite volume/augmented Lagrangian methodology from an accuracy standpoint. The
nonisothermal results discussed in Sections 24.5.6 and 24.5.7 highlight the strong sensitivity
of the flow pattern to temperature changes. It is our opinion that the main result of these
investigations can be stated as follows:

In pipe flow situations where the rheological parameters (viscosity and yield stress) of
the Bingham viscoplastic model depend of the temperature, the fluid is yielded in those flow
regions where the temperature varies.

Indeed, we have shown that small variations of the temperature (e.g., 12 = 1◦K) are
sufficient to trigger the full yielding of the transition region. From a practical and experi-
mental standpoint, it is likely that the distinction between unyielded and slightly yielded is
not as clear-cut as we would like, but it is an important notion from a conceptual point of
view, as it is mathematically and computationally. It seems, in particular, that our augmented
Lagrangian-based methodology is better suited than regularization methods when it comes
to the identification of the yielded and unyielded regions of the flow.

Those readers, looking for more realistic situations, may be tempted by the simulation of
viscoplastic flow where viscosity and yield stress are both temperature dependent, the tem-
perature dependence being described by relations more realistic than those in Sections 24.5.6
and 24.5.7 (such as WLF or Arrhenius equations). Although an experimental survey would
be difficult to carry out, comparisons with experimental results for nonisothermal viscoplas-
tic flow would be a most interesting achievement in order to verify if indeed the flow is
yielded in those regions where ∇2 6= 0.

Returning to the waxy crude oil flow problem, the next step will be the restarting issue,
that is, investigating the early transients of the flow, starting from a quiescent state. To restart
problems, the key feature is no longer the thermal dependence, but rather the compressibility
of the fluid.

25. Transient isothermal compressible viscoplastic flow in a pipeline

We focus now on the restart problem, a problem in which the oil compressibility plays a
significant role. We will assume that the flow is isothermal and that the waxy crude oil
rheological behavior can be properly described by a compressible Bingham model. The
geometry of the flow region is like the one encountered in Section 24.

25.1. Governing equations

We assume that the fluid under consideration is Stokesian, that is the viscosity forces are
due to shear only, and not to volume variations, implying that ξ = 0, ξ being the second
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viscosity. From these hypotheses, the isothermal flow of a compressible Bingham fluid is
governed by the following system of equations and inequalities:

χ2

(
∂p

∂t
+ u ·∇p

)
+∇ ·u = 0, (25.1)

ρ

[
∂u
∂t
+ (u ·∇)u

]
+∇p = ∇ · τ , (25.2)τ = 2µ

[
D(u)−

1

3
(∇ ·u)I

]
+ τy

D(u)
‖D(u)‖

if ‖τ‖ > τy,

D(u) = 0 if ‖τ‖ ≤ τy.

(25.3)

From a physical point of view, the flow is characterized by the following three dimension-
less numbers: the Bingham number Bn, the Reynolds number Re, and the compressibility
coefficient χ ′. For characteristic velocity, we take Ū = uz-max, uz-max being the maximal
value of uz. In the case of pipeline flows, χ ′ varies usually in the range 10−9

− 10−3.

25.2. Flow geometry and boundary conditions

The flow region is as in Section 24, that is, is axisymmetric; it has been visualized in
Fig. 25.1. As before, we use a system {r, θ, z} of cylindrical coordinates to describe the
flow region and we assume that uθ ≡ 0, uθ being the ortho-radial component of the velocity.
The boundary conditions verified by the flow read as follows:

• At the inlet
Fully developed Dirichlet conditions are prescribed for the pressure and for the radial
component of the velocity; we assume also that the axial component of the extra-stress
tensor vanishes at z = 0. To summarize:

ur|z=0 = 0, τzz|z=0 = 0, (25.4)

and

p|z=0 = PInlet. (25.5)

L

r

R

0 z

POutletPInlet

Fig. 25.1 Flow geometry and some boundary conditions.
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• At the wall
A no-slip boundary condition is prescribed for the velocity at the wall, that is

ur|r=R = uz|r=R = 0. (25.6)

• Along the axis of the pipe

ur|r=0 = 0, τrz|r=0 = 0. (25.7)

• At the outlet
Dirichlet conditions are prescribed for the pressure and for the radial component of the
velocity; we assume also that the axial component of the extra-stress tensor vanishes
at z = L. To summarize:

ur|z=L = 0, τzz|z=L = 0, (25.8)

and

p|z=L = POutlet. (25.9)

The pressure being defined modulo an additive constant, we assume from now on that
POutlet = 0.

25.3. Numerical results and discussion

25.3.1. Generalities
The flow simulations have been performed using the methodology discussed in Section 20.3;
they correspond to the real-time evolution (in the physical sense) of the flow. For all the
computations we have assumed that at t = 0, the flow is at rest (u = 0 and p = 0 in the flow
region). Our numerical results are presented and discussed in terms of dimensionless physi-
cal variables, namely, the dimensionless coordinates r∗ = r/R and z∗ = z/L, the dimension-
less time t∗ = t/tref (with tref = R/uz-max), the dimensionless axial velocity uz/uz-max, the

dimensionless pressure
p

ρ0u2
z-max

and, finally, the dimensionless compressibility coefficient

χ ′. Concerning the compressibility, our computations have been done with χ ′ varying from
1.38× 10−9 to 1.45× 10−4 because these values agree with those mentioned in Section 25.1
for pipeline flows. We observe that the definition of several of the above dimensionless vari-
ables requires dividing by the maximal value uz-max of the axial velocity; if the flow stops,
then uz-max = 0, implying that χ ′ and the characteristic pressure vanish, making impossi-
ble the definition of tref, Bn, and Re. To avoid those difficulties associated with uz-max = 0,
we will take from now on p∗ = p/PInlet as dimensionless pressure. Similarly, we introduce
new Bingham and compressibility numbers; these are the dimensionless quantities defined,
respectively, by

Bn∗ =
2τy

$R
(25.10)
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and

χ∗ = χ2(pInlet − POutlet), (25.11)

where $ =
PInlet − POutlet

L
, that is the pressure drop per unit length. Under steady flowing

conditions, the Bingham fluid flows in the pipe if 0 < Bn∗ < 1, whereas there is no flow
if Bn∗ ≥ 1. If there is no flow due to Bn∗ ≥ 1, we arbitrarily set tref = 1 and use χ∗ as
compressibility coefficient.

25.3.2. Pipe dimensions and influence of the mesh size
The pipe geometry is such that L/R = 200, the notation being as in Fig. 25.1. For the imple-
mentation of our finite volume method, we use a Cartesian grid in the {r, z} space, with
constant grid size in each direction. We have then 1r = R/Nr and 1z = L/Nz, Nr, and Nz

being two positive integers; we denote by Rc the ratio
1r

1z
. Several meshes have been tested,

with their characteristics being reported in Table 25.1.

Influence of1r: The influence of1r has been reported in the fourth column of Table 25.1,
with εr defined as in Section 24.5.4, that is, by comparing the computed axial velocity of a
fully developed incompressible Bingham flow to its exact value given by relation (16.2) in
Chapter 2, Section 16. These results suggest that εr ≈ O(1r) and that Nr = 20 provides a
reasonable trade-off between accuracy and computational time (see also Section 24.5.4).

Influence of 1z: To assess the influence of 1z, we have considered a transient compres-
sible Bingham flow and proceeded essentially like in Section 24.5.4, the difference being
that the pressure plays here the role the temperature played there. All the simulations have
been done with Nr = 20, and Nz varying from 30 to 300 (that is with Meshes 2–6). At a given
time (whose exact value is irrelevant), we have computed the following error indicator

εz =
|Paverage(Nz)− Paverage(N′z)|

Paverage(N′z)
, (25.12)

Table 25.1
Mesh characteristics and influence of the mesh size for transient

compressible Bingham flow

Meshes Nr × Nz Mesh ratio Rc εr ε2

Mesh 1 10 × 50 40 2.56 × 10−2

Mesh 2 20 × 30 133 0.99 × 10−2 1.60 × 10−2

Mesh 3 20 ×50 80 1.03 × 10−2 1.01 × 10−2

Mesh 4 20 × 100 40 1.03 × 10−2 0.55 × 10−2

Mesh 5 20× 200 20 1.02 × 10−2 0.31 × 10−2

Mesh 6 20 × 300 13 1.02 × 10−2

Mesh 7 30 × 50 120 0.51 × 10−2

Mesh 8 40 ×50 160 0.51 × 10−2
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where Paverage =
2

LR2

∫
(0,R)×(0,L) prdrdz denotes the average pressure in the pipeline and

Nz and N′z the number of control volumes in the Oz-direction for two consecutive meshes
(for example, for Mesh 2 we have Nz = 30 and N′z = 50). The fifth column of Table 25.1
and Fig. 25.2 show that the smaller is 1z, the smaller is εz. However, the improvement is
not significant for Nz ≥ 100, as shown by Fig. 25.2, explaining why we have taken Mesh 4
(Nr = 20 and Nz = 100) for the numerical experiments to be discussed hereafter.

25.3.3. Convergence properties of the iterative methods
In order to compute the approximate solutions, we rely on two nested algorithms, namely
MUA (for Modified Uzawa Algorithm) described in Section 20, and MSA (for Modified
Stokes Algorithm) described in Section 22. For our test problems, MUA converges for every
time step, and the fully discrete analog of scheme (20.46)–(20.59) provides a steady-state
solution; our computations have been performed with tol1 = tol2 = tol3 = 10−5, as rec-
ommended in Section 24.5.3. In order to assess the convergence properties, all the results
presented in this section have been obtained at the first time step of scheme (20.46)–(20.59),
this step being by far the most demanding from a computational point of view.

Generalizing the usual Uzawa transient algorithm (that is the one associated with incom-
pressible isothermal Bingham flows), in order to handle compressible flows, does not bring
any particular complication. In particular, MUA still has good convergence properties and it
seems, actually, that compressibility enhances convergence as shown in Fig. 25.3.
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For all our test problems, the MSA algorithm discussed in Section 22 always converged
at the first step of MUA, according to the value of tol in the stopping criterion; actually,
we can chose tol as small as 10−10 and still have good convergence properties, explaining
why we took precisely tol = 10−10. In Fig. 25.4, we have visualized the influence of the
compressibility on the speed of convergence of MSA “inside” the first MUA iteration. The
compressibility coefficient plays here the role of a relaxation factor, because the larger is
χ∗, the faster is the convergence: if the fluid is incompressible (χ∗ = 0), the Stokes sys-
tem is not relaxed and the number of iterations required for the convergence is large. From
these observations, we can claim that compressibility improves the convergence properties
of MSA (an Uzawa/conjugate gradient-like algorithm).

As mentioned earlier, we observe that for the first iteration of MUA, the smaller is χ∗,
the slower is the convergence of MSA (495 MSA iterations at χ∗ = 0, versus 35 iterations
at χ∗ = 4× 10−2 (χ ′ = 1.38× 10−5)). What about the second iteration of MUA? If χ∗ =
4× 10−2, the number of iterations of MSA reduces to 20; however, if χ∗ = 0 only one
iteration of MSA is needed to achieve convergence. This phenomenon can be explained
as follows: the pressure is imposed at the pipe inlet and outlet; MSA used to solve the
generalized Stokes problem (20.51)–(20.53) is a pressure-driven algorithm, which, in the
incompressible case, identifies the pressure solution at the first iteration of MUA. From this
property, in the incompressible case, only one iteration of MSA is needed for the kth iteration
of MUA if k ≥ 2, a remarkable property, indeed.

Having verified in the present section and in the preceding one the properties of our finite-
volume/augmented Lagrangian methodology, we are going to use it, in the following sec-
tions, to explore various scenarios concerning compressible viscoplastic flows in pipelines.
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Fig. 25.4 Influence of the compressibility on the speed of convergence of MSA at the first iteration of MUA.

25.3.4. Simulation of a Newtonian compressible flow with χ∗ = 8× 10−2(χ ′ = 8.84×
10−6) and Re = 8.84× 10−2

In this paragraph, the results of the numerical simulation of a compressible Newtonian flow
are presented, assuming that χ∗ = 8× 10−2 (χ ′ = 8.84× 10−6) and Re = 8.84× 10−2.
We suppose that at t∗ = 0, we have u = 0 and p = 0.

The time variations of the computed dimensionless inlet and outlet mass flow rates have
been represented on Fig. 25.5, using QSteady as reference mass flow rate (QSteady being the
steady mass flow rate at the pipe inlet). In Fig. 25.5, we observe that, because of the fluid
compressibility, the inlet mass flow rate enjoys, just after the start, a strong peak, exceeding
by far the steady mass flow rate.

In Fig. 25.6, we have represented, for various values of t∗, the variations of the dimen-
sionless pressure p∗(= p/PInlet) as a function of z∗. The exponential and purely convex form
of the pressure profiles is typical of a classical Newtonian compressible flow. A steady state
has been reached when the inlet and outlet mass flow rates are equal and when p∗ becomes
an affine function of z∗ (at t∗ = 46.16).

25.3.5. Simulation of a compressible Bingham flow for χ∗ = 4× 10−2 (χ ′ = 1.38×
10−5), Bn∗ = 0.5 (Bn = 4), and Re = 1.11

In this paragraph, we consider the numerical simulation of the flow of a compressible
Bingham fluid for χ∗ = 4× 10−2(χ ′ = 1.38× 10−5), Bn∗ = 0.5(Bn = 4), and Re =
1.11. We assume that u = 0 and p = 0 at t∗ = 0.
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In Fig. 25.7, we have visualized the dimensionless inlet (top) and outlet (bottom) mass
flow rates as functions of t∗, using QSteady as mass flow rate of reference. For this test prob-
lem, we observe that, as in the preceding Newtonian compressible case, the inlet mass flow
rates shows a strong peak just after the start; both mass flow rates coincide at steady state.

In Fig. 25.8, we have represented, for various values of t∗, the dimensionless pressure p∗

as a function of z∗. We observe a pressure peak close to the inlet at t∗ = 0.023; actually, such
a peak has been reported in Cawkwell and Charles [1987] and put it down to compressi-
bility and inertia. Moreover, contrary to the Newtonian compressible case, one observes
that for t∗ small enough, the pressure profile may exhibit an inflexion point, as shown in
Fig. 25.8 for t∗ = 0.189; for t∗ large enough, the pressure profiles is convex and ends up
affine at steady state.

Let us call compression front the point of the pipe axis at the interface between the pos-
itive pressure region and the zero pressure region. As shown on Fig. 25.8, the pressure
is positive upstream the compression front, and is zero downstream. The pressure profiles
exhibit at the compression front a slope discontinuity which disappears, only when this front
reaches the outlet. This particular form of the pressure profile results, very likely, from the
combined effects of the compressibility and viscoplasticity of the fluid. A close inspection
of Fig. 25.8 shows that at t∗ = 1.975, the pressure has practically reached its steady-state
values because it coincides quite accurately with the pressure at t∗ = 5.013, the value of
t∗ at which the velocity reaches its steady state, according to the value of tol3 in (20.62)
(tol3 = 10−5 here).

The time evolution of the axial velocity profile at the pipe outlet has been visualized
on Fig. 25.9. Comparing the profiles at t∗ = 1.975 and t∗ = 5.013 strongly suggests that the
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flow has practically reached its steady state at t∗ ≈ 5. The axial velocity profile at t∗ = 5.013
has the features of a Bingham–Poiseuille one, with a plug region in the center whose radius
is half the pipe radius. However, according to Fig. 25.10, at steady state, the inlet and outlet
axial velocity profiles do not match (this follows from (19.3) which implies that at steady
state ∇ ·u 6= 0); actually, ∇ ·u 6= 0 implies that D(u) 6= 0, that is, as a result of the com-
pressibility, the flow is yielded at steady state. This analysis is confirmed by Fig. 25.11,
which shows the time evolution of the yielded (white) and unyielded (black) regions. Actu-
ally, the above figures show that the compression front is also at the interface separating the
yielded and unyielded regions.

25.3.6. Influence of the compressibility on the restart of a Bingham flow
In this paragraph, we are going to compare the results of the numerical simulation of three
compressible Bingham flows which share Bn∗ = 0.5 (Bn = 4) and Re = 1.11, but differ
by the compressibility that takes here the following values: χ∗ = 4× 10−6, 4× 10−4, and
4 ×10−2 (corresponding to χ ′ = 1.38× 10−9, 1.38× 10−7, and 1.38× 10−5). In
Fig. 25.12, we have visualized the time evolution of the inlet and outlet mass flow rates
for the above three values of χ∗. The influence of the compressibility can be evaluated at
the pipe inlet by observing the magnitude of the mass flow rate peak as a function of χ∗. In
fact, the more compressible is the flow, the higher is the peak of the mass flow rate at the
inlet. Moreover, the smaller is χ∗, the sooner the flow restarts at the outlet (for example, the
outlet restart time at χ∗ = 4× 10−2 is four times larger than it is at χ∗ = 4× 10−4). More
generally, the smaller is χ∗, the sooner the steady flow is reached. As mentioned earlier, one
can find in Davidson, Nguyen, Chang and Ronningsen [2004] the discussion of a global
one-dimensional approach to deal with the restart of waxy crude oil flows in pipelines; our
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approach is quite different because, in the above publication, the authors used a sophisti-
cated one-dimensional model to take into account all the known properties of waxy crude
oils (compressibility, viscoplasticity, thixotropy, and so on). Concerning, however, the influ-
ence of the compressibility on the restart time of a viscoplastic flow, the results we obtained,
showing that the restart time increases with the compressibility, are in good agreement with
those in the above reference.

In Fig. 25.13, we have visualized the time evolution of the pressure p∗ for χ∗ = 4× 10−6

and 4× 10−4. For these values of χ∗, the pressure peak observed for χ∗ = 4× 10−2 does
not exist. Concerning the inflexion point, observed in Fig. 25.8 for t∗ = 0.189, this feature
is still present for χ∗ = 4× 10−4, but is gone for 4× 10−6. However, as it was the case
for χ∗ = 4× 10−2, we still observe a breaking of the slope at the compression front for
the two above values of χ∗ (as shown at t∗ = 0.023 and z∗ ≈ 0.5 in Fig. 25.13(a), and at
t∗ = 6× 10−4 and z∗ ≈ 0.3 in Fig. 25.13(b)). Actually, Fig. 25.13(a,b) shows that before
stabilizing, the pressure oscillates around its final steady state (an affine function of z∗) until
the oscillations are finally damped out.
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Schematically, we have identified three regimes concerning the family of compressible
viscoplastic flows we just investigated:

1. The low-compressibility case (χ∗ = 4× 10−6)
It follows from Fig. 25.12 that it takes a very short time before the flow restart

taking place at the inlet reaches the outlet. Moreover, the pressure along the pipe
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Fig. 25.13 Time evolution of the pressure for χ∗ = 4× 10−6, 4× 10−4, (compressible viscoplastic flow
with Bn∗ = 0.5 andRe = 1.11).

reaches its final distribution with one oscillation at most. Indeed, this case is very
close to an incompressible one.

2. The moderate compressibility case (χ∗ = 4× 10−4)
Figure 25.12(b) shows that the time necessary for the flow restart at the inlet, to

reach the outlet, is of the order of 5% of the time necessary to reach the steady state.
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The above figure shows also that significant oscillations of the mass flow rate take
place at the outlet before steady state is reached. Accordingly, Fig. 25.13(a) shows
significant oscillations of the pressure profile before it reaches its steady state, the
amplitude of these oscillations being larger than the one in Fig. 25.13(b) for χ∗ =
4× 10−6.

3. The high-compressibility case (χ∗ = 4× 10−2)
It follows from Fig. 25.12(b) that the time it takes for the flow restart at the inlet,

to reach the outlet, is of the order of 25% of the time necessary to reach steady state.
The above figure shows also that the mass flow rate reaches its steady-state value
without oscillating. Accordingly, Fig. 25.8 shows that the pressure reaches its steady
state without oscillating.

25.3.7. Influence of the Bingham number on a compressible Bingham flow
In this paragraph, we are going to investigate the influence of the Bingham number on the
flow of a compressible fluid; concerning the choice of Bingham, Reynolds and compressi-
bility numbers we have retained the following triples for {Bn∗, Re, χ∗}: {0.1, 3.58, 4×
10−2
} and {0.5, 1.11, 4× 10−2

}; actually, the second case has been already investigated in
Section 25.3.5.

In Fig. 25.14, we have visualized the time evolution of the dimensionless inlet (a) and
outlet (b) mass flow rates. For the two cases considered here, the dimensionless mass flow
rate is defined using QSteady as reference mass flow rate, QSteady being the mass flow rate at
steady state; however, to define t∗ we have used as reference time the time tref associated
with Bn∗ = 0.5 (see Section 25.3.1 for the definition of tref). The inlet mass flow rates peak
just after the start; because χ∗ is the same for both flows, the peak values are also the same.
However, at steady state, the mass flow rate depends on the Bingham number. The yield
stress being smaller at Bn∗ = 0.1 than at Bn∗ = 0.5, the apparent viscosity is also smaller
implying that the steady-state mass flow rate is larger.

Moreover, Fig. 25.14 shows also that the flow restarts at the outlet earlier for the smaller
value of Bn∗. Actually, in Verschuur, Verheul and Den Hartog [1971], one can find
experimental results concerning the prediction of the pressure required to restart a pipeline
containing a gelled waxy crude oil. In the above publication, it is shown that the time neces-
sary to restart a pilot pipeline depends of the value of the yield stress: the smaller is the yield
stress, the easier and quicker is the flow restart. From the comparison of these experimental
results with our computational ones, we can conclude that our numerical methodology has
provided a simulator able to predict properly real trends.

25.3.8. Numerical simulation of two compressible Bingham flows for Bn∗ = 1.1
(χ∗ = 4× 10−6 and χ∗ = 4× 10−2)

In this paragraph, we are going to investigate the restart of two compressible Bingham flows
sharing the same Bingham number (Bn∗ = 1.1, here) but differing by their compressibility
coefficient (χ∗ = 4× 10−6 and χ∗ = 4× 10−2, here). If the fluid was incompressible (that
is if χ∗ = 0), we should be in a no-flow situation because Bn∗ > 1.

Let us consider first the higher compressibility case (χ∗ = 4× 10−2): on Fig. 25.15, we
have visualized the time evolution of the inlet and outlet dimensionless mass flow rates on
the time interval [0, 50], assuming that at t∗ = 0, the flow is at rest. Due to the compressibil-
ity, the inlet mass flow rate reaches a peak immediately after the restart, and then decreases
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very quickly to zero. However, the outlet mass flow rate never moves away from zero. A
closer inspection shows that the no-flow situation prevails in the whole pipe at t∗ ≈ 760
because the inlet pressure is not high enough to maintain the flow. A further illustration of
the above phenomenon is provided by Fig. 25.16, which describes the time evolution of the
pressure; on this figure, we observe the progression of the compression front with the usual
associated slope breaking of the pressure profile. For t∗ small enough, the compressibility
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is the main factor of the flow restart and leads to strong pressure drops upstream the com-
pression front; indeed, the pressure decreases very quickly from PInlet to 0 in the upstream
region and then stays at 0 downstream of the compression front. The strong pressure drop
taking place upstream of the compression front implies a local Bingham number lower than
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1, allowing thus the fluid to flow in this region of the pipeline. When the compression front
reaches the critical value LC, the fluid stops flowing. Actually, this critical length corresponds

to the critical pressure drop$C =
PInlet − POutlet

LC
for which Bn∗ = 1

(
where Bn∗ =

2τy

$C

)
.

The critical length LC reached by the compression front when the fluid stops flowing is
given by

LC =
R(PInlet − POutlet)

2τy
(25.13)

For the case considered here, we have (analytically) LC/L = 0.9, which is in good agree-
ment with the computed value of LC observed on Fig. 25.16 (see the pressure profile asso-
ciated with t∗ = 758.95 (which from a practical point of view can be considered as the
pressure profile at steady state)).

Let us consider now the lower compressibility case (χ∗ = 4× 10−6): in Fig. 25.17, we
have visualized the time evolution of the inlet and outlet dimensionless mass flow rates on
the time interval [0, 0.25]. Contrary to the higher compressibility case, the flow at the outlet
starts up and both inlet and outlet flow rates oscillate before dropping to zero. Further infor-
mation is provided by Fig. 25.18, where the time evolution of the pressure has been visual-
ized; the pressure oscillations appear clearly in this figure, as is the inflexion point associated
with the unusual shape of the velocity profile, more pronounced than in the higher compress-
ibility case. Moreover, in the present case, the compression front reaches the outlet; this was
not the case for χ∗ = 4× 10−2. To summarize, for the two compressible cases, which have
been investigated in this paragraph, the fluid stops flowing ultimately because the inlet pres-
sure is not large enough. However, the time required to reach the no-flow steady state, and
the way this steady state is reached, are highly dependent of χ∗. Indeed, for χ∗ = 4× 10−2,
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coplastic flow for Bn∗ = 1.1, χ∗ = 4× 10−6)
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the steady state is reached around t∗ = 760, while for χ∗ = 4× 10−6 the steady state
is reached at t∗ ≈ 0.23; moreover, for the smaller value of χ∗, we observe significant
oscillations of the flow rates and of the pressure.

Our final statement will be:

If Bn∗ > 1, the larger is χ∗, the larger is the time required for the fluid to stop flowing.

25.4. Final comments on the transient, isothermal, and compressible flow
of a viscoplastic fluid in a pipeline

In Sections 25.1–25.3, we addressed the numerical simulation of the transient flow of a
weakly compressible viscoplastic fluid in a pipeline; the rheological model that we consid-
ered was a compressible Bingham model. From a computational point of view, the main
challenge was generalizing to compressible situations a Lagrange multiplier-based metho-
dology dedicated to the simulation of incompressible viscoplastic flows. In order to achieve
this objective, we had to modify the augmented Lagrangian functional and the various
Uzawa algorithms that we use for the solution of the incompressible viscoplastic flow prob-
lems. The modified transient algorithm has proved to be very efficient and robust since
convergence has been obtained (1) for all the problems considered in Section 25, and
(2) for the augmentation parameter r (denoted also by rAL in some paragraphs) varying
in very large intervals of positive values. However, the speed of convergence varies with the
compressibility coefficient: everything else being the same, the larger this coefficient, the
faster the convergence. Concerning the physical properties of the flow, the following ones
have been observed:

1. Compressibility induces oscillations of the inlet and outlet flow rates, and of the
pressure as well.
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2. For steady flows with u 6= 0, unyielded regions cannot exist. Indeed, because ∂uz
∂z 6= 0

along the axis of the pipeline, plug regions cannot exist for such flows.

3. The values of the Bingham number and of the compressibility coefficient influence
the restarting time of the flow at the pipe outlet. Indeed, high compressibility and/or
large Bingham number increase the flow restarting time at the outlet, assuming that
this flow restart does occur.

4. Just after the time of restart (t = 0, here), a high compressibility implies, at the inlet,
a high peak for the mass flow rate, and a strong drop of the pressure.

5. If the flow restart is unsuccessful, the time it takes to have u = 0 in the pipeline
increases with the compressibility.

The main problem concerning the restart of waxy crude oil flows is to estimate the crit-
ical pressure at the inlet above which the oil will flow at the outlet; the numerical methods
discussed in this chapter can contribute to the identification of this critical pressure. Actu-
ally, real-life waxy crude oils enjoy thixotropic properties; the numerical simulation of tran-
sient isothermal compressible thixotropic viscoplastic flow will be discussed in the following
section.

26. Transient isothermal compressible and thixotropic flow
in a pipeline: the isothermal restart of waxy crude oil flow

26.1. Generalities

The last problem that we wish to investigate in this chapter is very similar to the one
discussed in Section 25, except that it will be assumed that the fluid to be considered is
thixotropic, in addition to being viscoplastic. The thixotropic properties of waxy crude oils
are related to a gel breakdown mechanism due to shear; basically, this breakdown entails
the decrease of both viscosity and yield stress. Because compressibility provides high shear
rates, the yield stress (and the corresponding Bingham number) decreases sharply, imme-
diately after the restart of the flow, implying that at the end of the compression period, we

may have Bn∗ < 1 and
LC

L
> 1 that is the oil is flowing at the outlet. This will be further

discussed in the following parts of this section.
From a physical standpoint, thixotropy implies time-dependent rheological properties

due to the ability of the gel-like structure of the material to break down or build up. From
a modeling point of view, one more field, the structure parameter λs(∈ [0, 1]), and an equa-
tion describing its evolution are included in the constitutive model, in order to describe the
time evolution of both yield stress and viscosity. Therefore, the problem to be addressed
is a slightly modified version of the one discussed in Section 25; however, the numerical
results to be presented later in this section are of great interest because they illustrate the
combined effects of compressibility and thixotropy on the restart of oil flow in pipelines.
We will see, in particular, that the thixotropy property may allow the restarting of a com-
pressible oil flow under conditions that will prevent the flow restart if the oil was not
thixotropic.
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The geometry of the flow region and the boundary conditions are similar to those
encountered in Section 25, namely, we consider an axisymmetric pipeline with imposed
pressure at the inlet and outlet cross sections.

26.2. Governing equations

In order to take thixotropy into account, we replace the system (25.1)–(25.3) by the following
modified one:

χ2

(
∂p

∂t
+ u ·∇p

)
+∇ ·u = 0, (26.1)

ρ

[
∂u
∂t
+ (u ·∇)u

]
+∇p = ∇ · τ , (26.2)

τ = 2µ(λs)

[
D(u)−

1

3
(∇ ·u)I

]
+ τy(λs)

D(u)
‖D(u)‖

if ‖τ‖ > τy(λs),

D(u) = 0 if ‖τ‖ ≤ τy(λs),

(26.3)

∂λs

∂t
+ u ·∇λs = a(1− λs)− bλsγ̇

m, (26.4)

µ(λs) = µ0 + λsµ1, (26.5)

τ(λs) = τy0 + λsτy1. (26.6)

As mentioned already in Section 3, this thixotropic-viscoplastic model has been introduced
by Houska in the early 1980s (see Houska [1981]); a particular feature of the Houska’s
model is the affine relations existing between the structure parameter and the viscosity and
yield stress of the fluid (see relations (26.5) and (26.6)). The build up coefficient a is usually
quite small, compared with the break down coefficient b; thus, we will assume from now on
that a = 0. Actually, in restart problems, the time scale of the compressible period is usually
small compared with the whole restart time, implying that the phenomenon is mostly gov-
erned by the structure breakdown rate bλsγ̇

m. In addition to the compressibility, Reynolds
and Bingham numbers, we introduce a new number Bd, related to thixotropic breakdown
effects and defined as the product of the characteristic time scale of breakdown by a charac-
teristic shear rate, namely

Bd = b

(
Ū

LC

)m−1

. (26.7)
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Moreover, since the yield stress τ(λs) is the sum of the constant term τy0 with the thixotropy-
dependent term λsτy1, it is convenient to define additional Bingham numbers, such as:

• A space-time dependent Bingham number, associated with the total yield stress τy; it
is defined by

Bn∗(τy0 + λsτy1) = 2
τy0 + λsτy1

$R
(26.8)

(
as in Section 25, $ =

PInlet − POutlet

L

)
.

• A Bingham number, associated with τy0; it is defined by

Bn∗0 =
2τy0

$R
. (26.9)

• A Bingham number, associated with τy1; it is defined by

Bn∗1 =
2τy1

$R
. (26.10)

• A maximal Bingham number, associated with τy0 + τy1 it is defined by

Bn∗max = Bn∗(τy0 + τy1) = 2
τy0 + τy1

$R
= Bn∗0 + Bn∗1. (26.11)

26.3. Problem description

The problem defined by the governing equations (26.1)–(26.6) looks complicated and there-
fore not easy to solve. Actually, the physical mechanism it describes is relatively easy to
understand: the ability of the flow in the pipeline to restart, if the initial Bingham number
is larger than 1, is strongly related to the combined beneficial effects of compressibility and
thixotropy. In other words, the initial compressible phase triggers shear stress in the fluid.
As a result, during this compressible phase, the structure breakdown mechanism starts, that
is, λs decreases, entailing (from relations (26.5) and (26.6)) the drop of both yield stress and
viscosity. If, at the end of the early compressible transients, the yield stress has sufficiently
dropped, so that the corresponding Bingham number is now less than 1, the flow restarts and
eventually recovers steady flowing conditions.

An important parameter of the flow restart is λs|t=0, assuming that one restarts (or tries
to restart) the flow at t = 0. Depending of the situation at t = 0, three scenarios can be
identified:

1. No restart possible, ∀ λs|t=0 ∈ [0, 1]: If τy0 (the constant part of the yield stress) is
such that Bn∗0 > 1, that is (from (26.9))

2τy0

$R
> 1, (26.12)

the restart is impossible, even if the fluid is compressible and thixotropic.
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2. Conditional restart: Let us assume that λs(0)(= λs|t=0), τy0 and τy1 are such that

Bn∗0 =
2τy0

$R
< 1 and Bn∗[τy0 + λs(0)τy1)] =

2[τy0 + λs(0)τy1]

$R
> 1. (26.13)

If the fluid is incompressible, the restart is impossible. If, however, the fluid is com-
pressible, the flow may restart, due to the structure breakdown mechanism described
earlier. Actually, the flow and the ability to restart are driven by the compressibility
and thixotropy dimensionless numbers χ∗ and Bd. The higher these two numbers are,
the more likely is the flow restart.

3. Unconditional restart: If λs(0),τy0 and τy1 are such that

Bn∗[τy0 + λs(0)τy1)] =
2[τy0 + λs(0)τy1]

$R
< 1, (26.14)

the flow will restart, no matter what compressibility and thixotropy are.

Of the three above-mentioned scenarios, the most interesting is clearly the second one,
explaining why, in the next section, we will focus on the situations of type 2, and inves-
tigate their restarting properties. However, it is still beyond our capabilities to give bounds
for χ∗ and Bd which guarantee the restart. Indeed, the number of dimensionless numbers
governing the problem is fairly large. An alternative might be a computationally expensive
parametric survey, but, again, this is beyond the capabilities of the serial Linux workstations
used for the computations presented in this chapter. This may lead to the development of a
more efficient implementation of our simulator, using parallelization, for example, and of a
more sophisticated solution method (like the one advocated in Vinay, Wachs and Frigaard
[2007]). As a consequence, our objective here is to discuss the influence of the combined
effects of compressibility and thixotropy on the flow restart, via the solution of well-chosen
test problems.

26.4. Results and discussion

26.4.1. Generalities
The computations have been performed with the solution methods discussed in Section 20.4;
they correspond to the real-time evolution (in a physical sense) of the flow. For all the
calculations, we supposed that at t = 0, the flow is at rest (that is u = 0 and p = 0 in
the flow region) and the material is fully gelled (that is λs(0) ≡ 1). The results are pre-
sented and discussed in terms of the following dimensionless dependent and independent
variables: dimensionless coordinates r∗ = r/R and z∗ = z/L, dimensionless time t∗ = t/tref
(with tref = R/uz-max), dimensionless axial velocity uz/uz-max, and the dimensionless num-
bers χ∗, Bn, Bd, and Re.

The geometry is like the one in Section 25, implying that L/R = 200. As in Section 25,
the space discretization of the mathematical model has been obtained from a finite volume
Cartesian mesh, uniform in the r and z directions. On the basis of our numerical experiments,
we can claim that including thixotropy in the governing equations does not deteriorate the
robustness of our computational methodology because convergence was achieved for all
the cases we investigated. Actually, this is not surprising because the class of problems
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under consideration can be viewed as combining the features of the problems discussed in
Section 24 (space-time dependent yield stress) and Section 25 (compressibility).

26.4.2. Incompressible fully developed flow
The first test problem that we consider is the restart of the flow of an incompressible
thixotropic and viscoplastic material. Our objectives here are to illustrate: (1) the struc-
ture breakdown mechanism occurring in the pipeline, and (2) the strong discontinuities
of the rheological properties and of the radial derivative of the velocity (these discontinuities
result from the fact that the structure breakdown takes place only in regions of nonzero shear
rate). Because λs(0) ≡ 1 and the fluid is incompressible, the situations to be considered in
this paragraph verify

Bn∗max = 2
τy0 + τy1

$R
< 1, (26.15)

otherwise (that is if Bn∗max ≥ 1), the flow cannot restart. Moreover, incompressibility and
the identity λs(0) ≡ 1 lead to a fully developed transient flow, variable in r and uniform in z.
Accordingly, we deliberately picked a mesh with a small grid size in the r-direction and a
coarse one in the z-direction. In practice, we used a 50 × 20 finite-volume mesh. From the
independence with respect to z, the results, below, are presented as r-dependent profiles. We
selected Bn∗max = 0.5 and considered the three following situations:

• Case 1: The fluid is fully thixotropic, that is Bn∗0 = 0 and Bn∗1 = 0.5.
• Case 2: The fluid is slightly thixotropic, that is Bn∗0 = 0.25 and Bn∗1 = 0.25.
• Case 3: The fluid is nonthixotropic, that is Bn∗0 = 0.5 and Bn∗1 = 0.

The Case 1 is well-suited to illustrate how the structure breakdown mechanism affects the
flow kinematics. However, we will use Cases 2 and 3 to show how the thixotropy level of the
fluid modifies the steady-state velocity profile (and the corresponding flow rate). In Case 3,
although the fluid is nonthixotropic (that is, the total yield stress τy does not depend of
the structure parameter λs), we can still compute the time evolution of λs in order to compare
with the results of the two other cases. In all cases considered, the velocity of reference is
the one of the fully thixotropic case (Case 1) and χ∗, Re, and Bd are kept to 0, 2, and 0.01,
respectively.

The time evolution of the flow has been reported on Fig. 26.1. Figure 26.1(a) shows the
evolution of the structure parameter λs, from λs ≡ 1 at t∗ = 0 to λs at t∗ = 1000, which
corresponds, essentially, to a steady state. The inspection of Fig. 26.1(a) prompts us to do
the two following basic observations:

1. The Bingham number Bn∗max has been set to 0.5. It follows then from that choice
that, as the flow restarts, shear develops only in the region corresponding to 1/2 <
r/R ≤ 1, the central region (0 ≤ r/R < 1/2) being a standard plug region moving at
constant velocity. The source of the structure breakdown is the local shear, implying
that breakdown takes place only in the yielded (or sheared) region. This is exactly what
the simulation shows: as t increases, the structure parameter λs drops only in the region
corresponding to 1/2 < r/R ≤ 1, but λs(r, z, t) stays equal to 1 if 0 ≤ r/R < 1/2. For
this simple shear flow, no radial propagation of the structure breakdown takes place
(assuming that the flow is stable) and the yielded (or sheared) part of the flow is
determined by the initial value of τy, that is by the initial value of λs.
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Fig. 26.1 Restart of the fully developed flow of a viscoplastic thixotropic incompressible viscous fluid: (a)
time evolution of the structure parameter λs and (b) time evolution of uz (Re = 2, Bn∗max = 0.5, Bn∗0 =
0, Bn∗1 = 0.5, χ∗ = 0, and Bd = 0.01).

2. From the previous observation, it is not surprising that, at steady state, the structure
parameter has a jump at r/R = 0.5.

The time evolution of the axial velocity is shown in Fig. 26.1(b). As the total yield
stress drops in the region defined by 1/2 < r/R < 1, the velocity increases accordingly, as
expected. What is more unusual is the shape of the steady-state velocity profile: indeed, the
significant discontinuity of the structure parameter (see Fig. 26.1(a)) at r/R = 1/2 entails

a sharp discontinuity of
∂uz

∂r
as shown in Fig. 26.1(b) for t∗ = 1000. This property, which

does not exist for standard (that is nonthixotropic) viscoplastic flow, is a consequence of
thixotropy (actually, it would be more appropriate to say that “the discontinuities of the
rheological properties, yield stress in particular, due to thixotropy, are responsible for the
unusual feature of the velocity field”). This particular feature of the velocity field is clearly
visible on Fig. 26.2 where the velocity profiles have been visualized for the three cases con-
sidered here: Fig. 26.2(a) shows that the more thixotropic is the fluid, the lower is the total
yield stress in the yielded region (and therefore, as expected, the higher is the velocity).

Figure 26.2 shows also that for this simple one-dimensional shear flow, the size of the
plug region is indeed determined byBn∗initial = Bn∗(τy0 + λs(0)τy1). Here, we set λs(0) = 1,
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Fig. 26.2 Restart of the fully developed flow of an incompressible viscoplastic and thixotropic fluid with
Re = 2, Bn∗max = 0.5, χ∗ = 0 and (a) steady-state velocity profiles. (b) Zoom of the steady-state velocity
profile around r = R/2 for Bn∗0 = 0 and Bn∗1 = 0.5. (c) Zoom of the steady-state velocity profile around
r = R/2 for Bn∗0 = Bn∗1 = 0.25. (d) Zoom of the steady-state velocity profile around r = R/2 for Bn∗0 = 0.5
and Bn∗1 = 0.

implying that we have Bn∗initial = Bn∗max = 0.5 for the three cases under consideration. As a
consequence, the diameter of the plug region is R/2, no matter if the fluid is fully (Case 1),
slightly (Case 2), or not at all (Case 3) thixotropic. To have a better look at the disconti-

nuity of
∂uz

∂r
close to r = 1/2R, we have shown in Fig. 26.2(b–d) a detailed description of

the unyielded/yielded transition. It is quite striking that as soon as the fluid is thixotropic
(Cases 1 and 2, Fig. 26.2(b,c)), the radial profile of the axial velocity exhibits this highly
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visible discontinuity, which is itself a consequence of the total yield stress discontinuity
associated with the discontinuity of the structure parameter. For nonthixotropic viscoplas-
tic materials the velocity profile is of the Poiseuille type in the yielded region and flat in
the unyielded one, with no derivative discontinuity at the interface between the yielded and
unyielded regions (see Fig. 26.2(d)). It is worth mentioning that this particular property of
thixotropic materials has been observed experimentally and reported in Roussel, Le Roy
and Coussot [2004] for the Couette flow, another simple shear flow. Indeed, it is quite sat-
isfactory to find in the literature evidences of experiments supporting our simulations. From
these observations, we can claim that the Houska’s model appears to be reliable and accurate
in order to model thixotropic effects.

Finally, we have compared in Fig. 26.3 the structure breakdown rate for the three cases
considered here (Case 3, where the fluid is not thixotropic, has been considered for compari-
son with Cases 1 and 2; we computed the time evolution of λs, although it does not affect the
flow kinematics). We observe that the more thixotropic is the fluid, the higher is the break-
down rate. Explaining this behavior is relatively simple: if the fluid is strongly thixotropic,
the total yield stress τy drops faster in yielded region, implying a flow rate increase, which
implies in turn higher shear, and therefore in the right-hand side of equation (26.4) a neg-
ative source term whose absolute value increases; this decreases λs and therefore τy (from
(26.6)), and so on; it is clearly a self-enforcing mechanism). Figure 26.3 shows that λs (Case
1) < λs (Case 2) < λs (Case 3) for two different values of t (actually, it is true for all the
times t belonging to the time interval during which the flow has been simulated).

We will end this section dedicated to incompressible thixotropic viscoplastic flow by
some comments on Bingham numbers. With the terminology we used, a fluid was strongly

or slightly thixotropic, depending of the ratio
Bn∗1
Bn∗0
=
τy1

τy0
. Actually, this is rather simplistic

because we kept Bd to a constant value (0.01, here). We remind our reader that Bd (defined
by (26.7)) is used to quantify the rate of breakdown, implying that when one assesses the
thixotropic properties of a viscoplastic material, one has to take into account both Bd and
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the ratio
Bn∗1
Bn∗0
=
τy1

τy0
. We hope that our reader begins to fully understand why thixotropic

flow are quite intricate; indeed, all the phenomena are fully coupled and the number of
dimensionless parameters is pretty high. For this reason, in the next section, we will limit
our analysis of compressible flows to an illustrative example which highlights nicely the
combined effect of structure breakdown and compressibility.

26.4.3. Combined effects of thixotropy and compressibility
The last test problem to be considered includes all the physical effects described in the
previous sections (with the exception of the temperature). All these effects interact in a
strongly coupled way. Our goal here is to show that the shear produced during the early
compressible transients may break down the gel structure of the waxy crude oil so that the
flow restarts and resumes steady flowing conditions.

The situation considered here is of type 2 in the classification introduced in Section 26.3.
We take λs(0) ≡ 1 and set Bn∗(τy0 + λs(0)τy1) = Bn∗max = 1.025. We consider three par-
ticular cases:

• Case 1: Incompressible and nonthixotropic fluid
We set Bn∗0 = 1.025, Bn∗1 = 0, and χ∗ = 0; the flow is not expected to restart.
• Case 2: Compressible and nonthixotropic fluid

We set Bn∗0 = 1.025, Bn∗1 = 0, and χ∗ = 4× 10−2; the flow restarts temporarily due
to its compressibility, but the flow rate returns to zero eventually because the pres-
sure drop is not large enough to maintain the flow. This case has been investigated
extensively in Section 25.
• Case 3: Compressible and thixotropic fluid

We set Bn∗0 = 0.1, Bn∗1 = 0.925, and χ∗ = 4× 10−2; the flow restarts due to its com-
pressibility, then, the structure breakdown entails a decrease of λs such that, at the end
of the compression phase, the actual Bn∗(τy0 + λsτy1) is less than one, keeping thus
the fluid flowing and reaching steady flow conditions.

On the basis of the numerical experiments performed in Sections 24 and 25, we used a
20× 100 mesh for all the cases investigated below. Since Cases 1 and 2 have been investi-
gated in previous sections, we will focus below on Case 3 in the particular situation where
Bd = 0.1 and Re = 0.07.

In Figs. 26.4 and 26.5, we have represented the time evolution of the structure parameter
and of the yielded/unyielded regions, respectively. The yielded/unyielded region distribu-
tion is quite similar to the one (investigated in Section 25) associated with the restart of a
compressible, nonthixotropic viscoplastic fluid. Actually, the transition from unyielded to
yielded corresponds to the propagation of a compression front in the pipeline during the
early transients of the compression phase. Then, once the compression phase is completed,
the density variation along the pipe axis leads to a fully yielded pipe: the unyielded region
has completely disappeared. Accordingly, the structure breakdown takes place everywhere
in the pipeline. However because the shear rate is much larger close to the pipe wall than
close to the pipe axis, λs decreases faster close to the pipe wall. In Fig. 26.4, at t∗ = 490,
the structure is completely broken down (λs ≈ 0) in the half outer part of the pipe radius
(1/2 < r/R < 1), whereas the half inner part is still fully structured (λs ≈ 1). However, if
we would have been able to perform our simulation on a much longer time interval, we
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Fig. 26.4 Time evolution of the structure parameter for a successful restart (Bn∗max = 1.025, Bn∗0 = 0.1,
Bn = 0.925, χ∗ = 4× 10−2, Bd = 0.1, andRe = 0.07).

would have observed the convergence to zero of the structure parameter, everywhere in the
pipeline.

On Fig. 26.6, we have visualized, for 0 ≤ t∗ ≤ 10, the time evolution of the inlet mass
flow rate for the three cases under consideration: In Case 1 (incompressibility and non-
thixotropy) the flow rate sticks to zero. In Case 2 (compressibility and nonthixotropy) the
flow restarts but returns “quickly” to rest. Finally, in Case 3 (compressibility and thixotropy),
the flow restarts, thanks to the structure breakdown that occurs during the compression
phase, and reaches a Bingham number allowing steady flowing conditions. These results
are of great importance for field engineers accustomed to use the conservative relation
Bn∗max < 1 in order to estimate the inlet pressure necessary to resume the flow. Quite often,
this relation leads to a flawed design of the pipeline installation because the restart pres-
sure is overestimated. Indeed, we show that due to the combined effects of thixotropy and
compressibility a lower inlet pressure may be sufficient to resume the flow of the crude oil.

26.5. Some remarks on transient, isothermal, and thixotropic
viscoplastic flows in pipelines

In the preceding sections, we addressed the numerical simulation of the flow, in a pipeline,
of both compressible and incompressible thixotropic viscoplastic fluids. Our augmented
Lagrangian/finite-volume-based numerical methodology has proved to be well-suited to this
task. Indeed, when applied to the above problems, our numerical methodology kept the
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robustness and convergence properties it showed when applied to the solution of simpler
problems and provided computed solutions of satisfactory accuracy. The numerical method
we used had no particular difficulty in handling situations with highly discontinuous rheo-
logical properties, another evidence of its robustness.

The study of the incompressible case revealed that the related flow is quite intricate,
due to the coupling of the various phenomena occurring in the fluid and to the numerous
associated characteristic numbers. The fact that the structure breakdown mechanism takes
place in yielded regions only leads to unusual velocity profiles, even in simple shear flow
like Poiseuille’s. In fact, due to the sharp discontinuity of the radial yield stress profile, the
first derivative of the corresponding radial velocity profile exhibits a strong discontinuity.
This observation is consistent with the experimental results reported in Roussel, Le Roy
and Coussot [2004]. Moreover, the structure breakdown rate depends on both the ratio
Bn∗1/Bn∗0 and the new characteristic number Bd.

Finally, we investigated a problem closely related to real-life applications, namely, the
restart of a gelled waxy crude oil contained in a pipeline, assuming that the flow is isothermal
and the fluid compressible, viscoplastic, and thixotropic. Our simulations show, in particular,
that the oil flow can restart even if Bn∗ > 1, thanks to the combined effects of compressibil-
ity and thixotropy, the compression phase producing high levels of shear stress. However,
the restarting of the oil flow occurs only if the thixotropic effects are strong enough. Indeed,
the drop of µ (viscosity) and τy (yield stress) has to be sufficiently fast and significant to
trigger the flow restart. From the simulations reported in the preceding sections, we can
conclude that under favorable conditions, a compressible thixotropic viscoplastic flow can
enjoy restarting, due to the combined effects of compressibility and gel breakdown mecha-
nism; this flow restart may occur under conditions for which the restart of the corresponding
incompressible flow will not occur. However, the precise determination of those favorable
conditions is far from being a simple task. The main reason of this complexity has to do with
the fact that the ability for the flow to restart if Bn∗(τy0 + λs(0)τy1) > 1 is controlled by the
three dimensionless numbers Bn∗1/Bn∗0, χ

∗, and Bd. As today, giving accurate bounds and
ranges of values, guaranteeing the flow restart, is beyond our computer capabilities, and even
beyond our knowledge. This will be the subject of further investigations.

27. Additional comments on the augmented Lagrangian/finite-volume
methodology: new challenges for waxy crude oil flow

In the preceding sections of this chapter, we addressed the numerical simulation of the flow
of compressible and incompressible viscoplastic fluids whose yield-stress τy is space-time
dependent. In the cases we considered, the variations of the yield stress was either a conse-
quence of temperature variations or of the thixotropic properties of the material. To simu-
late these various viscoplastic flows, we advocated an augmented Lagrangian/finite-volume
methodology, which proved reliable and efficient. In particular, the Uzawa’s algorithm asso-
ciated with the augmented Lagrangian showed robust convergence properties because con-
vergence was achieved for all the cases that we investigated. Optimal convergence rate relies
on a proper choice of the augmentation parameter r, but nonetheless the algorithm converged
for all values of r, as predicted by theory. However, the finite-volume method we used was
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well suited to the simple geometries we considered (cavities and pipelines) and provided
numerical solutions of satisfactory accuracy.

In all situations investigated, the main advantage of the augmented Lagrangian approach
(compared with the regularization one, for example) is its ability to capture accurately
the yielded/unyielded region interface. First, we validated our methodology using as test
problem the classical lid-driven cavity flow problem, the results we obtained comparing
favorably with other contributions in the literature. Next, we addressed more complicated
problems where viscoplasticity was coupled with other physical properties such as tempera-
ture dependence, compressibility, and thixotropy. These attempts at including more realistic
physical effects in modeling and simulation open a wide new range of potential applications
that one might address. Indeed, the realm of viscoplasticity is quite large, implying that there
are still many opportunities to enhance knowledge in this area of rheology, numerical simu-
lation being one of the tools that can be used to explore it. Actually, numerical simulation is
more than a predictive tool, it provides also a way to theorists and experimentalists to better
understand the complex physics of viscoplastic materials.

Another area of future developments concerns the optimization of the Uzawa’s algorithm.
Although the algorithm is quite robust and has shown convergence for all the test problems
we considered, we think that there is still room for speed of convergence improvement, by
using, for example, an appropriate sequence {rk}k≥0 of augmentation parameters (as done
in, e.g., Delbos, Gilbert, Glowinski and Sinoquet [2006] for the solution of an inverse
problem from Geophysics). Another possibility is to parallelize the existing code in order to
take advantage of those massively parallel Linux clusters available to IFP scientists.

Finally, going back to the transportation of waxy crude oils and to the associated restart
issue, the authors hope that they helped improving the understanding of this class of flows;
however, many issues still have to be addressed, such as: (1) Use a more realistic com-
pressibility model. (2) Determine the ranges of the dimensionless parameters for which the
pipe flow restarts. Because the ratio R/L� 1, the pipe flow is “almost” one-dimensional,
an observation leading to a simpler (and computationally cheaper) approach based on lubri-
cation theory (see Vinay, Wachs and Frigaard [2007] for details). However, multidimen-
sional computations, like those presented in this chapter, will always be useful for those
scientists looking for an accurate investigation of the local properties of the flow.



Chapter 4

Application of Fictitious Domain
Methods to the Numerical Simulation
of Viscoplastic Flow

28. Introduction. Synopsis

In the above chapters, we have discussed the numerical simulation of the flows of single-
phase viscoplastic material. To handle such problems, we advocated a variety of multi-
plier (Lagrange’s and others) based numerical methods. Although single-phase flows play an
important role in the modeling of a large number of applications in Industry and Geophysics,
situations involving multiphase flows are also very common, with the extra-phase(s) either
solid or liquid or gas. In this chapter, we are interested by the flow of a viscoplastic material
past a fixed solid obstacle and by the motion of rigid solid bodies in a viscoplastic fluid.
Among the various numerical methods available to simulate such flows, those relying on
fictitious domain approaches have shown promising possibilities. Indeed, among these ficti-
tious domain methods, those relying on Lagrange multipliers fit nicely the multiplier-based
simulation methods discussed in the previous chapters. It is then quite natural to attempt
combining all these multiplier-based methods in order to simulate the flow of yield stress
fluids in the presence of fixed or moving rigid bodies.

To the best of our knowledge, fictitious domain methods have been introduced in Hyman
[1952] (for a detailed review (including historical notes) of fictitious domain methods,
see, e.g., Glowinski [2003]). The distributed Lagrange multiplier/fictitious domain method
(DLM/FD) was introduced in the mid-1990s by the first author and collaborators in order to
simulate some classes of particulate flows and other flow around fixed or moving bound-
aries; it led to a substantial number of publications including Glowinski, Pan, Hesla
and Joseph [1999], Glowinski, Pan, Hesla, Joseph and Periaux [2001], Glowinski
[2003], Yu, Phan-Tien and Tanner [2004], Yu, Wachs and Peysson [2006]. The prin-
ciple of the DLM/FD methodology is simple and can be briefly described as follows: (1)
One fills the rigid bodies located in the flow region with the surrounding fluid. (2) One
uses Lagrange multipliers supported by these rigid bodies to impose a rigid body motion
to the fluid they contain, while, typically, preserving a no-slip boundary condition at the
fluid/solid interface. The main advantage of the DLM/FD methodology is related to its abil-
ity to perform computations on fixed meshes, thus, avoiding the necessity to update the mesh
as the flow region varies with time. As in the preceding chapters, the Lagrange multipliers
associated with the DLM/FD methods are computed by Uzawa’s type algorithms. In the

659
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references given earlier, the DLM/FD methods have been combined with operator-splitting
time discretization schemes, which enable to decouple, in a sense, the problem to be solved
in a sum of simpler subproblems. As long as the time-discretization step is sufficiently small
(in order to make the splitting error acceptable), operator-splitting schemes are well-suited
to the simulation of fast transient phenomena.

In this chapter, we will consider two types of situations involving the flow of viscoplastic
fluid around rigid solid bodies: in the first case, the rigid bodies are fixed obstacles, and
a fully coupled (some practitioners say monolithic) solution method will be used to obtain
the corresponding steady flow. In the second case, the rigid bodies are moving freely, the
flow of the corresponding mixture being simulated via a methodology relying on a time-
discretization by operator-splitting. In both cases, the numerical methodology benefits from
the combined advantages of: (1) The DLM/FD method, to treat the rigid bodies. (2) The
multiplier-based algorithms, discussed in the preceding chapters, to treat the yield stress
property of the fluid.

29. Steady flow of a Bingham fluid through an eccentric annular cross-section

29.1. Generalities

As pointed out in Chapter 1, many operations in the Oil & Gas industry involve viscoplastic
fluid flows. In drilling operations, in particular, the mud flows down the wellbore inside the
drilling tool and flows up back to the surface in the space between the drilling tool and the
wellbore (see Fig. 2.1 of Chapter 1, Section 2.2, for a visualization of the mud flow described
just above). Depending on the configuration of the wellbore, it may happen that the drilling
tool and the wellbore are not concentric; as a consequence, the mud flows back to the surface
through an eccentric annular cross-section. For such a flow, the influence of the eccentricity
is of primary importance as it modifies the flow pattern, especially in terms of yielded and
unyielded regions and of the pressure drop required to maintain the flow at a given flow rate.

In this chapter, we will discuss the numerical simulation of the steady flow of a Bingham
viscoplastic fluid through an eccentric annular cross-section. From a practical point of
view, the consideration of several cross-sections requires the construction of as many space-
discretization meshes. This operation may be time consuming; therefore, in order to avoid
the construction of the meshes associated with a large number of eccentric annular geome-
tries, we are going to treat the inner cylinder as a fictitious domain on which a zero velocity
constraint will be imposed. The flow of a viscoplastic fluid in an annular cross-section cylin-
der has been considered by several investigators, using more conventional methods: among
the related publications, let us mention the contributions of Szabo and Hassager [1992],
Walton and Bittleston [1991], Nouri, Umur and Whitelaw [1993]. Our objective in
this chapter is not to give another contribution to the physics of this type of flow. Indeed, our
intention is to investigate the coupling of two types of multipliers based on computational
techniques, namely the augmented Lagrangian methods discussed in the preceding chap-
ters and the DLM/FD method; the convergence properties and the accuracy of the resulting
method will be also part of our investigations. Actually, the above resulting methods will
provide us with a very convenient way to investigate the influence of the eccentricity for
a given flow rate, which is probably the most important parameter for this type of flow (in
Wachs [2007], this type of investigation has been carried out using a fictitious domain-based
approach very close to the one discussed in the following sections of this chapter).
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29.2. Governing equations

29.2.1. Conservation and constitutive equations
In the particular case of a fully developed steady flow in a cylindrical duct of cross-section
�, we assume that the nonaxial components of the velocity field are zero (see, e.g., Walton
and Bittleston [1991], and Huilgol and You [2005] for details). Let us introduce the
Cartesian coordinate system {x1, x2, x3}, with Ox3 parallel to the cylinder axis. From the
above assumptions, the velocity field u verifies

u = {0, 0, u}, (29.1)

where u is a function of x1 and x2 only. It follows from (29.1) that

• The velocity field u is divergence free since ∇ · u = ∂u
∂x3
= 0.

• The stress-tensor τ and the rate of strain tensor D(u) reduce to

τ =

 0 0 τ13

0 0 τ23

τ13 τ23 0

 (29.2)

and

D(u) =

 0 0 D13(u)
0 0 D23(u)

D13(u) D23(u) 0

, (29.3)

respectively, with D13(u) =
1
2
∂u
∂x1

and D23(u) =
1
2
∂u
∂x2

.
• The momentum equation reduces to

(∇ · τ )3 =
∂p

∂x3
in �. (29.4)

In (29.4), ∂p
∂x3

is a constant that we denote by −1P; 1P is nothing but the pressure drop
per unit length (denoted by C in Chapter 2).

In order to further simplify the governing equations, we drop the useless x3 coordinate
and choose to work in the {x1, x2} system. This simplification leads us to introduce:

1. The two-dimensional stress-vector τ 3 = {τ13, τ23}.

2. The two-dimensional velocity-gradient vector ∇u =
{
∂u
∂x1
, ∂u
∂x2

}
and to rewrite (29.4)

and the Bingham model as follows:

−∇ · τ 3 = 1P, (29.5)

τ 3 = µ∇u+ τ0
∇u

|∇u|
if |τ 3| > τ0, (29.6)

∇u = 0 if |τ 3| ≤ τ0, (29.7)

where | · | denotes the two-dimensional Euclidian norm defined by

|q| =
√

q2
1 + q2

2, ∀q = {q1, q2} ∈ R2.
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We define the dimensionless Bingham number Bn as

Bn =
τ0

τu
=

τ0

τ0 + µū/L
, (29.8)

where τu(= τ0 + µū/L) denotes a characteristic shear stress, L is a characteristic length and
ū is the mean velocity in the cross-section.

29.2.2. Flow geometry, boundary conditions, and problem formulation
The symmetry of the problem under consideration allows us to consider only a half cross-
section. In the classical formulation of the problem, the flow region is an eccentric annular
cross-section, as shown in Fig. 29.1(a). If one retains the upper half of the cross-section as
computational domain, the boundary conditions that u verifies read as follows:

• On the outer boundary 01,

u = 0. (29.9)

• On the inner boundary 02,

u = 0. (29.10)

• On the symmetry axis 03,

∂u

∂n

(
= −

∂u

∂x2

)
= 0. (29.11)

In order to apply the DLM/FD method, we fill the inner disk with the surrounding fluid,
implying that this time u has to verify:

• On the outer boundary 01,

u = 0. (29.12)

• On the symmetry axis 03,

∂u

∂n

(
= −

∂u

∂x2

)
= 0. (29.13)
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Fig. 29.1 Visualization of the half cross-section: (a) Boundary-fitted approach. (b) Fictitious domain
approach.



Section 29 Application of Fictitious Domain Methods to the Numerical Simulation 663

• In the inner half-disk ω (see Fig. 29.1(b)),

u = 0 in ω. (29.14)

From now on, the upper open half-disk will be denoted by �. The fictitious domain
formulation that we will rely on reads as follows:

−∇ · τ 3 = 1P in �, (29.15)

τ 3 = µ∇u+ τ0
∇u

|∇u|
if |τ 3| > τ0, (29.16)

∇u = 0 if |τ 3| ≤ τ0, (29.17)

u = 0 on 01,
∂u

∂n
= 0 on 03, (29.18)

u = 0 in ω. (29.19)

29.3. Numerical method

29.3.1. A pseudotransient formulation
In order to give us more flexibility, computationally speaking, we associate with
(29.5)–(29.7) (in the spirit of Chapter 2) the following time-dependent model

ρ
∂u

∂t
−∇ · τ 3 = 1P in �× (0,+∞), (29.20)

u(0) = u0, (29.21)

with τ 3 still verifying (29.6). The above time derivative should converge to zero as we
approach steady state. Moreover, one of the advantages of the time-dependent approach is
to make easy the adjustment of 1P, in order to impose a given flow rate.

29.3.2. Variational formulations
From the earlier chapters, a conventional variational formulation of the viscoplastic flow
problem under consideration reads as follows:

Find u(t) ∈ H1(�\ω), t ∈ (0,+∞) such that (with dx = dx1dx2)

ρ

∫
�\ω

∂u

∂t
(t)(v− u(t))dx+ µ

∫
�\ω

∇u(t) · ∇(v− u(t))dx

+ τ0

 ∫
�\ω

|∇v|dx−
∫
�\ω

|∇u(t)|dx

−1P(t)
∫
�\ω

(v− u(t))dx ≥ 0,

∀v ∈ H1(�\ω), v = 0 on 01 ∪ 02, (29.22)

u(t) = 0 on 01 ∪ 02, (29.23)

u(0) = u0. (29.24)
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Suppose that u0 ∈ L2(�\ω); it follows from, e.g., Duvaut and Lions [1972a, 1976] that
the parabolic variational inequality problem (29.22)–(29.24) has a unique solution. This
solution verifies equation (29.20) in the sense of distributions.

Following the earlier chapters, we are going to time-discretize problem (29.22)–(29.24)
by the backward Euler scheme. We obtain then (with 1t(> 0), a time-discretization step):

u0
= u0. (29.25)

For n ≥ 1, un−1 being known, we obtain un from the solution of the following elliptic vari-
ational inequality

un
∈ H1(�\ω),

ρ

∫
�\ω

un
− un−1

1t
(v− un)dx+ µ

∫
�\ω

∇un
· ∇(v− un)dx

+ τ0

 ∫
�\ω

|∇v|dx−
∫
�\ω

|∇un
|dx

−1P(n1t)
∫
�\ω

(v− un)dx ≥ 0,

∀v ∈ H1(�\ω), v = 0 on 01 ∪ 02. (29.26)

The iterative solution of problems such as (29.26) has been discussed in Chapter 2 (see also
He and Glowinski [2000] and Dean, Glowinski and Guidoboni [2007]). Concerning the
solution of problem (29.22)–(29.24) by a DML /FD method, we can either apply such a
method directly on the above problem or on the time-discrete problem (29.25), (29.26). We
will focus on the second approach. The fictitious domain formulation to be described below
will rely on the following functional spaces, both of the Sobolev type:

V0(�) = {v | v ∈ H1(�), v = 0 on 01}, (29.27)

Vω0 (�) = {v | v ∈ V0(�), v = 0 on ω}. (29.28)

If we denote by Un, the function defined over � by

Un
=

{
un in �\ω,

0 in ω,
(29.29)

we clearly have equivalence between (29.25), (29.26) and

U0
= U0. (29.30)

For n ≥ 1,Un−1 being known, we obtain Un from the solution of the following elliptic
variational inequality

Un
∈ Vω0 (�),
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ρ

∫
�

Un
− Un−1

1t
(v− Un)dx+ µ

∫
�

∇Un
· ∇(v− Un)dx

+ τ0

∫
�

|∇v|dx−
∫
�

|∇Un
|dx

−1P(n1t)
∫
�

(v− Un)dx ≥ 0,

∀v ∈ Vω0 (�), (29.31)

with U0 =

{
u0 in �\ω,

0 in ω
in (29.30).

Formulation (29.30), (29.31) of system (29.25), (29.26) is clearly of the fictitious domain
type in the sense of, e.g., Glowinski [2003, chapter 8]. In the following, we are going to
use a Lagrange multiplier defined over ω to relax the condition Un

|ω = 0. This leads to the
following equivalent formulation of (29.30), (29.31), where ln denotes the above Lagrange
multiplier:

U0
= U0. (29.32)

For n ≥ 1,Un−1 being known, we obtain {Un, ln} from the solution of the following varia-
tional inequality

{Un, ln} ∈ V0(�)× H1(ω),

ρ

∫
�

Un
− Un−1

1t
(v− Un)dx+ µ

∫
�

∇Un
· ∇(v− Un)dx

+ τ0

∫
�

|∇v|dx−
∫
�

|∇Un
|dx

+ (ln, v− Un)1,ω

−1P(n1t)
∫
�

(v− Un)dx ≥ 0, ∀v ∈ V0(�), (29.33)

(m,Un)1,ω = 0, ∀m ∈ H1(ω); (29.34)

in (29.33) and (29.34), (·, ·)1,ω denotes a scalar product over H1(ω).
For n ≥ 1, all the problems (29.33), (29.34) are of the following type:

{U, l} ∈ V0(�)× H1(ω),

ρ

∫
�

U(v− U)dx+1tµ
∫
�

∇U · ∇(v− U)dx

+1tτ0

∫
�

|∇v|dx−
∫
�

|∇U|dx

+ (l, v− U)1,ω −
∫
�

f (v− U)dx ≥ 0,

∀v ∈ V0(�), (29.35)

(m,U)1,ω = 0, ∀m ∈ H1(ω). (29.36)



666 R. Glowinski and A. Wachs Chapter 4

In order to solve numerically problem (29.35), (29.36), we will follow an approach which
has been successful in the preceding chapters. It consists of introducing the vector-valued
function p = ∇U, and then to treat the relation ∇U − p = 0 by a method combining (in the
spirit of the augmented Lagrangian methods discussed in the previous chapters) Lagrange
multipliers and penalty. We obtain then, with r > 0, the following equivalent formulation of
problem (29.35), (29.36):

{U,p,λ, l} ∈ V0(�)× (L
2(�))2 × (L2(�))2 × H1(ω),

ρ

∫
�

U(v− U)dx+1tµ
∫
�

∇U · ∇(v− U)dx

+ r
∫
�

(∇U − p) · [∇(v− U)− (q− p)]dx

+1tτ0

∫
�

|q|dx−
∫
�

|p|dx

+ (l, v− U)1,ω

+

∫
�

λ · [∇(v− U)− (q− p)]dx−
∫
�

f (v− U)dx ≥ 0,

∀{v, q} ∈ V0(�)× (L
2(�))2, (29.37)

∇U − p = 0, (29.38)

(m,U)1,ω = 0, ∀m ∈ H1(ω). (29.39)

Problem (29.37)–(29.39) is equivalent to

{U,p,λ, l} ∈ V0(�)× (L
2(�))2 × (L2(�))2 × H1(ω),

ρ

∫
�

Uv dx+ (1tµ+ r)
∫
�

∇U · ∇v dx+ (l, v)1,ω −
∫
�

(rp− λ) · ∇v dx

=

∫
�

f v dx, ∀v ∈ V0(�), (29.40)

(m,U)1,ω = 0, ∀m ∈ H1(ω), (29.41)

r
∫
�

p · (q− p)dx+1tτ0

∫
�

|q|dx−
∫
�

|p|dx


−

∫
�

(r∇U + λ) · (q− p)dx ≥ 0, ∀q ∈ (L2(�))2, (29.42)

∇U − p = 0. (29.43)

The iterative solution of the variational system (29.40)–(29.43) will be discussed in the
following section.
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29.3.3. An iterative method for the solution of problem (29.40)–(29.43)
As expected, the rich structure of problem (29.40)–(29.43) makes it a candidate for a rela-
tively large number of solution methods. In this article, we will focus on only one of them,
namely the algorithm ALG 2, already encountered in Chapters 2 and 3 (see also Glowinski,
Lions and Trémolières [1981], Fortin and Glowinski [1982, 1983], Glowinski and Le
Tallec [1989], Samuelsson [1993], Roquet [2000], Moyers-Gonzalez and Frigaard
[2004], Huilgol and You [2005], and Vinay, Wachs and Agassant [2005]). Applying
ALG 2 to problem (29.40)–(29.43), one obtains:

{p−1,λ0
} is given in (L2(�))2 × (L2(�))2. (29.44)

For k ≥ 0, assuming that {pk−1,λk
} is known, solve

{Uk, lk} ∈ V0(�)× H1(ω),

ρ

∫
�

Ukv dx+ (1tµ+ r)
∫
�

∇Uk
· ∇v dx+ (lk, v)1,ω

−

∫
�

(rpk−1
− λk) · ∇v dx =

∫
�

f v dx, ∀v ∈ V0(�), (29.45)

(m,Uk)1,ω = 0, ∀m ∈ H1(ω), (29.46)

and then

pk
∈ (L2(�))2,

r
∫
�

pk
· (q− pk)dx+1tτ0

∫
�

|q|dx−
∫
�

|pk
|dx


−

∫
�

(r∇Uk
+ λk) · (q− pk)dx ≥ 0, ∀q ∈ (L2(�))2. (29.47)

Update λk by

λk+1
= λk

+ r(∇Uk
− pk). (29.48)

Stop iterating if

‖Uk
− Uk−1

‖1 ≤ tol1 and ‖∇Uk
− pk
‖2 ≤ tol2. (29.49)

The solution of the linearly constrained elliptic problem (29.45), (29.46) will be
addressed in Section 29.3.5. Concerning problem (29.47), we clearly have

pk
= arg min

q∈(L2(�))2

1

2

∫
�

|q|2dx+1tτ0

∫
�

|q|dx−
∫
�

(r∇Uk
+ λk) · q dx

. (29.50)
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It follows from (29.50) that

pk
=

1

r

(
1−

1tτ0

|r∇Uk + λk
|

)+
(r∇Uk

+ λk). (29.51)

Remark 29.1. The two norms in (29.49) have not been specified. A natural choice would
be ‖ · ‖1 = ‖ · ‖L2(�) and ‖ · ‖2 = ‖ · ‖(L2(�))2 . Actually, after an appropriate finite element
based space discretization (see Section 29.3.4 for details), we have chosen for our computa-
tions ‖ · ‖1 = ‖ · ‖L∞(�) and ‖ · ‖2 = ‖ · ‖(L∞(�))2 .

Remark 29.2. Instead of algorithms (29.44)–(29.49), we could have used the close variant
of it obtained by switching the roles of U and p, namely computing pk first, and then Uk.

29.3.4. Finite-element approximation
In order to achieve the space approximation of problem (29.40)–(29.43), we advocate the
finite-element method we already used in Chapter 2, Sections 12 and 15. We introduce thus a
finite-element triangulation Th of �, and from it the following approximations of the spaces
V0(�) and (L2(�))2:

V0h = {v | v ∈ C0(�h), v|T ∈ P1, ∀T ∈ Th, v = 0 on 01h}, (29.52)

and

Qh = {q | q ∈ (L2(�h))
2,q|T ∈ (P0)

2, ∀T ∈ Th}, (29.53)

where in (29.52), (29.53): (1)�h =
⋃

T∈Th
T and�h = interior of�h. (2) 01h is the approx-

imation of 01 associated with Th and �h. (3) P0 (resp., P1) is the space of the polynomials
of two variables of degree 0 (resp., of degree ≤ 1).

Concerning the approximation of H1(ω) in (29.39) and (29.41), we advocate (following,
e.g., Glowinski [2003, chapter 8]) the discrete space 3h defined by

3h = {µ|µ =

J∑
j=1

µjδ(x− xj), µj ∈ R, ∀j = 1, . . . , J}, (29.54)

where in (29.54): (1) {xj}
J
j=1(= P) is a finite set of points covering ω. (2) δ is the Dirac

measure at x = 0. Among the possible sets P , those defined as follows are particularly easy
to use from a computational standpoint

P = P1 ∪ P2,

with P1 (resp., P2) the set of the vertices of Th contained in ω and whose distance at the
boundary ∂ω of ω is ≥ h (resp., a set of points of ∂ω such that the distance between neigh-
boring points is of the order of h). Sets P of the above type have been systematically used
in Glowinski [2003, chapters 8 and 9] (and elsewhere) for the numerical simulation of
particulate flows.

To take advantage of the point-wise nature of 3h, we have replaced in our computations
(·, ·)1,ω by the pairing

{µ, v} → 〈µ, v〉h
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with

〈µ, v〉h =

J∑
j=1

µjv(xj), ∀µ ∈ 3h,∀v ∈ V0h. (29.55)

Remark 29.3. As pointed out in Glowinski [2003, chapter 8], the collocation type method
associated with (29.55) makes little sense for the continuous problem (since H1(ω) 6⊂ C0(ω)

if ω ⊂ R2). However, this approach is meaningful for the discrete problem to be described
just below, since the discrete velocity fields we will encounter are all continuous over ω.

With obvious notation, the space-discrete analog of problem (29.40)–(29.43) reads as
follows:

{Uh,ph,λh, lh} ∈ V0h ×Qh ×Qh ×3h,

ρ

∫
�h

Uhv dx+ (1tµ+ r)
∫
�h

∇Uh · ∇v dx+ 〈lh, v〉h

−

∫
�h

(rph − λh) · ∇v dx =
∫
�h

fhv dx, ∀v ∈ V0h, (29.56)

〈m,Uh〉h = 0, ∀m ∈ 3h, (29.57)

r
∫
�h

ph · (q− ph)dx+1tτ0

∫
�h

|q|dx−
∫
�h

|ph|dx


−

∫
�h

(r∇uh + λh) · (q− ph)dx ≥ 0, ∀q ∈ Qh, (29.58)

∇Uh − ph = 0. (29.59)

In order to solve the discrete variational system (29.56)–(29.59), we advocate the following
discrete analog of algorithm (29.44)–(29.49) (some of the subscripts h have been dropped):

(29.60)
{p−1,λ0

} is given in Qh ×Qh

For k ≥ 0, assuming that {pk−1,λk
} is known, solve

{Uk, lk} ∈ V0h ×3h,

ρ

∫
�h

Ukv dx+ (1tµ+ r)
∫
�h

∇Uk
· ∇v dx+ 〈lk, v〉h

−

∫
�h

(rpk−1
− λk) · ∇v dx =

∫
�h

f v dx, ∀v ∈ V0h, (29.61)

〈m,Uk
〉h = 0, ∀m ∈ 3h, (29.62)
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and then

pk
∈ Qh,

r
∫
�h

pk
· (q− pk)dx+1tτ0

∫
�h

|q|dx−
∫
�h

|pk
|dx


−

∫
�h

(r∇Uk
+ λk) · (q− pk)dx ≥ 0, ∀q ∈ Qh. (29.63)

Update λk by

λk+1
= λk

+ r(∇Uk
− pk). (29.64)

Stop iterating if

‖Uk
− Uk−1

‖∞ ≤ tol1 and ‖∇Uk
− pk
‖∞ ≤ tol2. (29.65)

Remark 29.4. The fact that in (29.63) pk,q,∇Uk, and λk are piecewise constant over the
triangles of Th implies that:

(1) The solution pk of problem (29.63) is given by

pk
|T =

1

r

(
1−

1tτ0∣∣(r∇Uk + λk)|T
∣∣
)+

(r∇Uk
+ λk)|T , ∀T ∈ Th. (29.66)

(2) The second and third integrals in (29.61) can be computed exactly, easily. Concerning
the first and fourth integrals, they can be computed exactly using the two-dimensional
Simpson rule, or approximately using the two-dimensional trapezoidal rule, that is

∫
T

ϕ dx ≈
|T|

3

3∑
j=1

ϕ(mj) (Simpson rule)

and

∫
T

ϕ dx ≈
|T|

3

3∑
j=1

ϕ(Aj) (trapezoidal rule),

where |T| = measure of T,A1,A2,A3 are the vertices of triangle T and m1,m2,m3

are the mid-points of the edges A2A3,A3A1,A1A2, respectively. The trapezoidal rule
(resp., the Simpson rule) is exact if ϕ ∈ P1 (resp., ϕ ∈ P2). If one uses the trapezoidal
rule to compute the first integral in (29.61), the associated mass matrix will be diag-
onal. It is worth observing that using either the trapezoidal rule or the Simpson rule
to compute the first and fourth integrals in (29.61) produces the same steady-state
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solution; we advocate, thus, the first numerical integration procedure as it leads to
easier computations.

The solution of problem (29.61), (29.62) will be discussed in the following section.

29.3.5. Solution of problem (29.61), (29.62)
Problem (29.61), (29.62) can be written in matrix form as[

A Mt

M 0

] [
U
l

]
=

[
f
g

]
, (29.67)

where A is a N × N matrix symmetric and positive definite (with N = dim(V0h)), M is a
N × J matrix (with J = dim(3h)), {U, l} ∈ RN

× RJ and {f, g} ∈ RN
× RJ . Linear systems

such as (29.67) are called Kuhn–Tucker (or saddle-point) systems; their solution has moti-
vated a large number of publications. In this chapter, we follow Fortin and Glowinski
[1982, 1983], Glowinski and Le Tallec [1989] by:

(1) Replacing the linear system (29.67) by the following equivalent one[
A+ r′MtM Mt

M 0

] [
U
l

]
=

[
f+ r′Mtg

g

]
, (29.68)

with r′ > 0 in (29.68).
(2) Solving the augmented linear system (29.68) by an Uzawa/conjugate gradient algo-

rithm like the one described just below.

Description of the Uzawa/conjugate gradient algorithm:

l0 is given in RJ
; (29.69)

solve

(A+ r′MtM)U0
= f+ r′Mtg−Mtl0 (29.70)

and set

g0
= g−MU0, (29.71)

w0
= g0. (29.72)

For s ≥ 0, assuming that ls, gs, and ws are known, the last two different from 0, we compute
ls+1, gs+1, and if necessary ws+1, as follows:
Solve

(A+ r′MtM)Us
= −Mtws (29.73)

and set

gs
= −MUs. (29.74)
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Compute

ρs =
gs
· gs

gs · ws
(29.75)

and

ls+1
= ls − ρsws, (29.76)

gs+1
= gs
− ρsgs. (29.77)

If ‖g
s+1
‖

‖g0‖
≤ tol take l = ls+1; else, compute

γs =
gs+1
· gs+1

gs · gs
(29.78)

and

ws+1
= gs+1

+ γsws. (29.79)

Do s = s+ 1 and return to (29.73).

Remark 29.5. Because we impose u = 0 in the lower cylinder ω, we have, from (29.55)
and (29.57), g = 0 in (29.67), (29.68) and below.

Remark 29.6. Uzawa/conjugate gradient algorithms such as (29.69)–(29.79) have been
already encountered in Chapter 2, Section 13.5, and Chapter 3, Section 22.

Remark 29.7. Concerning the convergence of algorithm (29.69)–(29.79), it is shown in,
e.g., Fortin and Glowinski [1982, 1983] that the speed of convergence (measured in num-
ber of iterations) improves as r′ increases. However, the condition number of the matrix
A+ r′MtM increases because it is of the order of r′. To cope with this difficulty, we
chose to solve the linear systems (29.70) and (29.73) by the method of Cholesky (see, e.g.,
Ciarlet [1989]), the factorization of the matrix A+ r′MtM being done once for all, with r′

chosen quite large. Indeed, when applying algorithm (29.60)–(29.65) to the solution of the
discrete variational system (29.56)–(29.59), the Cholesky factorization of A+ r′MtM takes
less than 10% of the whole computational time.

29.3.6. Computations with variable eccentricity
From an engineering point of view, one is interested to investigate the influence of the eccen-
tricity for a given flow rate. Our approach to this problem can be summarized as follows:
(1) We specify the lower bound emin and the upper bound emax of the eccentricities of
interest, and then the number nec of eccentricity steps. (2) Using the methodology described
in the above sections of this chapter, we compute on a fixed mesh the steady flow of the vis-
coplastic fluid under consideration for the eccentric positions of the inner cylinder selected
in (1). (3) Because we are interested by the steady-state solutions, only, we can use a large
1t in our pseudotransient approach. (4) At every time step tn = n1t, we adjust the pressure
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drop 1Pn so that the corresponding flow rate Qn will match the targeted flow rate Q0. (5)
We integrate until we reach a steady-state solution whose flow rate is Q0 (within a given
accuracy).

We will start our discussion with the adjustment of the pressure drop:
As already mentioned, at every time step tn the pressure drop 1Pn is adjusted so that the

corresponding flow rate Qn will be close to Q0. This adjustment is done through the relation

1Pn
= F(Q0,Qn−1,Qn−2,1Pn−1). (29.80)

Assuming that 1P0 > 0, the updating strategy associated with F is defined as follows for
n ≥ 1:

If Qn−1
= 0, take 1Pn

= C1Pn−1 (with C > 1); else (with ε1 and ε2 both positive):
If |Qn−1

− Q0| ≤ ε1 or (Qn−1
− Q0)(Qn−1

− Qn−2) ≤ 0 and |Qn−1
− Qn−2

| > ε2 take
1Pn
= 1Pn−1; otherwise, take

1Pn
= min

[
2,max

(
1/2, 1+

Q0 − Qn−1

Q0

)]
1Pn−1.

The steady-state solutions with flow rate Q0, associated with the nec selected eccentricities,
are obtained by the following algorithm:

(1) Compute the matrix A found in (29.67).
(2) Initialize with:

U0
= 0, l0 = 0,p0

= 0,λ0
= 0 and 1P0

= 1Pinit. (29.81)

(3) For j = 1, . . . , nec

• Compute the eccentricity

ej = emin + ( j− 1)
emax − emin

nec − 1
. (29.82)

• Determine the set Pj associated with the fictitious domain treatment of the
inner cylinder ωj and denote by 3jh the corresponding Lagrange multiplier
space.
• Assemble the matrix Mj associated with ωj and Pj; compute and Cholesky

factorize the matrix A+ r′Mt
jMj.

• Take U0
j = Uj−1 and for n ≥ 1, apply algorithm (29.60)–(29.65) to the solu-

tion of the following fully discrete variational system

{Un
j , lnj } ∈ V0h ×3jh,

ρ

∫
�

(Un
j − Un−1

j )(v− Un
j )dx+1tµ

∫
�

∇Un
j · ∇(v− Un

j )dx

+1tτ0

∫
�

|∇v|dx−
∫
�

|∇Un
j |dx

+ 〈lnj , v− Un
j 〉h
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−1t1Pn
j

∫
�

(v− Un
j )dx ≥ 0, ∀v ∈ V0h, (29.83)

〈m,Un
j 〉h = 0, ∀m ∈ 3jh. (29.84)

Compute the flow rate Qn
j by

Qn
j = 2

∫
�

Un
j dx. (29.85)

If

‖Un
j − Un−1

j ‖∞ ≤ ε3 and |Qn
j − Q0| ≤ ε1,

take Uj = Un
j ; otherwise, update the pressure drop via

1Pn+1
j = F(Q0,Qn

j ,Qn−1
j ,1Pn

j ), (29.86)

take n = n+ 1 and return to (29.83), (29.84).

29.4. Numerical experiments. Discussion of the numerical results

29.4.1. Generalities. Synopsis
In this section, we are going to investigate the steady flow of a Bingham viscoplastic fluid
in a cylinder with an eccentric annular cross-section. From the symmetry of the flow, we
can use a half cross-section as computational domain. The computational method to be used
is the one discussed in the preceding sections; namely, it relies on the combination of a dis-
tributed Lagrange multiplier/fictitious domain method with a finite-element approximation
and the augmented Lagrangian algorithm ALG2. The influence of the eccentricity is investi-
gated assuming that the flow rate is a constant (denoted by Q0 in the preceding and following
sections).

The numerical results are presented and analyzed in terms of dimensionless quanti-
ties. For the characteristic length L mentioned in Section 29.2, we take L = Rout − Rin,
where Rout (resp., Rin) is the radius of the outer (resp., inner) cylinder. Next, we define the
dimensionless coordinates x∗1 =

x1
Rout

and x∗2 =
x2

Rout
. For the characteristic velocity, we take

ū = Q0
S , where S = π(R2

out − R2
in) is the surface of the annular cross-section. We denote by

δ the distance between the axes of the outer and inner cylinders. Further relevant dimension-
less parameters and quantities are as follows:

• The Bingham number Bn defined by

Bn =
τ0

τ0 +
µū
L

=
τ0

τ0 +
µQ0
LS

.

• The eccentricity e = δ
L .

• The radius ratio χ = Rin
Rout

.
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• The dimensionless pressure drop

1P∗ =
L1P

τ0 +
µū
L

=
L1P

τ0 +
µQ0
LS

.

• The dimensionless velocity u∗ = u
ū =

Su
Q0

.

A dimensional analysis of the momentum equation provides a characteristic timescale

Tchar =
ρūL

τ0 +
µū
L

=
ρQ0L

Sτ0 +
µQ0

L

, (29.87)

which is used to estimate the time required to reach the steady state. Because one of our
goals is to reach this steady state as quickly as possible, we run our computations with large
time steps. This lead us to take 1t = Tchar/5, a choice giving satisfactory results.

For comparison purposes with the results presented in Szabo and Hassager [1992], we
provide also their definition of the Bingham number and of the eccentricity distance, that is
(with obvious notation):

Bn =
τ0

1PRout
(29.88)

and

δk
=

δ

Rout
= e(l− χ). (29.89)

Having said that, we believe that our definition of the Bingham number is more convenient,
because

If Bn ∈ [0, 1), the fluid flows; if Bn = 1, there is no flow.

Our first test problem corresponds to the case where e = 0; in that particular case, the closed
form of the steady-state solution is known and can be found in, e.g., Szabo and Hassager
[1992]. Using a notation close to the one in the above reference, the dimensionless steady
state velocity solution of our first test problem reads as follows in dimensionless polar coor-

dinates
(

with r∗ =
√
(x∗1)

2 + (x∗2)
2
)

:

u∗ = 0 if Bn ≥
1

2
(1− χ). (29.90)

If Bn < 1
2 (1− χ), one has

u∗(x) = u∗1(r
∗) = −

1

4
(r∗2 − χ2)− Bn(r∗ − χ)+

1

2
β2 ln

(
r∗

χ

)
if χ ≤ r∗ ≤ β−, (29.91)

u∗(x) = u∗2(r
∗) =

1

4
(1− r∗2)− Bn(1− r∗)+

1

2
β2 ln r∗ if β+ ≤ r∗ ≤ 1, (29.92)

u∗(x) = u∗2(β+) = u∗1(β−) if β− ≤ r∗ ≤ β+, (29.93)
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where in (29.91)–(29.93):

• The quantities β, β+, and β− are defined by

β2
= β+(β+ − 2Bn) = β−(β− + 2Bn) (29.94)

β+ − β− = 2Bn, (29.95)

β+ being the solution of the following one variable nonlinear equation

2β+(β+ − 2Bn) ln

(
β+ − 2Bn

β+χ

)
+ 4Bn(1− β+)+ (2Bn+ χ)2 − 1 = 0;

(29.96)

there is no difficulty at solving equation (29.96) by the method of Newton–Raphson.
• One has used the following dimensionless variables:

u∗ =
u

U0
, r∗ =

|x|

Rout
with U0 =

1PR2
out

µ
. (29.97)

• The dimensionless flow rate Q∗ is given by

Q∗ =
π

8

[
(1− χ4)− 2β2(1− χ2)−

8

3
(1+ χ3)Bn+

16

3
(β+ − Bn)3Bn

]
.

(29.98)

First, we performed computations to validate our whole solution methodology, whose two
main components are the DLM/FD method and the updating strategy. The test problem
that we considered corresponds to e = 0, for which closed form solutions are available (see
(29.90)–(29.96)) together with computational results obtained with boundary-fitted meshes
(see, e.g., Szabo and Hassager [1992]). Next, we carried out a parametric survey for the
values 0.2, 0.5, and 0.8 of the radius ratio χ and for Bn = 0, 0.5, 0.75, 0.9, and 0.98. In
all the cases investigated in the parametric survey, we set emin = 0, emax = 1 and nec = 11
(that is 1e = 0.1). Our discussion will include the description of an engineering Response
Surface Methodology (RSM) as a tool to predict the pressure drop; the accuracy of the RSM
approach will be part of our discussion.

29.4.2. On meshes and DLM/FD collocation points
Unstructured triangulations of approximately constant grid size are generated for the com-
putations. We consider two families of such triangulations:

(1) A first family of triangulations based on a half circular geometry in order to apply the
DLM/FD-based methodology.

(2) For comparison purposes, a second family of triangulations fitting the boundary of the
half ring.

For the two families above, the most significant mesh parameter is the number of grid points
located on the Ox1-axis; let us denote this number by 2Nr. For the DLM/FD meshes, 2Nr

corresponds to the number of points located on the part of the Ox1-axis where the fluid
flows; this ensures that for a given Nr, the corresponding grid size in the region where the
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Nrw

(a) Boundary fitted (b) DLM/FD

Nrn Nrw Nrn

Fig. 29.2 Mesh parameter Nr = 1/2(Nrw + Nrn) for the boundary-fitted meshes (a) and DLM/FD
(b) meshes.

Table 29.1
Mesh characteristics: number of triangles versus Nr for the

DLM/FD and boundary-fitted meshes (χ = 1/2 and e = 1/2)

Nr Boundary fitted DLM/FD

10 1120 1290
20 4683 5226
30 8880 11754
40 16520 20619
50 25228 31983

fluid flows is the same for both the DLM/FD and boundary-fitted meshes. As shown in
Fig. 29.2, we have denoted by Nrw and Nrn the number of grid points located, respectively,
on the wide and narrow sides. We have then

Nr = 1/2(Nrw + Nrn). (29.99)

In Table 29.1, we have collected the characteristics of the meshes in the case χ = 1/2 and
compared, for e = 1/2 the total number of triangles required, respectively, by the boundary-
fitted and DLM/FD approaches: for a similar grid size, the DLM/FD approach requires,
approximately, 20% more triangles than the boundary-fitted one.

If the eccentric ring has a narrow gap, that is when χ ∈ [0.75, 1], an optimized mesh (as
the one shown in Fig. 29.4) can be used. The relevant grid size is the one prevailing in the
region between the inner and outer cylinders, that is where the fluid flows (if the pressure
drop is large enough). Figure 29.4 shows that the grid size remains the same in this region for
any value of the eccentricity. The use of a coarser mesh in the region occupied by the inner
cylinder does not affect the computed solution and enables to reduce slightly the number
of mesh elements (grid points and triangles). To determine the set P of collocation points
covering the fictitious region, we applied the following strategy:

• We retained all the grid points located in the inner cylinder and whose distance at the
inner cylinder boundary is greater than the grid size.
• We selected a set of points located on the inner cylinder boundary, equally spaced with

a interdistance of the order of the grid size.
• We checked that every triangle contains at most one boundary point.
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(a) Boundary fitted (b) DLM/FD

Fig. 29.3 Boundary-fitted mesh (a) and DLM/FD mesh (b). In figure (b), the set P covering the inner
cylinder has been visualized (Nr = 10, e = 1/2, and χ = 1/2).

(a) e = 0 (b) e = 1

Fig. 29.4 Optimized DLM/FD mesh with P covering the inner cylinder (Nr = 10, χ = 0.8, (a) e = 0,
(b) e = 1).

This choice for P was advocated in Glowinski [2003, chapter 8] and seems to give satis-
factory results, as shown in the following subsections.

29.4.3. Convergence properties of the iterative methods
For all the cases considered in this chapter, the pseudotransient solution algorithm (29.81)–
(29.86) was converging to a steady-state solution at the prescribed flow rate, according to the
stopping criteria ε1 and ε3 (actually, ε1, ε3, and all the other stopping criteria were settled
at 10−5). Moreover, at every (pseudo) time step, we never encountered any problem with
the convergence of ALG2; indeed, numerical simulations, done with various values of the
augmentation parameter r, suggest that choosing r = ρ

1t provides good (and, in some cases,
nearly optimal) convergence speed for ALG2. These unconditional convergence properties
attest to the robustness of the whole solution process.

The convergence, at a prescribed constant flow rate, to a steady-state solution, for every
eccentricity, relies on the updating strategy discussed in Section 29.3.6. Figure 29.5 illus-
trates the convergence of the dimensionless pressure drop 1P∗ to the steady-state value
corresponding to a prescribed flow rate when χ = 1/2, e = 1/2, and Bn = 0.33. The results
reported in this figure underline the robustness of the updating strategy. In fact, whatever
was the initial guess of the pressure drop, our algorithm converged to the same steady-state
value of 1P∗. However, as expected, the number of iterations required for convergence
depends on the choice of the initial guess 1P∗init. For the case presented here, the converged
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Fig. 29.5 Convergence of the pressure drop to its steady-state value at a prescribed flow rate: influence of
the initial guess (χ = 1/2, e = 1/2, and Bn = 0.33).

value of 1P∗ is 7. When we took 1P∗init = 20, the convergence was obtained in 26 time
steps, while we needed, approximately, 80 time steps when taking 1P∗init = 0.2, 2, or 200.
As mentioned already, the results reported in Fig. 29.5 correspond to e = 1/2; we picked
this particular value of the eccentricity, in order to validate the capabilities of our method-
ology. After this particular test problem was solved, we ran our algorithms for e varying
from emin = 0 to emax = 1, using1e = 0.1 as increment. If one uses the notation of relation
(29.82), at step j (> 2), we took for 1P∗init the value of 1P∗ computed at step j− 1; for
j = 2, we took for 1P∗init the value of 1P∗ derived from relations (29.90)–(29.93), which
describe the exact solution at e = 0( j = 1). With this updating strategy, the convergence of
the pseudotransient algorithm was always achieved in less than 20 time steps.

29.4.4. Accuracy of the computed solutions
The accuracy of the DLM/FD computed solutions has been assessed in two ways:

(1) First, in the case of a concentric annulus (e = 0), we compared the computed solution
with the analytical one, obtained from relations (29.90)–(29.93), in the particular case
where χ = 1/2 and Bn = 0.85 (Bn = 0.1).

(2) Then, we estimate the relative difference between approximate solutions computed
on the one hand by the DLM/FD methodology and on the other hand by a boundary-
fitted, finite-element method; for these comparisons, we took χ = 1/2, e = 0.75, and
Bn = 0.9.

The computed velocity profiles obtained for Nr = 10, 20, 30, 40, 50, and the analy-
tical solution, corresponding to e = 0, χ = 1/2, and Bn = 0.85, have been reported in
Fig. 29.6(a) as functions of r∗. In Fig. 29.6(b) we have reported, as functions of r∗, again,
the relative differences between the computed and exact solutions for the same values of Nr,
e, χ , and Bn. From these figures, it is clear that for a coarse mesh (Nr = 10, for example),
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Fig. 29.6 Comparison between the computed DLM/FD solution and the exact one for χ = 1/2, e = 0, and
Bn = 0.85 (Bn = 0.1): (a) Velocity profiles. (b) Velocity profile relative errors.

the discrepancy between computed and exact solutions is quite large; however, for Nr ≥ 20,
the agreement improves significantly. For Nr = 50, the relative error drops to approximately
1% over the main part of the flowing region, except in the neighborhood of the inner cylin-
der. For all the meshes that we considered, the relative error on the first nodes, close to the
inner cylinder boundary, was always of the order of 30% (the corresponding under-shots are
quite visible in Fig. 29.6(a)); fortunately, this error decreases quickly as r∗ increases, and the
influence on the overall solution is quite limited. This discrepancy in the neighborhood of
the internal cylinder may result from the scalar product (29.55), used to impose the no-flow
condition inside the inner cylinder and from the choice of the collocation points. Another
phenomenon explaining the loss of accuracy at the inner cylinder boundary is the fact that
the solution of the continuous fictitious domain problem has a strong gradient discontinuity
at the inner cylinder boundary; however, the discrete solution, being computed on a grid
which does not match the inner cylinder boundary, will show such a discontinuity at some
distance (of the order of 1/Nr) of the inner boundary. A close inspection of our numerical
results shows that mesh refinement does not reduce the relative error on the first nodes close
to the boundary of the inner cylinder; however, mesh refinement shrinks the size of the large
discrepancy region, implying that, if p ∈ [1,+∞), the Lp-norm of the error goes to zero
as Nr →+∞. The additional results reported in Fig. 29.7 attest of the convergence of the
DLM/FD computed solutions as Nr →+∞: in Fig. 29.7(a) (resp., Fig. 29.7(b)), we have
visualized the variation, as a function of Nr, of the relative error on the maximal value of the
velocity (resp., on the pressure drop); for Nr = 50, the relative errors on umax and 1P are
approximately 0.5% and 1%, respectively; actually, the two figures above suggest that both
errors are O(1/Nr), approximately.

The results of comparisons between DLM/MD and boundary-fitted computed solutions
have been reported in Figs. 29.8 and 29.9 in the particular case where e = 0.75, χ = 1/2,
and Bn = 0.9. It is clear that for Nr ≥ 20, the solutions match “very well.” For example, for
Nr = 50, the relative difference between the values of umax computed by the two methods is
of the order of 0.5%; a similar result holds for 1P.
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Fig. 29.7 Comparison between the computed DLM/FD solution and the exact one for χ = 1/2, e = 0, and
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Fig. 29.8 Comparison between computed DLM/FD and boundary-fitted solutions for χ = 1/2, e = 0.75,
and Bn = 0.9: (a) Computed u∗max. (b) u∗max relative difference.

29.4.5. Analysis of the numerical results from a mechanical perspective
Based on the accuracy discussion of Section 29.4.4, we are going to comment, from a
mechanical point of view, the results of numerical experiments, all obtained with Nr = 50.
The main advantage of the DLM/FD approach used in this chapter is that the finite-element
mesh we use to compute the flow velocity depends of the radius ratio χ but is independent
of the eccentricity e. In this section, we are going to discuss the numerical results in terms of
yielded/unyielded regions, that is in terms of flow pattern. The only cases we will consider
are all associated with χ = 0.2, but the following comments apply qualitatively for χ = 0.5
and 0.8, for example. In Fig. 29.10, we have reported for χ = 0.2, Bn = 0.9, and various
values of the eccentricity, the pattern of the yielded (white) and unyielded (dark gray) flow
regions. The unyielded region is where the strain-tensor (in fact, the gradient of the axial
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Fig. 29.10 Influence of the eccentricity on the yielded/unyielded region pattern (χ = 0.2 and Bn = 0.9).

velocity, here) vanishes. The computed velocity being piecewise affine continuous, its gra-
dient is piecewise constant, explaining why the interface between the yielded and unyielded
regions is a polygonal line union of edges of the finite-element triangulation we use for
our computations. As a consequence of the DLM/FD methodology, we use to compute the
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flow, the inner cylinder, where we impose u = 0, is part of the computed unyielded region;
because this is just a numerical artifact, we have used a coal-black coloring to differentiate
the inner cylinder from the physical unyielded regions.

In agreement with Szabo and Hassager [1992], we found four flow patterns:

• Pattern of type I: There is no flow, the pressure drop being too small to entail a flow.
This situation did not occur here since a nonzero flow rate was prescribed.

• Pattern of type II: One moving plug region and a “dead” region. The fluid flows in the
wide part of the annular cross-section but stays at rest in the narrow part. This type of
situation is illustrated in Fig. 29.10(e,f); it is, usually, the results of high eccentricities
and high Bingham numbers, as well.

• Pattern of type III: Two moving plug regions. The fluid flows everywhere in the cross-
section, with the plug region in the wide part being larger than the one in the narrow
part, as shown in Fig. 29.10(b–d).

• Pattern of type IV: One single moving plug zone. The fluid flows everywhere in the
cross-section, with a single moving plug region, as shown in Fig. 29.10(a). Such a
pattern occurs for small eccentricities.

In this chapter, where a nonzero flow rate has been imposed, one encounters patterns of
types II, III, and IV.

In Fig. 29.11, we have visualized transitions from IV to III (Fig. 29.11(a)) and III to II
(Fig. 29.11(b)). These transitions are obtained by increasing the eccentricity, while keeping
Bn at 0.9.

The variation of u∗max with e has been reported in Fig. 29.12. This figure provides addi-
tional information on the transitions. It shows in particular that as long as one stays in type
IV, u∗max stays constant. It also shows (for Bn = 0.9 and 0.98) that as we leave type III to go
into type II, u∗max is essentially a decreasing affine function of e.

(a) Transition from IV to III

(b) Transition from III to II
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Fig. 29.11 Transitions between the different flow patterns: (a) From IV to III. (b) From III to II.
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Fig. 29.12 Variation of the maximum velocity u∗max as a function of the eccentricity (χ = 0.2 and Bn = 0.9
and 0.98).

In order to compare our results with those in Szabo and Hassager [1992], concern-
ing in particular the shape of the yielded and unyielded regions, we have performed addi-
tional computations, corresponding to χ = 0.4, Bn = 0.1 (Bn = 0.822), and δ∗ = 0.04
(e = 0.0667) and 0.15 (e = 0.25). In Fig. 29.13, the yielded and unyielded regions obtained
in Szabo and Hassager [1992] (using a boundary-fitted, finite-element method) are com-
pared with those obtained in this chapter using the DLM/FD method, for e = 0.0667 and
0.25. We observe a very good agreement, concerning the shape of the yielded and unyielded
regions.

In Fig. 29.14, we have reported the results of another comparison between our results
and those in Szabo and Hassager [1992]: more precisely, in the particular case χ = 0.2,
we have visualized the regions of the plane (Bn, δ∗) associated with the patterns of types
I–IV mentioned earlier. Here too, the agreement is quite good.

In Fig. 29.15, we have visualized for various values of the aspect ratio χ the graph of the
function {e,Bn} → 1P∗

1P∗e=0
(e,Bn). From this figure, we observe that at high Bingham num-

bers (at Bn = 0.98, for example) and small radius ratio (χ = 0.2, for example), the pressure
drop is almost constant for small eccentricities: in this situation, the flow pattern is of type
IV, that is a single moving plug region. Accordingly, the maximum velocity does not change,
as shown in Fig. 29.12, for Bn = 0.98 and e ∈ [0, 0.3]. For high eccentricities, the transition
from type III to type II is not noticeable in Fig. 29.15; indeed, the occurrence of a dead zone
in the narrow part of the annulus does not bring any particular change in the dependence to
eccentricity. However, at high eccentricities, the relation between the normalized pressure
drop and the eccentricity seems almost affine, a property observed already for u∗max (see
Fig. 29.12).
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29.4.6. Prediction of the pressure drop by an engineering response
surface methodology (RSM)

In drilling operations, the drilling fluid is quite commonly modeled as a Bingham one. On the
field, oil engineers have to properly control the pumping pressure in order to drill efficiently.
A good estimate of the pressure drop for a given configuration (rheological properties, geom-
etry and flow rate) is a most valuable information. Thanks to the DLM/FD methodology dis-
cussed in this chapter, we were able to compute a large number (165, actually) of solutions
parameterized by e, Bn, and χ . Because, for e = 0, the pressure drop can be obtained from
the closed form solution given by relations (29.90)–(29.96), the value of the pressure drop
for other eccentricity may be obtained using a response surface methodology (RSM) taking
advantage of the computed solutions; a basic reference on RSM is Myers and Montgomery
[2002].

Using the values computed by the DLM/FD methodology, RSM will provide a tool able
to predict the pressure drop for Bingham flows in an eccentric annulus. The RSM con-
sists in a simple multivariable Lagrange interpolation. To illustrate the validity of the RSM
approach, we have performed two additional series of computations, namely

(1) χ = 0.4, Bn = 0.6, emin = 0, emax = 1, nec = 7.
(2) χ = 0.6, Bn = 0.93, emin = 0, emax = 1, nec = 11.

In (1) and (2), nec denotes (as in Section 29.3.6) the number of eccentricity steps.
In Fig. 29.16(a,b), we have reported the results of a comparison between the computed

solutions and the ones obtained by RSM for the cases {χ,Bn} = {0.4, 0.6} and {0.6, 0.93},
respectively. From these figures, the agreement between computed solutions and RSM pre-
dictions is quite satisfactory; actually, their relative difference is less than 0.1% for the
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Fig. 29.16 Comparisons between computed solutions and RSM predictions for: (a) χ = 0.4, Bn = 0.6, and
(b) χ = 0.6, Bn = 0.93.

case {χ,Bn} = {0.6, 0.93}, while, for {χ,Bn} = {0.4, 0.6}, the relative difference reaches
its maximal value (of the order of 2%, which is still very acceptable) at e = 1. These results,
and similar ones, show that the RSM is a valuable tool to predict at no significant extra
computational cost the pressure drop in the case of the steady flow of a Bingham fluid in a
pipe whose cross-section is an eccentric annulus. Of course, quality results like those above
suppose that enough points have been used to construct the response surface.

29.5. Concluding remarks

From Sections 29.2–29.4, we discussed the numerical simulation of a steady Bingham flow
in an eccentric annular cross-section cylinder. Assuming that the flow rate was imposed, we
achieved this simulation using a methodology combining a finite-element approximation
with a distributed Lagrange multiplier-based fictitious domain method and an augmented
Lagrangian/Uzawa algorithm; using this methodology, we were able to compute easily and
efficiently, on a fixed mesh, a large number of solutions parameterized by the eccentric
position of the inner cylinder.

The results we obtained highlight different patterns for the yielded and unyielded regions
of the flow. The methodology we used allowed us to identify easily and without ambiguity
the unyielded regions because they correspond to a true zero strain rate tensor (reducing
to a zero velocity gradient vector in this chapter). From a physical point of view, and in
agreement with Szabo and Hassager [1992], our computational techniques were able to
identify four flow patterns. We showed in particular (see Fig. 29.12) that the pattern change
from type IV to type III leads to a slope discontinuity for the maximum velocity as a function
of the eccentricity; on the contrary, the change of type III to type II is difficult to notice.

Thanks to the novel DLM/FD method discussed in this chapter, we could efficiently com-
pute a large number of solutions parameterized by χ (radius ratio), Bn (Bingham number),
and e (eccentricity). Using these computed solutions, we constructed a response surface, an
engineering tool allowing the easy and accurate computation of the pressure drop for all the
values of χ , Bn, and e.
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Concerning the DLM/FD method that we employed, the following comments are in
order:

(1) The accuracy of the computed solutions is significantly influenced by the choice of the
points we use to impose, by collocation, a zero velocity inside, and at the boundary of
the inner cylinder.

(2) The computed solution shows a significant error at the grid points close to the bound-
ary of the inner cylinder. However, this error drops quickly to zero as the distance to
the inner cylinder increases. Actually, it has little effect on the value of the pressure
drop, as shown by the comparisons with the results in Szabo and Hassager [1992],
obtained by a boundary-fitted finite-element method.

30. Dynamical simulation of particle sedimentation in a Bingham fluid

30.1. Introduction. Synopsis

As pointed out in Chapter 1, various non-Newtonian materials, such as paints, toothpastes,
blood, fresh concrete, magnetite dense media in the mining industry, and drilling mud in the
oil industry, exhibit a yield stress. Many industrial processes involve the sedimentation of
particles in these viscoplastic materials. In the Oil & Gas industry, a drilling mud is used to
remove the rock cuttings, resulting from the drilling at the bottom, and carry them to the sur-
face (as shown in Fig. 2.1 of Chapter 1, Section 2.2); the fluid is designed to be viscoplastic,
so that it can flow easily when circulating and, from its yield stress, prevents the settling of
the rock particles when the circulation is stopped (see Section 2.2 and Peysson [2004]). The
yield stress is also used to control the separation of mineral particles when they settle in a
magnetite dense medium (as shown in He, Laskowski and Klein [2001]). From its impor-
tance in practical applications, the drag coefficient for a sphere settling in a viscoplastic fluid
has been the object of many investigations: theoretically as in Ansley and Smith [1967],
computationally as in Beris, Tsamopoulos, Armstrong and Brown [1985], De Besses,
Magnin and Jay [2004], experimentally as in Dedegil [1987], Atapattu, Chhabra and
Uhlherr [1995]. So far, all the simulations we know of this phenomenon have been static,
in the sense that the particle is fixed (actually, the simulators are essentially two dimen-
sional). To fully understand the sedimentation of many particles, we need to simulate the
motion of the particles resulting of their interaction with the surrounding fluid; this requires,
in principle, a three-dimensional, time-dependent simulator.

From a methodological point of view, we will still use a DLM/FD methodology, but this
time, we will rely on the (non-Lagrange) multiplier method with L2-projection discussed in
Chapter 2, Section 17, to overcome the difficulties associated with the nonsmoothness of the
constitutive law.

The simulation of the unsteady motion of particles moving in a fluid is a nontriv-
ial task, due to the fact that the region occupied by the fluid varies with time. Algo-
rithms based on boundary-fitted meshes, such as ALE/finite-element methods are not easy
to implement (see, e.g., Hu, Patankar and Zhu [2001]), in contrast to nonboundary-fitted
methods such as lattice–Boltzmann (see, e.g., Ladd and Verberg [2001]) and Distributed
Lagrange Multiplier-based Fictitious Domain (DLM/FD; see, e.g., Glowinski, Pan, Hesla
and Joseph [1999], Glowinski [2003, chapters 8 & 9]) methods. The DLM/FD method for
the numerical simulation of particulate flow (involving, possibly, a non-Newtonian fluid)
was developed by R. Glowinski, D.D. Joseph, T.W. Pan, and various collaborators, the first
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reviewed related publication being Glowinski, Pan, Hesla and Joseph [1999]. The key
idea with this method is to fill the interior of the particles with the surrounding fluid and
to introduce, for each particle, a Lagrange multiplier defined over the region occupied by
the particle, as a pseudo body force to enforce a rigid body motion to the fluid “inside” the
particle. In addition to the above two references, the DLM/FD method is further discussed in
Glowinski, Pan, Hesla, Joseph and Periaux [2001]; it has been applied to a wide range
of problems as shown in, e,g., Glowinski [2003, chapters 8 & 9] (see also the references
therein). Concerning the DLM/FD-based numerical simulation of particulate flow involving
viscoelastic fluids (such as Oldroyd-B), let us mention Singh, Joseph, Hesla, Glowinski
and Pan [2000], Yu, Phan-Tien, Fan and Tanner [2002], Glowinski [2003], Hao, Pan,
Glowinski and Joseph [2009] (a variant of the DLM/FD method is discussed in Hwang,
Hulsen and Meijer [2004], in order to investigate the rheology of a viscoelastic particle
suspension in a sliding biperiodic frame). In Yu, Phan-Tien and Tanner [2004] one inves-
tigates the settling of a sphere in a vertical tube, filled with an incompressible viscous fluid,
at moderately high (based on the terminal velocity) Reynolds numbers (in the hundreds,
typically).

In Yu, Wachs and Peysson [2006], it was shown that the spatial and temporal discretiza-
tions of the Lagrange multipliers are crucial factors for the accuracy of the DLM/FD method,
as are other significant differences with the original method of Glowinski, Pan et al. (we
will return on these variants in Section 30.2); with this modified DLM/FD methodology,
Yu, Wachs and Peysson investigated the numerical simulation of particles settling in shear-
thinning fluid.

Recently, the Bingham flow-simulation method discussed in Dean and Glowinski
[2002], Glowinski [2003, chapter 10], Dean, Glowinski and Guidoboni [2007] and
Chapter 2, Section 17, has been combined with the DLM/FD method described in, e.g.,
Glowinski, Pan, Hesla and Joseph [1999], in order to simulate the two-dimensional
motion of solid rigid particles in a Bingham fluid. Related numerical results have been
reported in Dean, Glowinski and Pan [2003]; however, the method has not been vali-
dated through benchmark tests. Our objective in this chapter is to address the simulation
of particle motions in Bingham fluids, using a slightly modified variant of the DLM/FD
method discussed in Dean, Glowinski and Pan [2003]. Anticipating on Section 30.2, let
us mention that the operator-splitting based time-discretization scheme that we use for our
simulation differs in several aspects from the one in the above reference.

Our numerical method will be applied to the simulation of the sedimentation of a single
and then two spheres in a Bingham fluid contained in a tube. We will compare the computed
drag coefficients with results previously reported in the literature.

30.2. Mathematical and Numerical Modeling

For simplicity, we consider one particle only. We suppose that this particle is a rigid solid
body that occupies at time t the space region P(t) ⊂ � ⊂ R3; we denote by 0 and ∂P(t) the
boundaries of � and P(t), respectively. The region occupied by the fluid is thus �\P(t).

30.2.1. Governing equations
Dimensional governing equations The governing equations comprise the continuity
equation, the combined momentum equations and the constitutive equations. It follows
from, e.g., Glowinski, Pan, Hesla and Joseph [1999], Glowinski [2003, chapter 8] that
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a distributed Lagrange multiplier-based fictitious domain formulation of the combined fluid
and particle momentum equations reads as follows (assuming a no-slip boundary condition
at the interface fluid-particle):

Find {u(t),U(t),ω(t),λP(t)} ∈ (H1(�))3 × R3
× R3

× (H1(P(t)))3, such that for a.e.
t ∈ (0,T)∫

�

[
∂u
∂t
+ (u · ∇)u

]
· v dx−

∫
�

[∇ · (−pI+ τ ] · v dx+ (λP, v)P

= ρf

∫
�

g · v dx, ∀v ∈ (H1
0(�))

3, (30.1)

(
1−

ρf

ρs

)[
M

(
dU
dt
− g

)
· V+

d

dt
(Jω) · θ

]
− (λP,V+ θ × r)P = 0,

∀{V, θ} ∈ R3
× R3, (30.2)

(u− (U+ ω × r),µ)P = 0, ∀µ ∈ (H1(P(t)))3. (30.3)

In (30.1)–(30.3),

• (0,T) (with 0 < T ≤ +∞) is the time interval during which the sedimentation phe-
nomenon is occurring.
• ρf and ρs are, respectively, the fluid density and the density of the solid material the

particle is made of.
• u and p are the fluid velocity and pressure, respectively.
• Following Chapters 1 and 2, the tensor-valued function τ is defined by

τ = 2µD(u)+
√

2 τyλ, (30.4)

with the tensor-valued function λ verifying

λ ∈ (L∞(�))3×3,λ = λt,

λ : D(u) = |D(u)| and |λ(x)| ≤ 1, a.e. in �; (30.5)

in (30.5), | · | denotes the Fröbenius-norm, that is (with obvious notation), ∀T ∈ R3×3,

|T| =
√ ∑

1≤i,j≤3
t2ij.

• g denotes gravity and r =
−−→
G(t)x, with G(t) the center of mass of P(t).

• M, J,U, and ω are, respectively, the mass, inertia tensor, translational velocity, and
angular velocity of the particle; we have thus

dG

dt
= U. (30.6)

• The vector-valued function λP is a Lagrange multiplier vector-valued function defined
over P(t); the role of λP is to force the rigid body motion of the fluid “contained” in
the particle.
• (, ·, )P denotes a scalar product over the space (H1(P(t)))3; several candidates for this

scalar product will be shown in Remark 30.3.
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• We assume that the velocity u verifies the following Dirichlet boundary condition

u(t) = u0(t) on 0 × (0,T), (30.7)

with ∫
0

u0(t) · n d0 = 0,

n being the outward unit normal vector at 0. There is compatibility between the
Dirichlet condition (30.7) and the fact that we took (H1

0(�))
3 as test function space in

(30.1).

Dimensionless governing equations The governing equations can be made dimension-
less by introducing the following scales: Lc for lengths, Uc for the velocity, Lc/Uc for the
time, ρf U2

c for the pressure, and ρf U2
c/Lc for the Lagrange multiplier λP. We will use for

convenience the same notation for the dimensionless quantities and their dimensional coun-
terparts, unless specified otherwise. Because the viscoplastic problem is to be solved using
an orthogonal projection-based algorithm, we will replace (30.5) by an equivalent fixed point
type relation involving a projection operator. The complete set of dimensionless governing
equations reads then as follows:

(1) Combined momentum equations∫
�

[
∂u
∂t
+ (u · ∇)u

]
· v dx =

∫
�

[
−∇p+

1

Re
∇

2u+
√

2
Bn

Re
∇ · λ

]
· v dx

+ (λP, v)P = Fr
∫
�

g
g
· v dx, ∀v ∈ (H1

0(�))
3, (30.8)

(ρr − 1)

[
V∗
(

dU
dt
− Fr

g
g

)
· V+

d

dt
(J∗ω) · θ

]
− (λP,V+ θ × r)P = 0,

∀{V, θ} ∈ R3
× R3, (30.9)

(u− (U+ ω × r),µ)P = 0, ∀µ ∈ (H1(P(t)))3, (30.10)

with g = |g| in (30.8), (30.9).

(2) Weak formulation of the continuity equation∫
�

∇ · u(t)q dx = 0, ∀q ∈ L2(�), a.e. on (0, t). (30.11)

(3) Constitutive equation

λ = P3

[
λ+ r
√

2
Bn

Re
D(u)

]
, ∀r > 0. (30.12)

The above equations have to be completed by a boundary condition such as

u(t) = u0(t) on 0 × (0,T), (30.13)
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and by the following initial conditions

u(0) = u0 in �\P(0), (30.14)

U(0) = U0,ω(0) = ω0,G(0) = G0,P(0) = P0, (30.15)

In (30.8)–(30.12),

• The following dimensionless parameters have been introduced:

The density ratio ρr =
ρs

ρf
. (30.16)

The Reynolds number Re =
ρf UcLc

µ
. (30.17)

The Froude number Fr =
gLc

U2
c
. (30.18)

The Bingham number Bn =
τyLc

µUc
. (30.19)

• P3 denotes the orthogonal projection operator from (L2(�))3×3 onto the closed con-
vex set 3 defined by

3 = {µ|µ ∈ (L2(�))3×3,µ = µt, |µ(x)| ≤ 1, a.e. in �}; (30.20)

we encountered already 3 and P3 in Chapter 2, Section 17.
• The Froude number measures the relative importance of gravity with respect to inertia.
• V∗ and J∗ are the dimensionless particle volume and moment of inertia. One has

V∗ =
M

ρsL3
c
, and for a spherical particle J∗ = J∗I with J∗ =

J

ρsL5
c
.

Actually, For a spherical particle,

V∗ =
4

3
π(a∗)3 and J∗ =

2

5
V∗(a∗)2,

a∗ being, here, the dimensionless radius of the particle.

From now on, only identical spherical particles will be considered in this study. For
this kind of situation, it makes sense to take Lc = d, d being the particle diameter; we
have then a∗ = 0.5. Concerning Uc, different characteristic velocities are adopted depend-
ing on whether the inertial effect is strong or weak; the choice of Uc is discussed just
below:

(1) Velocity scaling in the case of small inertial effect: In the particular case of the settling
of a sphere, if the inertial effect is small one classically takes for characteristic velocity
the Stokes velocity Us of the same sphere settling in an unbounded domain filled with
a Newtonian fluid of identical density and viscosity. Thus, we have

Uc = Us =

4
3πa3(ρs − ρf )

6πaµ
g =

2a2(ρs − ρf )

9µ
g, (30.21)
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a being the sphere radius. Combining (30.21) with (30.16)–(30.18) and Lc = 2a, we
obtain

Fr =
6πa∗

Re(ρr − 1)V∗
=

18

Re(ρr − 1)
. (30.22)

Back to the spherical particle settling with small inertial effect, it follows from, e.g.,
Blackery and Mitsoulis [1997], Liu, Muller and Denn [2002] that the drag coef-
ficient Cs is given by

Cs =
Us

UT
=

1

U∗T
, (30.23)

where UT (resp., U∗T ) denotes the terminal velocity (resp., the dimensionless terminal
velocity).

(2) Velocity scaling in the case of strong inertial effect: Suppose now that the inertial
effect is strong; following Yu, Phan-Tien and Tanner [2004], it is better to define
Uc by

Uc = UI =

√√√√ 4
3πa3(ρs − ρf )g

1
2πa2ρf

=

√
8a

3
(ρr − 1)g, (30.24)

so that the standard drag coefficient, the so-called best number (see Clift, Grace and
Weber [1978]), and the Froude number can be expressed, respectively, by

CD =

4
3πa3(ρs − ρf )g

1
2πa2ρf U2

T

=
U2

c

U2
T

=
1

|U∗T |
2
, (30.25)

ND =
32a3ρ2

f (ρs − ρf )g

3µ2
= Re2, (30.26)

Fr =
1
2πa2

(ρr − 1)V∗
=

3

4(ρr − 1)
; (30.27)

hereafter, UI will be referred to as an inertial velocity.

Remark 30.1. It follows from (1) and (2), just above, that to define Bn and Re we have
chosen as characteristic velocity, Uc defined by either (30.21) or (30.24) (depending of the
flow regime) instead of the terminal settling velocity. To avoid misunderstanding, we express
the Bingham and Reynolds numbers based on the Stokes (resp., inertial) velocity as BnS and
ReS (resp., BnI and ReI). The Bingham and Reynolds numbers BnT and ReT, both based
on the terminal velocity UT, can be obtained from

BnT = Bn/U∗T and ReT = Re U∗T, (30.28)

irrespectively of the definition of Us. We observe that BnS = BnT/Cs = 6τ ∗y , where τ ∗y
is a dimensionless yield stress (defined in Beris, Tsamopoulos, Armstrong and Brown
[1985]).
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Remark 30.2. Irrespectively of the choice made for the characteristic velocity, a main
drawback with the definition (30.17) of the Reynolds number is that it does not account,
explicitly, for the effect of the yield stress. One way to overcome this drawback is to replace
µ in (30.17) by an equivalent (or effective) viscosity involving the effect of the yield stress
(as done in, e.g., Dedegil [1987], and He, Laskowski and Klein [2001]). In particular,
because the drag coefficient, for a steady-settling particle, depends of both BnT and ReT, it
was observed experimentally, in the above two references, that the drag coefficient correlates
well with a modified (or effective) Reynolds numberRem based on the effective viscosity. For
a spherical particle settling in a Bingham fluid, we can define, as follows, a characteristic
shear rate γ̇c, an effective viscosity ηe, and then the modified Reynolds number Rem

γ̇c = k
UT

d
, ηc = µ+

τy

γ̇c
, (30.29)

Rem =
ρf UT d

ηe
=

ReT

1+ BnT
k

=
Re|U∗T |

2

U∗T +
Bn
k

, (30.30)

where k is correction factor for the characteristic shear rate. Here, we take k = 1, as usually
done in practice (see He, Laskowski and Klein [2001]).

Remark 30.3. In the fictitious domain-based equations governing the coupled Bingham
fluid flow and particle motion, we encountered the scalar product (·, ·)P over the space
(H1(P(t)))3. Following Glowinski [2003, chapter 8], a natural choice for the above scalar
product is given by

{v,w} →
∫

P(t)

(v·w+ δ2
∇v : ∇w)dx, ∀v,w ∈ (H1(P(t)))3, (30.31)

where, in (30.31), δ denotes a characteristic distance, such as, for example, the diameter
of the particle. A variant of (30.31), reflecting better the physics of the phenomenon under
consideration, is given by

{v,w} →
∫

P(t)

[v·w+ δ2D(v) : D(w)]dx, ∀v,w ∈ (H1(P(t)))3. (30.32)

Other candidates for (·, ·)P are (with obvious notation):

{v,w} →
∫

∂P(t)

v·wd(∂P(t))+ δ
∫

P(t)

∇v : ∇w dx, ∀v,w ∈ (H1(P(t)))3 (30.33)

and

{v,w} →
∫

∂P(t)

v·wd(∂P(t))+ δ
∫

P(t)

D(v) : D(w)dx,

∀v,w ∈ (H1(P(t)))3. (30.34)
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In Yu, Wachs and Peysson [2006], one has used as scalar product

{v,w} →
∫

P(t)

v · w dx, ∀v,w ∈ (H1(P(t)))3. (30.35)

The choice of scalar product associated with (30.35) makes little sense, at the continuous
level because the space (H1(P(t)))3 is not complete for the norm associated with the above
scalar product. However, it makes sense to use (30.35) as a scalar product on the discrete
analogs of the space (H1(P(t)))3 because these spaces are finite dimensional (a similar com-
ment applies to the approximations of (30.35) obtained by numerical integration).

30.2.2. An operator-splitting-based computational method
Following, e.g., Glowinski, Pan, Hesla and Joseph [1999], Dean, Glowinski and Pan
[2003], Yu, Phan-Tien and Tanner [2004], Yu, Wachs and Peysson [2006], we use a
first-order, operator-splitting scheme for the time discretization of the governing equations
system (30.8)–(30.15). This will allow us to decouple the above system in a sequence of
simpler subproblems of the following types (before space discretization):

(1) Flow subproblems

Find un+1/2
∈ (H1(�))3, pn+1

∈ L2(�), and λn+1
∈ 3, such that∫

�

un+1/2
− un

1t
· v dx+

1

2Re

∫
�

∇(un+1/2
+ un) : ∇v dx

−

∫
�

pn+1
∇ · v dx+

√
2
Bn

Re

∫
�

λn+1 :D(v) dx

=
1

2

∫
�

[(un−1
· ∇)un−1

− 3(un
· ∇)un] · v dx−

∫
Pn

λn
P · v dx

+ Fr
∫
�

g
g
· v dx, ∀v ∈ (H1

0(�))
3, (30.36)

∫
�

q∇ · un+1/2 dx = 0, ∀q ∈ L2(�), (30.37)

λn+1
= P3[λn+1

+ r
√

2
Bn

Re
D(un+1/2)]. (30.38)

(2) Particle motion and fictitious domain subproblems

Find un+1
∈ (H1(�))3, ωn+1

∈ R3,Un+1
∈ R3, and λn+1

P ∈ (H1(Pn))3, such that∫
�

un+1
− un+1/2

1t
· v dx+

∫
Pn

λn+1
P · v dx =

∫
Pn

λn
P · v dx,

∀v ∈ (H1
0(�))

3, (30.39)
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(ρr − 1)

[
V∗
(

Un+1
− Un)

1t
− Fr

g
g

)
· V+ J∗

ωn+1
− ωn

1t
· θ

]
−

∫
Pn

λn+1
P · (V+ θ × r)dx = 0, ∀{V, θ} ∈ R3

× R3, (30.40)

∫
Pn

[un+1
− (Un+1

+ ωn+1
× r)] · µ dx = 0, ∀µ ∈ (H1(Pn))3, (30.41)

Gn+1
− Gn

1t
=

1

2
(Un+1

+ Un). (30.42)

The above relations have to be completed by the initial and boundary conditions (resp.,
the initial conditions) verified by u (resp., G,U, and ω); these conditions are easily
obtained from relations (30.13)–(30.15).

Remark 30.4. As suggested in Yu, Wachs and Peysson [2006], we kept λn
P in (30.36)

and (30.39) in an attempt to reduce the effect of the splitting error when computing the
steady-state solution. This modification of the scheme used in, e.g., Dean, Glowinski and
Pan [2003] allows us to use significantly larger time steps for simulations at low Reynolds
numbers.

The flow problems (30.36)–(30.38) are solved, iteratively, as follows (assuming that all
the quantities are known at tn = n1t):

If n ≥ 1, take λn+1,0
= λn
; take λ1,0

= 0. (30.43)

For k ≥ 0,λn+1,k being known, find un+1/2,k+1
∈ (H1(�))3 and pn+1,k+1

∈ L2(�), such
that ∫

�

un+1/2,k+1
− un

1t
· v dx+

1

2Re

∫
�

∇(un+1/2,k+1
+ un) :∇v dx

−

∫
�

pn+1,k+1
∇ · v dx+

√
2
Bn

Re

∫
�

λn+1,k :D(v) dx

=
1

2

∫
�

[(un−1
· ∇)un−1

− 3(un
· ∇)un] · v dx−

∫
Pn

λn
P · v dx

+ Fr
∫
�

g
g
· v dx, ∀v ∈ (H1

0(�))
3, (30.44)

un+1/2,k+1
= u0((n+ 1)1t) on 0, (30.45)∫

�

q∇ · un+1/2,k+1 dx = 0, ∀q ∈ L2(�), (30.46)

and then compute λn+1,k+1 from

λn+1,k+1
= P3[λn+1,k

+ r
√

2
Bn

Re
D(un+1/2,k+1)]; (30.47)
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as in Chapter 2, Section 16, we use ‖λn+1,k+1
− λn+1,k

‖(L2(�))3×3 ≤ tol as stopping
criterion.

In order to decouple, in (30.36)–(30.38), the Navier–Stokes part from the viscoplastic
one, we follow Dean, Glowinski and Pan [2003]; thus, using further splitting, we substi-
tute to subproblem (30.36)–(30.38) the two following subproblems:

(1) Find un+1/4
∈ (H1(�))3 and pn+1

∈ L2(�) such that∫
�

un+1/4
− un

1t
· v dx+

1

2Re

∫
�

∇(un+1/4
+ un) :∇v dx

−

∫
�

pn+1
∇ · v dx = −

√
2
Bn

Re

∫
�

λn :D(v) dx

+
1

2

∫
�

[(un−1
· ∇)un−1

− 3(un
· ∇)un] · v dx−

∫
Pn

λn
P · v dx

+ Fr
∫
�

g
g
· v dx ∀v ∈ (H1

0(�))
3, (30.48)

un+1/4
= u0((n+ 1)1t) on 0, (30.49)∫

�

q∇ · un+1/4dx = 0, ∀q ∈ L2(�). (30.50)

(2) Find un+1/2
∈ (H1(�))3 and λn+1

∈ 3, such that∫
�

un+1/2
− un+1/4

1t
· v dx+

√
2
Bn

Re

∫
�

λn+1 :D(v) dx

=
√

2
Bn

Re

∫
�

λn :D(v) dx, ∀v ∈ (H1
0(�))

3, (30.51)

un+1/2
= u0((n+ 1)1t) on 0, (30.52)

λn+1
= P3

[
λn+1
+ r
√

2
Bn

Re
D(un+1/2)

]
. (30.53)

To solve the “plasticity” system (30.51)–(30.53), we use the simplified variant of algorithm
(30.43)–(30.46) obtained by eliminating from (30.44) the contributions of viscosity, advec-
tion, incompressibility, and fictitious domain. The “decoupled” scheme (30.48)–(30.53) dif-
fers from the one in Dean, Glowinski and Pan [2003] in that it retains λn

P in (30.48) and
λn in (30.48) and (30.51) and discards the viscous term in the “plasticity” step; the first two
modifications improve the asymptotic consistence of the scheme, reducing thus the splitting
error when computing steady-state solutions.

Remark 30.5. In Chapter 2, Section 17.6, we have shown that the presence of the viscous
diffusion term insures the convergence of the variant of algorithm (30.43)–(30.47) associated
with (30.51)–(30.53), provided that r verifies (after space discretization) the dimensionless
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analog of relation (17.64). Actually, (17.64) shows also that (after space discretization) a
viscous term is not necessary in the “plasticity” equation, provided that r is small enough.
Indeed, our numerical experiments show that there is no difficulty with convergence when
one drops the viscous term from the “plasticity” equation, at least for flows at moderate
Bingham number; throughout this study, we took r = Re

2(Bn)2
. The advantage of dropping

the viscous term is that, after an appropriate space discretization, to obtain un+1/2,k+1
h from

λ
n+1,k
h we have to solve a linear system associated with a diagonal matrix, making, the

solution of this system pretty inexpensive. Regarding the accuracy, we will show that our
“decoupled” scheme is almost as accurate as the “coupled” scheme at low-to-moderate Bing-
ham numbers.

Remark 30.6. The methods we use for the numerical implementation of the schemes
described above have been described in detail in Yu, Wachs and Peysson [2006]. Therefore,
we will only recall the main ingredients of these methods:

(1) Concerning the space discretization, we use a finite-difference-based projection
method on a half-staggered grid to solve the time-discrete Navier–Stokes equations
(30.48)–(30.50), the plasticity multiplier being evaluated at the velocity nodes.

(2) The particle subproblems (30.39)–(30.41) is a linear saddle-point problem. It can be
solved efficiently, using an Uzawa/conjugate gradient algorithm, as in, e.g., Glowin-
ski, Pan, Hesla and Joseph [1999], Glowinski [2003, chapter 8]. To discretize the
Lagrange multiplier λn+1

P associated with the rigid body motion constraint (30.41),
we use here the collocation-element method (CE) advocated in Yu, Phan-Thien, Fan
and Tanner [2002], Yu, Wachs and Peysson [2006]. Because, with the CE method,
the elements do not fit well with the particle boundary, the computed drag coefficient is
not expected to be highly accurate. The reader is referred to Yu, Wachs and Peysson
[2006] for a detailed description of the solution method for the particle subproblems.

Remark 30.7. In this chapter, the particulate flow is always taking place in a rectangu-
lar or cuboı̈d domain. For more complex geometries, such as the tube considered here, an
additional set of Lagrange multipliers is introduced in order to enforce a Dirichlet bound-
ary condition on the physical boundary immersed in the extended domain. The CE method
applies here also (a similar approach has been used in Pan, Glowinski and Hou [2007] to
investigate particle clustering phenomena in a rotating cylinder containing a fluid-particle
mixture).

30.3. Sedimentation of spherical particles in a tube: Numerical results

30.3.1. Sedimentation of a single sphere at low Reynolds numbers
We start our investigations by considering the sedimentation of a sphere settling in a vertical
circular tube of radius 4a along the tube axis. In Fig. 30.1, we have compared (as functions
of time) the computed settling velocities obtained using both the “decoupled” and “coupled”
schemes, assuming that BnS = 0.36 and ρr = 1.1; we suppose that at t = 0, the fluid and
the particle are at rest, the particle being located on the axis of the tube. Figure 30.1 shows
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Fig. 30.1 Settling of a single sphere in a vertical circular tube of radius 4a at BnS = 0.36 and ρr = 1.1:
comparison between the coupled and decoupled schemes.
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Fig. 30.2 Settling of a single sphere in a vertical circular tube of radius 4a at BnS = 1, BnS = 0.36, and
ρr = 1.1: Influence of 1t and h, and comparison with the results in Blackery and Mitsoulis [1997].

that for the two values of the Reynolds number ReS considered here, namely 1 and 10, the
numerical results obtained through both schemes are essentially identical. We note that for
ReS = 10, the effective Reynolds number Rem (see (30.30)) is close to 0.5; this explains
why the corresponding steady-state settling velocity (that is the inverse of the drag coeffi-
cient) is close to the one associated with ReS = 1 (that is Rem = 0.05). For a lower ReS,
the steady-state settling velocity does not change, but the time required to reach this veloc-
ity increases, entailing the use of a smaller time step to avoid possible artificial velocity
overshoot.
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In Fig. 30.2, we have reported the graph of the computed settling velocity, as a function
of time, for ReS = 1, BnS = 0.36, and ρr = 1.1; these results have been obtained for dif-
ferent values of the time-discretization step 1t and of the space-discretization step h. This
figure shows good convergence properties as 1t→ 0; on the other hand, when compared
to the results of Blackery and Mitsoulis [1997], the steady-state velocity for h = 1/4a is
overestimated by about 6%, the accuracy being significantly improved by taking h = 1/8a,
as shown in Fig. 30.2, where some of the results in the above reference have been reported.

The drag coefficient, computed for different values of BnS, has been reported in
Fig. 30.3(a). This figure shows a good agreement with the results in Blackery and Mit-
soulis [1997] for small to moderate values of BnS (BnS < 0.6, typically), but for BnS >

0.7, our drag coefficient is overestimated. According to the results of Beris, Tsamopou-
los, Armstrong and Brown [1985], the sphere does not settle at BnS ≈ 0.858. However,
in our simulations the sphere velocity starts oscillating around zero at BnS ≈ 0.8; decreas-
ing 1t by a large factor and taking h = 1/8a does not change this behavior: it is likely
that decoupling, as we did, viscosity and yield stress affects the computed solutions at high
BnS. Therefore, the method presented here is deemed to be limited to simulations at low
and moderate Bingham numbers BnS (BnS < 0.7, typically) and can not be used to decide
whether the sphere settles or not. Fig. 30.3(b) shows that our results seem to be in better
agreement with those in Blackery and Mitsoulis [1997] if one represents Cs as a function
of BnT.

In Fig. 30.4(a,b), we have visualized, for BnS = 0.36 and 0.529, the steady-state velocity
field and the corresponding yielded (white) and unyielded (black) flow regions. For both
cases, the shape of the yield surface is in qualitative agreement with the one found in
Beris, Tsamopoulos, Armstrong and Brown [1985], Blackery and Mitsoulis [1997],
Liu, Muller and Denn [2002]. Not surprisingly, it was observed that the smoothness of
the yield surface increases as h gets smaller. However, because we use a uniform mesh,
the computational cost may become prohibitive for very small values of h (at least for the
serial work stations that we used when these three-dimensional computations were done
[around 2005/2006]). Indeed, a precise description of the yield surface would require refin-
ing the mesh, locally and dynamically, as the particle moves; this is not easy with the fic-
titious domain method we use. The smallest mesh size we could afford for this problem
was h = a/16, resulting (the computational region being (0, 8a)× (0, 8a)× (0, 12a)) in
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Fig. 30.3 Settling of a single sphere in a vertical circular tube of radius 4a: (a) Drag coefficient versus BnS.
(b) Drag coefficient versus BnT. In (b), the solid line represents the curve fitting the results in Blackery and
Mitsoulis [1997].
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Fig. 30.4 Settling of a single sphere in a vertical circular tube of radius 4a: Visualization of the velocity
field and of the yielded (white) and unyielded (black) regions: (a) BnS = 0.36. (b) BnS = 0.529.

128× 128× 192(≈ 3.15× 106) grid points for the flow velocity. It is worth mentioning
that in our computations, it was decided that a grid point X would belong to the computed
yielded region at t = n1t if |λn

h(X)| ≥ 1− ε. At BnS = 0.529, if one takes ε = 5× 10−3,
one observes a spurious yielded island attached to the boundary of the tube; this spurious
yielded region disappears if one takes ε = 10−3.

Remark 30.8. For those readers who may be disappointed by the performances of the ficti-
tious domain method used here, we would like to mention that one of its main advantages is
the possibility of handling multiple particle situations at a cost which does not depend much
on the number of particles.

30.3.2. Sedimentation of a single sphere at moderate Reynolds numbers
We consider now the sedimentation of a sphere settling in a vertical circular tube of radius
4a along the tube axis, at moderate Reynolds numbers. In Fig. 30.5, we have visualized, for
ReI = 100, 200, and 400, the computed drag coefficient CD as a function of the Bingham
number BnI (Fig. 30.5(a)) and of the effective Reynolds number Rem (Fig. 30.5(b)). Figure
30.5(b) confirms the good correlation between CD andRem. Actually, our results show also
that we can improve the above correlation by assuming that the shear-rate coefficient k in
relation (30.30) is an increasing function of the Reynolds numberReI (this is consistent with
the analysis in He, Laskowski and Klein [2001]). The reason for this behavior is that the
thickness of the boundary layer decreases as the Reynolds number increases, corresponding
to a higher effective shear rate.
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Fig. 30.5 Settling of a single sphere in a vertical circular tube of radius 4a: (a) CD versus BnI. (b) CD versus
Rem.
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Fig. 30.6 Settling of a single sphere in a vertical circular tube of radius 4a at moderate Reynolds number
(ReI = 400): Steady-state velocity field and yielded and unyielded regions at BnI = 4 (Fig. 30.6(a)) and
BnI = 11 (Fig. 30.6(b)).

The steady state velocity and the yielded and unyielded regions have been visualized
in Fig. 30.6, for ReI = 400 and BnI = 4 (Fig. 30.6(a)), and for ReI = 400 and BnI = 11
(Fig. 30.6(b)). For BnI = 4, the effective Reynolds number Rem is 63.5; thus, the inertial
effect is strong and the wake structure pretty large as shown in Fig. 30.6(a). For BnI = 11,
Rem decreases to 2.64, the velocity field and yield surface being reminiscent of those in
Fig. 30.4(b).
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30.3.3. Hydrodynamic interaction between two spheres at low Reynolds numbers
The second test problem that we consider concerns the dynamic interaction between two
identical spheres translating along the axis of a vertical circular tube at low Reynolds num-
bers. In Fig. 30.7, we have reported the variation, as a function of the separating (scaled)
distance, of the normalized drag coefficient Cs/Cs,single when the two spheres settle in a
tube whose radius is either 4a or 8a (here, Cs,single denotes the drag coefficient of a sin-
gle sphere settling in the same tube). At low Reynolds numbers, the two spheres fall faster
than a single one, due to hydrodynamic interaction, but they do not approach one another.
From Fig. 30.7, the relative increase in the velocity is more pronounced for the Bingham
fluid than for the corresponding Newtonian one. This seems to contradict Liu, Muller and
Denn [2003], who observed larger Cs/Cs,single for the Bingham fluid than for the Newto-
nian one. The reason for this discrepancy is easy to explain: we fixed BnS (at 0.36) in our
dynamical simulations, whereas it is BnT which is fixed in the static simulations reported in
Liu, Muller and Denn [2003]. Indeed, for our simulations at fixed BnS, as the separating
distance decreases, the velocity increases, implying in turn that BnT decreases (remember
that BnT = BnS/U∗T ); thus the decrease of Cs/Cs,single that we observe is more pronounced
than in Liu, Muller and Denn [2003].

In Fig. 30.8, we have visualized the velocity field and the yielded and unyielded flow
regions for two spheres settling in a tube of radius 8a, assuming that the separating distance is
L = 5a. The yield surfaces are in qualitative agreement with those reported in Liu, Muller
and Denn [2003].

In Liu, Muller and Denn [2003], a slight drag reduction was observed, atBnT = 340.7,
for two spheres getting closer, compared with a single sphere. This result is a priori sur-
prising and will be investigated using our methodology. For simplicity, we take both the
Reynolds number and1t very small, so that a quasi steady-state can be reached very quickly.
For validation purposes, two meshes have been used (corresponding to h = a/8 and h =
a/16) to compute the normalized drag coefficient Cs/Cs,single at BnS = 0.36 (viscoplastic)
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Fig. 30.7 Settling of two identical spheres in a vertical circular tube at low Reynolds number and for various
radii: normalized drag coefficient versus the separating distance (for the Bingham case, BnS = 0.36). Here,
L is the distance between the centers of the two spheres.
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Fig. 30.8 Settling of two identical spheres in a vertical circular tube of radius 8a at low Reynolds number
ReS and for BnS = 0.36: steady-state velocity field and yielded (white) and unyielded (black) regions.

and BnS = 0 (Newtonian). For a single settling sphere, the drag coefficients computed with
the two meshes agree within 1%; for each mesh, the normalized drag coefficients to be
discussed below are based on the corresponding computed Cs,single. In Fig. 30.9, we have
reported, as functions of the (scaled) separating distance (L− 2a)/a, the computed values
of Cs/Cs,single, for h = a/8 and a/16 and different values of BnS (including BnS = 0, which
corresponds to a Newtonian fluid). The agreement between the results obtained with the two
different meshes, when the gap is of the order of a, is quite satisfactory. Clearly, as the gap
distance between the spheres decreases the agreement deteriorates, but the maximum rela-
tive difference is less than 10% when the gap is 0.2a, a distance comparable with the mesh
size; for a fictitious domain method using a uniform mesh, such a level of accuracy is satis-
factory. From Fig. 30.9, we see that for a Newtonian fluid, the normalized drag coefficient
increases monotonically as the gap decreases; however, for a Bingham fluid, the normalized
drag coefficient first decreases as the gap decreases below the first critical distance dc1 (dc1

is related to the size of the unyielded region for a single sphere), and then start increasing
and exceeds one as the gap decreases below the second critical distance dc2). The existence
of dc1 is easily understood, considering that there is no hydrodynamic interaction if the two
spheres are located sufficiently far away from each other, so that their respective unyielded
regions are disconnected. From Fig. 30.9, we observe also that if the gap distance between
the particles is 2d then Cs ≈ Cs,single at BnS = 0.529, while Cs is (slightly) smaller than
Cs,single if BnS = 0.36; these results are consistent with the sizes of the unyielded regions
shown in Fig. 30.4.

The already mentioned drag reduction observed in Liu, Muller and Denn [2003] was
corresponding to Cs/Cs,single = 0.94 at the gap distance 0.5a, for BnT = 340.7; however,
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Fig. 30.9 Interaction of two identical spheres settling in a vertical circular tube of radius 4a at low Reynolds
number: variation of the normalized drag coefficient Cs/Cs,single versus the scaled distance between the two
spheres (Cs,single denotes the drag coefficient of a single sphere settling in the same tube).

the existence of the second critical distance dc2 was not reported in the above reference.
Actually, Fig. 30.9 suggests that dc2 is a decreasing function of BnS, taking a value close to
0.48a at BnS = 0.529 (which corresponds to BnT = 8.02); thus, for BnT = 340.7, dc2 has to
be much smaller than 0.48a, explaining why it was overlooked in Liu, Muller and Denn
[2003], since in the above publication, there is no investigation of the particle interaction for
gap distance less than 0.5a. Just below, we are going to attempt giving an explanation of the
type of interaction we observe for small values of the gap distance.

For a moving sphere, we can assume that the region surrounding it is yielded. Hence, the
drag on the sphere, denoted by Fz here, is given by

Fz =

∫
∂P(t)

(
−pI+ 2µD+ τy

D
‖D‖

)
n · ezd(∂P(t)), (30.54)

where ez is the unit vector of the vertical direction and n is the outward unit normal vector
on the surface of the particle. We can split the drag force into a lubrication part and a plastic
part as follows:

Fz = Fl + Fp (30.55)

Fl =

∫
∂P(t)

(−pI+ 2µD)n · ezd(∂P(t)), (30.56)

Fp =

∫
∂P(t)

τy
D
‖D‖

n · ezd(∂P(t)). (30.57)

Here, we define Fl as the lubrication drag because we consider a squeezing flow for which Fl
increases as the gap distance decreases and eventually dominates the total drag force at very
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small gap distance. For the plastic drag Fp, we can define the plastic viscosity as µp =
τy

2‖D‖ .
Clearly, the plastic viscosity exhibits a shear-thinning property. Indeed, in Liu, Muller and
Denn [2003], one explains the drag reduction by the fact that the two sphere interaction
causes a decrease of the local viscosity through the shear-thinning property of the Bingham
material. However, it is our point of view that this explanation of the drag reduction in terms
of the viscosity alone is not sufficient, because it may happen that the plastic stress is not
shear-thinning, as is the case for a pure shear or an extensional flow. However, for a complex
flow, it is possible that the term D

‖D‖n · ez decreases as the magnitude of the shear-rate ‖D‖
increases. Indeed, our results and those in Liu, Muller and Denn [2003] seem to show
that the plastic force is shear-thinning and dominates the drag force, before the repulsive
lubrication prevails when the two spheres are sufficiently close.

Actually, experimental data would be needed in order to clarify if the drag reduction
observed through numerical simulation takes place for real-life viscoplastic materials, or
is just a consequence of the limitations of the Bingham model. In the case of approaching
spheres, it will be relatively easy to do experiments with fixed approaching velocity (that
is, fixed BnT). Moreover, considering that a convenient experiment can also be done for
a sphere approaching a horizontal bottom wall under the effect of gravity, we investigated
this situation numerically considering both slip and no-slip boundary conditions at the wall.
The normalized drag coefficient at BnS = 0.36 have been plotted on Fig. 30.10 (indeed, the
problem of two approaching spheres is very close to the one of a single sphere approaching a
horizontal bottom wall with free-slip boundary condition). Figure 30.10 shows that no drag
reduction (resp., that drag reduction) takes place with the no-slip (resp., free-slip) boundary
condition. The no-slip boundary condition related result is understandable because the repul-
sive lubrication force is significantly higher than for a free-slip wall. The flow fields and the
yielded and unyielded regions have been visualized on Fig. 30.11; the above figure shows
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Fig. 30.10 Normalized drag coefficient versus scaled gap distance for a single sphere approaching a hori-
zontal bottom wall in a vertical circular tube of radius 4a at low Reynolds number and BnS = 0.36: the upper
(resp., lower) curve corresponds to the no-slip (resp., free-slip) wall.
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Fig. 30.11 Visualization of the velocity field and of the yielded (white) and unyielded (black) flow regions
for a single sphere approaching a horizontal bottom wall in a vertical circular tube of radius 4a at low Reynolds
number and BnS = 0.36: (a) Free-slip wall. (b) No-slip wall.

that the flow fields near the particle boundary are very similar for both cases we considered,
suggesting that for the no-slip case, the disappearance of the drag reduction results from
the predominance of the lubrication forces over the plastic ones during the entire approach.
The drag reduction was not observed at BnS = 0.529 for either the no-slip or the free-slip
boundary condition (we do not exclude that the drag reduction may occur at large Bing-
ham numbers, but if this happens, the drag reduction being less pronounced is more diffi-
cult to observe (through numerical simulation) that in the case of two approaching spheres.
Fig. 30.11 shows also that the yielded region associated with the no-slip wall is smaller than
the free-slip one (this has to do with the fact that BnT is larger for the no-slip wall).

30.4. Some remarks on the dynamical simulation of particle sedimentation
in a Bingham fluid

In the earlier sections, we have discussed the application of a fictitious domain method to the
numerical simulation, through an unsteady model, of the motion of particles in a Bingham
viscoplastic fluid at moderate Bingham numbers. The methodology we used relies on pre-
vious work of the first author and various collaborators, particularly concerning the system-
atic use of operator-splitting to simplify computations. However, in the present article, we
used other space-time discretization schemes to treat the governing equations. For space dis-
cretization, we use a finite-difference method and a collocation-element method to enforce
the rigid body motion inside the particles. Concerning the time discretization, we used an
operator-splitting method in order to decouple the Navier–Stokes, plasticity, and rigid body
motion parts. A significant difference with previous splitting schemes (like the ones used
in Chapter 2, Section 17, and Dean, Glowinski and Pan [2003]) is that the plasticity and
rigid body motion multipliers are retained in the Navier–Stokes step, in order to reduce the
splitting error (and allow, therefore, larger 1t). The present study shows also that it is not
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necessary to keep a viscous term in the plasticity step, although this may help for flow at
large Bingham numbers.

We applied our computational methods to the sedimentation of spherical particles in a
tube filled with a Bingham fluid. In the case of a single sphere, the computed drag coefficients
are in good agreement with those reported in the literature. The fact that we use a fixed mesh
makes it difficult for the precise determination of the yield surface. Moreover, the computed
yield surface may be a very sensitive function of the small value parameters used as stopping
criteria for the various iterative methods we use or used as threshold to identify the yielded
and unyielded regions. Our results show that the drag coefficient for a single sphere settling
in a Bingham fluid at nonzero Reynolds numbers can be well correlated with an effective
Reynolds number. For two approaching spheres, there exists a critical separation distance
above which a drag reduction is observed (as shown in Liu, Muller and Denn [2003]) and
below which a drag-enhancement takes place. It seems, however, that the drag reduction
does not take place for a sphere falling toward a solid wall at the relatively low Bingham
numbers that we considered (if we assume a no-slip boundary condition at the wall). This
behavior can be explained by the competition between a shear-thinning plastic force and a
repulsive lubrication force acting on the sphere.

A main drawback of our approach is that it can not be applied to the simulation of those
high Bingham number flows where the primary interest is to know if the particles settle in
finite time. The method is clearly not as accurate as a boundary-fitted one, but it is more
efficient, making possible the direct simulation, on a standard Linux workstation, of the
sedimentation of thousand of spherical particles in a Bingham fluid.

31. Further comments on distributed Lagrange multiplier/fictitious domain
methods for Bingham fluid flow

In this chapter, we have combined multipliers (Lagrange’s and others) based methods with
fictitious domains to address the simulation of viscoplastic flows with fixed or solid mov-
ing boundaries. These two components of our methodology rely on multipliers. Indeed, in
Section 29, we used an augmented Lagrangian approach to investigate the uniaxial flow
of a Bingham fluid in a duct with eccentric annular cross-section, while in Section 30, we
combined operator-splitting with a multiplier-based projection method to investigate the
sedimentation of spherical particles in a vertical tube filled with a Bingham fluid.

Both approaches provide accurate computed solutions at low-to-moderate Bingham num-
bers. Actually, with the approach investigated in Section 29, there is no limit on the Bing-
ham numbers which can be considered, implying that the flow cessation or a complete
no-flow situation can be simulated, which is not the case with the methods discussed in
Section 30. Actually, the above drawback of the methods of Section 30 stems from the use
of an operator-splitting-based time discretization of the governing equations. This may be of
concern for some important industrial applications.

The ability of the methods of Section 29 to handle any Bingham number (from 0 to
complete no-flow situations) stems from the fully coupled (or monolithic) feature of the
solution algorithm. However, this advantage has a cost because for each position of the
eccentric inner cylinder, the velocity augmented matrix has to be updated and Cholesky
factorized. This may become very costly if the fictitious domain changes constantly with
time, as is the case for moving particles. This suggests investigating a fully coupled approach
for the simulation of particle sedimentation in a Bingham fluid. If we keep a projection
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technique to handle the plasticity multiplier λ, such a monolithic scheme (a fully coupled
variant of the method discussed in Section 30) is described just below.

• Time loop tn+1
= tn + n1t, n ≥ 0:

– Initialization: u0,n+1
= un, p0,n+1

= pn,U0,n+1
= Un,ω0,n+1

= ωn,λ
0,n+1
P = λn

P
and λ0,n+1

= λn.
– For k ≥ 0:

� Solve the following Stokes/fictitious domain problem: Find uk+1,n+1
∈

(H1(�))3, pk+1,n+1
∈ L2(�), Uk+1,n+1

∈ R3, ωk+1,n+1
∈ R3 and λk+1,n+1

P ∈

(H1(Pn))3 such that

ρf

∫
�

uk+1,n+1
− un

1t
· v dx+ µ

∫
�

∇uk+1,n+1
· ∇v dx

−

∫
�

pk+1,n+1
∇ · v dx+

∫
Pn

λ
k+1,n+1
P · v dx

= −ρf

∫
�

(un
· ∇)un

· v dx−
√

2 τy

∫
�

λk,n+1 :D(v) dx

+ ρf

∫
�

g · v dx, ∀v ∈ (H1
0(�))

3, (31.1)

∫
�

∇ · uk+1,n+1q dx = 0, ∀q ∈ L2(�), (31.2)

uk+1,n+1
= u0(tn+1) on 0, (31.3)(

1−
ρf

ρs

)[
M

(
Uk+1,n+1

− Un

1t
− g

)
· V+ J

(
ωk+1,n+1

− ωn

1t

)
· θ

]
−

∫
Pn

λ
k+1,n+1
P · (V+ θ × r)dx = 0, ∀{V, θ} ∈ R3

× R3, (31.4)

∫
Pn

[uk+1,n+1
− (Uk+1,n+1

+ ωk+1,n+1
× r)] · µ dx = 0,

∀µ ∈ (H1(Pn))3. (31.5)

� Update the tensor-valued plasticity multiplier by

λk+1,n+1
= P3[λk,n+1

+ r
√

2 τyD(uk+1,n+1)]. (31.6)

� Convergence if

‖λn+1,k+1
− λn+1,k

‖(L2(�))3×3 ≤ tol. (31.7)

– Set: un+1
= uk+1,n+1, pn+1

= pk+1,n+1,Un+1
= Uk+1,n+1, ωn+1

= ωk+1,n+1,
λn+1

P = λ
k+1,n+1
P and λn+1

= λk+1,n+1.

• END
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From a computational point of view, the costly part of algorithms (31.1)–(31.6) is the solu-
tion of the finite dimensional analog of system (31.1)–(31.5) obtained by finite-element or
finite-difference space discretization. We are convinced that the multilevel methods dis-
cussed in, e.g., Xu [2009] (see also the references therein) are well suited to the solution
of such problems.
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d’écoulements non-isothermes de fluides viscoélastiques, Ph.D. Dissertation (Institut National Poly-
technique de Grenoble, Grenoble, France).

Wachs, A. (2007). Numerical simulation of steady Bingham flow through an eccentric annular cross-
section by distributed Lagrange multiplier/fictitious domain and augmented Lagrangian methods.
J. NonNewton. Fluid Mech. 142 (1–3), 183–198.

Walton, I.C., Bittleston, S.H. (1991). The axial flow of a Bingham fluid in a narrow eccentric annulus.
J. Fluid Mech. 222, 39–60.

Wang, Y., Hutter, K. (2001). Comparisons of numerical methods with respect to convectively dominated
problems. Int. J. Numer. Methods Fluids 37, 721–745.

Wardaugh, L.T., Boger, D.V. (1987). Measurement of the unique flow properties of waxy crude oils.
Chem. Eng. Res. Des. 65, 73–83.

Wardaugh, L.T., Boger, (1991). Flow characteristics of waxy crude oils: application to pipeline design.
AIChE 37 (6), 871–885.

Wardaugh, L.T., Boger, D.V., Tonner, S.P. (1988). Rheology of waxy crude oils. In: Proceedings of the
International Meeting on Petroleum Engineering, 1-4 November 1988, (Tianjin, China), Paper 17625,
pp. 803–810.

Xu, J. (2009). Optimal algorithms for discretized partial differential equations. In: Jeltsch, R., Wanner, G.
(eds.), ICIAM 07, 6th International Congress on Industrial and Applied Mathematics, Zürich, Switzer-
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1. Introduction

Electrorheological fluids are concentrated suspensions of electrically polarizable particles of
small size in the range of micrometers in nonconducting or semiconducting liquids such as
silicone oils. Under the influence of an outer electric field, the particles form chains along
the field lines followed by a coalescence of the chains into columns in the plane orthogo-
nal to the field due to short-ranged potentials arising from charge-density fluctuations. The
formation of the chains is a process that happens in milliseconds, whereas the aggregation
to columns occurs on a timescale that is larger by an order of magnitude. On a macroscopic
scale, the chainlike and columnar structures have a significant impact on the rheological
properties of the suspensions. In particular, the viscosity increases rapidly with increasing
electric field strength in the direction perpendicular to the field. The fluid experiences a
phase transition to a viscoplastic state, and the flow shows a pronounced anisotropic behav-
ior. Under the influence of large stresses, the columns break into continuously fragmenting
and aggregating volatile structures, which tilt away from strict field alignment. As a result,
the viscosity decreases and the fluid flow behaves less anisotropic. The electrorheological
effect is reversible, i.e., the viscosity decreases for decreasing electric field strength such
that for vanishing field strength the fluid behaves again like a Newtonian one. The fast
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response to an outer electric field and the reversibility of the effect make electrorheologi-
cal fluids particularly attractive for all technical applications, which require a controllable
power transmission.

Although the discovery of the electrorheological effect is credited to Winslo [1947] (cf.
also Winslow [1949, 1962]), it has already been observed experimentally by Priestley
[1769] during the second half of the eighteenth century and by Duff [1896], Quinke [1897]
at the end of the nineteenth century. However, Winslow was the first scientist who conducted
quantitative experiments on suspensions of silica gel particles in oils of low viscosity. He
reported fibration parallel to the electric field with a solid-like behavior of the suspension
at field strengths larger than 3 kV/mm. In his experiments, he also observed that the yield
stress, i.e., when the shear stress is proportional to the shear rate, is proportional to the square
of the electric field strength.

Winslow’s work did not immediately launch tremendous research activities in the area
of electrorheological fluids. In fact, it took roughly 20 to 30 more years when the availabil-
ity of modern, high-resolution measurement technology on one hand and more advanced
and powerful computing facilities on the other hand enabled researchers to conduct detailed
experimental studies and to perform extensive numerical simulations (see Block and Kelly
[1988], Block, Kelly, Qin and Watson [1990], Böse [1998], Böse and Trendler [2001],
Clercx and Bossis [1993], Conrad, Sprecher, Choi and Chen [1991], Deinega and
Vinogradov [1984], Gast and Zukoski [1989], Hanaoka, Murakumo, Anzai and Saku-
rai [2002], Inoue and Maniwa [1995], Khusid and Acrivos [1995], Kimura et al.
[1998], Klass and Martinek [1967a,b], Klingenberg, Van Swol and Zukoski [1989],
Klingenberg and Zukoski [1990], Lemaire, Grasselli and Bossis [1992], Marshall,
Zukoski and Goodwin [1989], Mokeev, Korobko and Vedernikova [1992], Rhee, Park,
Yamane and Oshima [2003], Shulman and Nosov [1985], Stangroom [1977, 1983],
Stanway, Sproston and Stevens [1987], Tao and Sun [1991b], Vorobeva, Vlodav-
ets and Zubov [1969], Wen, Huang, Yang, Lu and Sheng [2003], Whittle [1990],
Yu and Wan [2000], and Zhao, Gao and Gao [2002]). The experimental work focused
on the creation of the chainlike and columnar structures (see Klingenberg and Zukoski
[1990], Martin and Anderson [1996], Martin, Anderson and Tigges [1998a], and Qi
and Wen [2002]) (cf. Fig. 1.1 (left)) up to the formation of sheets (cf. Fig. 1.1 (right)) and
body-centered tetragonal crystal lattices (see Dassanayake, Fraden and Van Blaaderen
[2000]) (cf. Fig. 1.2) as well as on the dynamics of the process (cf., e.g., Adolf and
Garino [1995], Foulc, Atten and Bossis [1996], Klingenberg [1998], Klingenberg
and Zukoski [1990], Klingenberg, Ulicny and Smith [2005], Martin, Odinek, Halsey
and Kamien [1998b], Von Pfeil, Graham, Klingenberg and Morris [2002], Tam et al.
[1997], Ugaz, Majors and Miksad [1994], Whittle, Atkin and Bullough [1999], and
Zhao and Gao [2001]). The measurements have been performed using, e.g., confocal
scanning laser microscopy (Dassanayake, Fraden and Van Blaaderen [2000]), two-
dimensional light scattering techniques (Martin, Odinek, Halsey and Kamien [1998b]),
and nuclear magnetic resonance imaging (Ugaz, Majors and Miksad [1994]).

The potential industrial applicability of electrorheological fluids in automotive applica-
tions (Bayer and Carl Schenck [1998], Butz and Stryk [2001], Coulter, Weiss and
Carlson [1993], Filisko [1995], Garg and Anderson [2003], Gavin [2001], Gavin, Han-
son and Filisko [1996a,b], Hartsock, Novak and Chaundy [1991], Hoppe, Mazuke-
vich, Von Stryk and Rettig [2000], Janocha, Rech and Boelter [1996], Lord [1996],
Peel, Stanway and Bullough [1996], Sims, Stanway, Peel, Bullough and John-
son [1999], Stanway, Sproston and El-Wahed [1996], Weyenberg, Pialet and Petek
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Fig. 1.1 Formation of chains aligned with the field (left) and aggregation to sheets (right).
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Fig. 1.2 Body-centered tetragonal crystal lattice in the xy-plane (left) and the xz-plane (right).

[1996], and Zhao, Liu, Tang, Yin and Luo [2005]), aerospace applications (Berg and
Wellstead [1998], Lou, Ervin and Filisko [2001], and Wereley, Snyder, Krishnan
and Sieg [2001]), food processing (Daubert, Steffe and Srivastava [1998]), geophysics
(Makris [1999], and Xu, Qu and Ko [2000]), life sciences (Klein et al. [2004], Liu, David-
son and Taylor [2005], Mavroidis, Bar-Cohen and Bouzit [2001], Monkmann et al.
[2003a,b], and Takashima and Schwan [1985]), manufacturing (Kim, Lee and Kim [2003]),
military applications (Defense Update [2004]), and nondestructive testing (Mavroidis
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[2002]) caused the US Department of Energy to issue a research assessment of electrorhe-
ological fluids (Doe [1993]) and popular scientific journals such as Science and Nature to
publish overview articles (Halsey [1992], and Whittle and Bullough [1992]). Further
references covering various aspects of experimental work, modeling efforts, and applica-
tions of electrorheological fluids can be found in Bossis [2002], Hao [2001], and Tao and
Roy [1995].

The experimental work was always accompanied by the development of physically con-
sistent, mathematical models, their analysis, numerical simulations, and model validations
on the basis of available data from measurements and simulations. Roughly speaking, one
has to distinguish between microstructural models, which combine electrostatics (see Jones
[1995]), microhydrodynamics (cf. Kim and Karrila [1991]), and liquid-state theory (see
Caccano, Steel and Hansen [1999]; cf. also Larson [1999], and Lukaszewicz [1999]),
and macroscopic models based on continuum field theories (cf., e.g., Rajagopal and Trues-
dell [2000], Truesdell and Noll [1965], and Truesdell and Toupin [1960]).

The simplest microscale models assume the electrorheological fluids to consist of
monodisperse, neutrally buoyant hard dielectric spheres dispersed in a Newtonian contin-
uous phase thus neglecting small conductivities in both phases, ionic impurities in the con-
tinuous phase, and triboelectric effects. Idealized electrostatic polarization methods obtain
the electrostatic potential via Laplace’s equation and compute the motion of the particles by
Newton’s equation, which requires the proper specification of the total force exerted on a
particle by taking into account the interparticle forces. Since the exact solution is unavail-
able and the computation of all possible interparticle forces is cumbersome, the system is
simplified by the point-dipole approximation (see Jones [1995], Kim and Klingenberg
[1997], Parthasarathy and Klingenberg [1996], and Von Pfeil and Klingenberg
[2004]) assuming that two spheres of the same size do not change their charge distribu-
tions. The resulting force equation only depends on the distance of the particles, the angle
between them, the particle size, and the properties of the induced electric field. The results
of the model differ by an order of magnitude from experimentally available data, since
the dipole moment of the particles enhances the polarization. This has been accounted for
in Parthasarathy and Klingenberg [1996] by a modified point-dipole approximation
and by providing multipole models (see Conrad, Sprecher, Choi and Chen [1991], and
Clercx and Bossis [1993]), which are based on several electric field equations (up to four),
whereas the particle interaction is performed for an N particle cluster allowing the consid-
eration of particles in lattice structures such as body-centered tetragonal crystal lattices. The
dipole-induced dipole model in Yu and Wan [2000] represents a further development of the
multipole models in so far as it admits spheres of different sizes. Maxwell–Wagner polar-
ization due to accumulated charges between the interface of the particles and the continuous
phase has been incorporated in Parthasarathy and Klingenberg [1996] by assuming a
point dipole model for this interfacial polarization. The Maxwell–Wagner model in Khusid
and Acrivos [1995] further acknowledges effects of the disturbance field between particles.
Microstructural models based on energy-type methods have been derived in Bonnecaze
and Brady [1992a,b]. They take into account hydrodynamic and electrostatic particle inter-
actions using Stokesian dynamics and a model for the electrostatic energy. The latter one
is determined from the capacitance matrix of the suspension. The models allow simulations
of monolayers of particles for a wide range of the ratio of viscous to electrostatic forces
as described by the Mason number. The macroscopic rheology can be deduced from the
simulations. In accordance with experimental results, it shows that for large electric field
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strengths, there is a pronounced Bingham-type behavior of the suspension with a dynamic
yield stress that can be related to jumps in the electrostatic energy. Numerical simulations
based on microscale models are typically of molecular dynamics type (cf., e.g., Hu and
Chen [1998], Melrose [1992], Melrose and Hayes [1993], Tao and Sun [1991a], and
Zhao and Gao [2001]) using methodologies from Allen and Tildesley [1983].

The microstructural features of electrorheological fluids have been used to derive
models for a description of the macroscopic properties (cf. e.g., Klingenberg [1993],
Parthasarathy, Ahn, Belongia and Klingenberg [1994], Parthasarathy and
Klingenberg [1995a,b, 1999], See [1999, 2000], Vernescu [2002], Von Pfeil, Graham,
Klingenberg and Morris [2003], and Wang and Xiao [2003]). On the other hand, macro-
scopic models have been obtained by phenomenological approaches within the framework
of mixture theory (see Rajagopal [1996] and Rajagopal, Yalamanchili and Wineman
[1994]) and classical continuum mechanics (we refer to Atkin, Shi and Bullough [1991]
as one of the first attempts in this direction (cf. also Atkin, Shi and Bullough [1999])).
Since electrorheological fluids exhibit a non-Newtonian flow behavior, significant efforts
have been devoted to the derivation of appropriate constitutive equations relating the stress
tensor to the rate of deformation tensor by taking into account the influence of the electric
field. We mention the pioneering work by Rajagopal and Wineman [1992, 1995] (see also
Engelmann, Hiptmair, Hoppe and Mazurkevich [2000]) and the systematic treatment
by Ruzicka [2000] providing a constitutive equation of power law type (see also Busuioc
and Cioranescu [2003], Eckart [2000], and Rajagopal and Ruzicka [2001]). Other
continuum-based approaches try to incorporate microscale and mesoscale effects by using
internal variables (Drouot, Napoli and Racineux [2002]), transverse isotropy (Brunn
and Abu-Jdayil [1998, 2004]), polar theory (Eckart and Sadiki [2001]), and more general
rate-type models (Sadiki and Balan [2003]). In this contribution, we will adopt the consti-
tutive laws that have been suggested, analyzed, and validated in Hoppe and Litvinov [2004]
and Litvinov and Hoppe [2005] for isothermal and nonisothermal electrorheological fluid
flows, which take into account the orientation of the velocity field of the flow with respect
to the outer electric field.

The content of this chapter is as follows: In Section 2, we are concerned with the balance
equations and constitutive laws for isothermal and nonisothermal electrorheological fluid
flows and with the existence and/or uniqueness of solutions. In Section 3, we deal with
numerical methods both for steady and time-dependent fluid flows. Finally, in Section 4, we
present numerical simulation results for some selected electrorheological devices and also
briefly address optimal design issues.

2. Mathematical models for electrorheological fluid flows

In this section, we study balance equations and constitutive laws for isothermal and
non-isothermal electrorheological fluid flows. After a general presentation in Section 2.1,
in Section 2.2, we consider stationary isothermal fluid flows based on the extended
Bingham-type models from Hoppe and Litvinov [2004]. In particular, we shall be
concerned with the existence and/or uniqueness results for a regularized version in 2.2.1
and for the nonregularized model in 2.2.2. In Section 2.3, we deal with time-dependent
problems, whereas Section 2.4 and 2.5 are devoted to the derivation of model equations
for nonisothermal fluid flows and the discussion of the existence of solutions following
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the approach in Litvinov and Hoppe [2005]. We refer to Duvaut and Lions [1976],
Galdi [1994], Glowinski [2004], Ladyzhenskaya [1969], Temam [1979] for general
aspects related to the mathematical modeling, the analysis, and the numerical solution of
fluid mechanical problems and to Litvinov [2000] for a general treatment of optimization
problems for nonlinear viscous fluids.

2.1. Balance equations and constitutive laws for isothermal fluid flows

We consider isothermal incompressible electrorheological fluid flows in Q := �×
(0,T),T ∈ R+, where � is supposed to be a bounded Lipschitz domain in Rd, d = 2 or
d = 3. We denote by u(x, t) = (u1(x, t), . . . , ud(x, t))T , (x, t) ∈ Q̄, and p(x, t), (x, t) ∈ Q,
the velocity of the fluid and the pressure, whereas E(x, t) = (E1(x, t), . . . ,Ed(x, t))T , (x, t) ∈
Q̄, stands for the electric field. We use the notation ut := ∂u/∂t for the partial derivative of u
with respect to time. Then, referring to ρ ∈ R+ as the density of the fluid, to f : Q→ Rd as a
forcing term, and to σ = σ(u, p,E) as the stress tensor, the balance equations (conservation
of mass and momentum) are given by

ρ (ut + (u · ∇)u)−∇ · σ = f in Q, (2.1a)

∇ · u = 0 in Q, (2.1b)

which have to be complemented by properly specified initial and boundary conditions and a
constitutive law relating the stress tensor σ to the independent variables u, p, and E.

Neglecting magnetic fields, the electric field can be considered quasi-static so that for
each t ∈ [0,T], the field E(·, t) can be computed by E(·, t) = −∇ψ(·, t) as the gradient of
an electric potential ψ(·, t) satisfying Laplace’s equation

∇ · (ε∇ψ(·, t)) = 0 in �, (2.2)

which also has to be complemented by appropriate boundary conditions. Here, ε stands for
the dielectric permittivity.

For the discussion of the constitutive law, we further denote by

ε(u) =
1

2

(
∇u+ (∇u)T

)
(2.3)

the rate of deformation tensor (linearized strain tensor) and by

I(u) = ‖ε(u)‖2F (2.4)

the second invariant of the rate of deformation tensor, where ‖ · ‖F stands for the Frobenius
norm. For shear flows, we refer to τ = τ(u,E) as the shear stress, which is a field-dependent
function of the shear rate

γ = (2−1I(u))1/2. (2.5)

In case of flow modes such as Couette flow or Poiseuille flow, where the electric field is
perpendicular to the fluid velocity, constitutive equations of the form

σ = −pI + 2ϕ(I(u), |E|) ε(u) (2.6)
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have been widely used. Here, ϕ : R+ × R+ → R stands for a viscosity function depending
on the second invariant of the rate of deformation tensor and the electric field strength.

The most commonly used constitutive law for simple flow modes is that of a
Bingham-type fluid Atkin, Shi and Bullough [1991], Filisko [1995], Parthasarathy
and Klingenberg [1996], Rhee, Park, Yamane and Oshima [2003], Stanway, Sproston
and El-Wahed [1996], and Whittle, Atkin and Bullough [1995]. For stresses above, a
field-dependent yield stress σY(E) the viscosity function ϕ is given by

ϕ(I(u), |E|) = η0(E)+ 2−1/2 τ0(E) I(u)−1/2, (2.7)

whereas I(u) = 0 for |σ | ≤ σY(E). Here, η0(E) is a field-dependent constant, and τ0(E)
denotes the shear stress for vanishing shear rate γ .

A related model, which can be viewed as some extensions of the Bingham fluid model,
is that of Casson [1959]. For |σ | > σY(E), the viscosity function

ϕ(I(u), |E|) = η0(E)+ 2−1/2 τ0(E) I(u)−1/2

+ 23/4 (η0(E) τ0(E))
1/2 I(u)−1/4 (2.8)

is used, whereas again I(u) = 0 for |σ | ≤ σY(E).
The singular character of the viscosity function ϕ in the Bingham and Casson fluid mod-

els requires to formulate the equations of motion (2.1a), (2.1b) as variational inequalities.
A possible way to circumvent the difficulties associated with the nonmooth behavior of the
viscosity function is by regularization, which in case of a Bingham model gives rise to

ϕ(I(u), |E|) = η0(E)+ 2−1/2 τ0(E) (κ + I(u))−1/2. (2.9)

Here, κ stands for a positive regularization parameter. For the Casson model (2.8), one may
use an analogous regularization. The implications of using the classical models and the reg-
ularized models will be discussed in a more general context later in this section.

Other frequently used constitutive equations for non-Newtonian fluids assume a power
law behavior (Signier, De Kee and Chhabra [1999]). For electrorheological fluids, this
leads to a viscosity function ϕ of the form

ϕ(I(u), |E|) =

{
m(E) γ n(E)−1

0 , γ ≤ γ0(E)
m(E) γ n(E)−1, γ > γ0(E)

, (2.10)

where m(E), n(E) are field-dependent material parameters and γ0(E) stands for a field-
dependent shear rate. Regularizations of the power law model can be used as well. In this
case, the viscosity function (2.10) is replaced by

ϕ(I(u), |E|) = m(E) (κ + γ 2)(n(E)−1)/2, κ > 0. (2.11)

We note that in case of steady shear flows in axially symmetric geometrical configu-
rations, the use of the previously mentioned models in the equations of motion (2.1a),
(2.1b) leads to scalar nonlinear equations that can be solved semianalytically. However, a
serious drawback of the models is that the electric field strength |E| occurs as a parame-
ter in the constitutive laws thus assuming a homogeneous distribution of the electric field.
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This assumption is justified for simple flows in geometrical settings, where the flow occurs
between conventionally shaped electrodes at small distance from each other (cf. Sections 4.1
and 4.2), but due to experimental evidence, it does not hold true for more general configu-
rations (cf. e.g., Abu-Jdayil [1996], Abu-Jdayil and Brunn [1995, 1996, 1997, 2002],
Edamura and Otsubo [2004], Georgiades and Oyadiji [2003], Otsubo [1997], and
Otsubo and Edamura [1998], and Otsubo and Edamura [1999]).

One of the first systematic approaches towards a general phenomenological model based
on continuum field theories has been undertaken by Rajagopal and Wineman [1992] (cf.
also Rajagopal and Wineman [1995]), where the constitutive law is assumed to be of the
form

σ =− pI + α2 E ⊗ E + α3 ε(u)+ α4 ε
2(u)

+ α5 (ε(u)E ⊗ E + E ⊗ ε(u)E) + α6 (ε
2E ⊗ E + E ⊗ ε(2u)E). (2.12)

Here, ⊗ denotes the tensor product, and αi = αi(I1, . . . , I6), 2 ≤ i ≤ 6, are scalar functions
of the six invariants

I1 := tr(EET), I2 := tr(ε(u)), I3 := tr(ε2(u)), I4 := tr(ε3(u)),

I5 := tr(ε(u)E ⊗ E), I6 := tr(ε2(u)E ⊗ E),

where tr stands for the trace of a matrix.
Motivated by Rajagopal and Wineman [1992, 1995], an extended Bingham-type fluid

model

σ = −pI + η0ε(u)+ γ |ε(u)E|
−1
|E| (ε(u)E ⊗ E + E ⊗ ε(u)E) (2.13)

has been used in Engelmann, Hiptmair, Hoppe and Mazurkevich [2000], Hoppe and
Mazurkevich [2001], and Hoppe, Mazukevich, Von Stryk and Rettig [2000] in com-
bination with a potential equation for the electric potential ψ (E = −∇ψ) to provide numer-
ical simulations of steady electrorheological fluid flows.

In the spirit of Rajagopal and Wineman [1992, 1995], Ruzicka [2000] has developed
a model that takes into account the interaction between the electric field and the fluid flow
(see also Rajagopal and Ruzicka [1996, 2001]). The constitutive equation is of power law
type

σ =− pI + γ1

(
(1+ |ε(u)|2)(r−1)/2

− 1
)

E ⊗ E

+

(
γ2 + γ3|E|

2
) (

1+ |ε(u)|2
)(r−2)/2

ε(u) (2.14)

+ γ4

(
1+ |ε(u)|2

)(r−2)/2
(ε(u)E ⊗ E + E ⊗ εE),

where γi, 1 ≤ i ≤ 4, are constants and r : R+ → R+ is a smooth function of |E|2 satisfying

1 < r∞ ≤ r(|E|2) ≤ r0. (2.15)

Here, r0 and r∞ are the constants

r0 := lim
|E|2→0

r(|E|2), r∞ := lim
|E|2→∞

r(|E|2).
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As far as the electric field E is concerned, the quasi-static form of Maxwell’s equations
(Eringen and Maugin [1989], and Landau and Lifshitz [1984]) can be used such that
E can be computed via the gradient of an electric potential satisfying an elliptic boundary
value problem.

Due to the power law (2.14), the existence of weak solutions of the equations of motion
(2.1a), (2.1b) both in the case of steady and time-dependent flows has to be studied within
the framework of generalized Lebesgue and generalized Sobolev spaces (for related work
see also Frehse, Malek and Steinhauer [1997], Litvinov [1982], Malek, Necas and
Ruzicka [1996], Malek and Rajagopal [2007], and Malek, Rajagopal and Ruzicka
[1995]).

A further development of Ruzicka’s approach by means of an extended Casson model
has been studied in Eckart [2000].

Motivated by experimental evidence (Ceccio and Wineman [1994], and Shulman and
Nosov [1985]), in Hoppe and Litvinov [2004], a constitutive law

σ = −pI + 2ϕ(I(u), |E|, µ(u,E))ε(u), (2.16)

has been suggested where the viscosity function ϕ : R+ × R+ × [0, 1]→ R additionally
depends on the orientation of the electric field E with respect to the velocity u of the fluid
flow as described by a function µ : Sd

1 × Sd
1 → [0, 1] with Sd

1 denoting the d-dimensional
unit sphere. We refer to û as the velocity of the electrode. Then, for u− û 6= 0 and E 6= 0,
the function µ : Sd

1 × Sd
1 → [0, 1] is defined according to

µ(u,E) :=
u− û

|u− û|
·

E

|E|
, (2.17)

where · stands for the Euclidean inner product in Rd. The function µ = µ(u,E) is an invari-
ant, which is independent of the choice of the reference frame and the motion of the frame
with respect to the electrode. For a further discussion, we refer to Hoppe and Litvinov
[2004].

For specific electrorheological fluids, the viscosity function ϕ has to be determined based
on experimental data for the relationship τ = τ(γ ) between the shear stress τ and the shear
rate γ . For various electric field strengths, these data are usually available at discrete points
γi ∈ [γmin, γmax], 0 ≤ i ≤ N, with 0 < γmin < γmax <∞ (cf. Table 2.1). Complete cubic
spline interpolands are then used for the construction of flow curves in [γmin, γmax] (cf.
Fig. 2.3), and the flow curves are continuously extended to (γmax,∞) by straight lines
τ(γ ) = a1 + a2γ with coefficients ai, 1 ≤ i ≤ 2, depending on |E| and µ(u,E). The exten-
sion to [0, γmin) can be done such that either τ(0) = τ0 6= 0 or τ(0) = 0. In the former case,
the viscosity function takes the form

ϕ(I(u), |E|, µ(u,E)) = b(|E|, µ(u,E))I(u)−1/2
+ c(I(u), |E|, µ(u, e)), (2.18)

where b(|E|, µ(u,E)) = 2−1/2τ0 and c : R+ × R+ × [0, 1]→ R is a continuous function.

Remark 2.1. The viscosity function ϕ as given by (2.18) represents an extended Bingham-
type fluid model (cf. (2.7). Due to its singular behavior for I(u) = 0, the equations of motion
(2.1a), (2.1b) have to be formulated as variational inequalities (see 2.2.2 below).
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Table 2.1
Experimental data (shear stress – shear rate dependence) at various electric field
strengths for the commercially available electrorheological fluid RHEOBAY TP
AI 3565 (from Bayer [1997a]).

Shear stress (Pa)

Shear rate 0.0 1.5 2.0 2.5 3.0
γ [per second] V/mm kV/mm kV/mm kV/mm kV/mm

1.0 ×102 30.2 563.0 979.0 1360.0 1720.0

2.0 ×102 48.0 650.0 1070.0 1500.0 1900.0

4.0 ×102 69.3 695.0 1140.0 1600.0 2030.0

6.0 ×102 83.5 700.0 1170.0 1640.0 2070.0

8.0 ×102 100.0 712.0 1180.0 1670.0 2110.0

1.0 ×103 110.0 723.0 1200.0 1676.0 2140.0

1.2 ×103 115.0 727.0 1210.0 1686.0 2160.0

1.4 ×103 120.0 731.0 1220.0 1693.0 2180.0

1.6 ×103 225.0 735.0 1240.0 1696.0 2190.0

1.8 ×103 230.0 740.0 1250.0 1706.0 2200.0

2.0 ×103 235.0 743.0 1254.0 1710.0 2210.0

0.0
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Fig. 2.3 Flow curves generated by cubic spline interpolands based on the experimental data from Table 2.1
showing the effect of the field strength (50 Hz, AC) and the shear rate γ on the shear stress τ at 40 ◦C.

On the other hand, if the flow curves are extended to [0, γmin) such that τ = 0 for γ = 0,
the viscosity function can be written as

ϕ(I(u), |E|, µ(u,E)) = b(|E|, µ(u,E))(κ + I(u))−1/2
+ c(I(u), |E|, µ(u, e)), (2.19)
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where 0 < κ � 1 and b : R+ × [0, 1]→ R, c : R+ × R+ × [0, 1]→ R are continuous
functions.

Remark 2.2. The viscosity function ϕ of the form (2.19) can be interpreted as an extension
of the regularized Bingham fluid model (2.9).

As far as the functions b, c in (2.18) and (2.19) are concerned, we assume that the fol-
lowing conditions are satisfied:

(A1) c is a continuous function of its arguments, i.e., c ∈ C(R+ × R+ × [0, 1]), and
there exist positive constants ci, 1 ≤ i ≤ 2 such that for all ( y1, y2, y3) ∈ R+×
R+ × [0, 1], there holds

c1 ≤ c( y1, y2, y3) ≤ c2.

Moreover, for fixed ( y2, y3) ∈ R+ × [0, 1], the function c(·, y2, y3) : R+ → R is
continuously differentiable, i.e., c(·, y2, y3) ∈ C1(R+), and there exist positive con-
stants ci, 3≤ i≤ 4 such that for all y1 ∈ R+, there holds

c( y1, y2, y3)+ 2
∂c

∂y1
( y1, y2, y3) ≥ c3,∣∣∣∣ ∂c

∂y1
( y1, y2, y3)

∣∣∣∣ y1 ≤ c4.

(A2) b is a continuous function of its arguments, i.e., b ∈ C(R+ × [0, 1]), and there exists
a positive constant c5 such that for all ( y1, y2) ∈ R+ × [0, 1], there holds

0 ≤ b( y1, y2) ≤ c5.

Remark 2.3. The first condition in (A1) and condition (A2) imply that for the models
(2.18) and (2.19), the viscosity function ϕ is bounded from below by a positive constant,
and that for the regularized Bingham-type model (2.19), the viscosity function ϕ is bounded
from above as well, whereas ϕ(I(u), |E|, µ(u,E))→+∞ as I(u)→ 0 for the extended
Bingham-type model (2.18).

The second condition in (A1) implies that for fixed values of |E| and µ(u,E), the deriva-
tive of the function I(v) 7−→ G(v) := 4(ϕ(I(v), |E|, µ(u,E)))2I(v) is positive, where G(v)
is the second invariant of the stress deviator. The physical meaning of this condition is that
in case of shear flow, the shear stress increases with increasing shear rate.

The third condition in (A1) imposes a restriction on the function ∂c/∂y1 for large values
of y1, which reflects the experimentally observable behavior of electrorheological fluids that
their structure is destroyed at large shear rates.

On the basis of the assumptions (A1) and (A2), existence and uniqueness results for
steady and time-dependent isothermal incompressible electrorheological fluid flows will be
established in the subsequent Sections 2.2 and 2.3 relying on the theory of monotone oper-
ators (Brezis [1973], Browder [1968], Lions [1969], Minty [1962], Vainberg [1964],
Visik [1962], and Zeidler [1990]).
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We note that under some weaker monotonicity assumptions, an existence result has been
derived in Dreyfuss and Hungerbuehler [2004a,b] using the theory of Young measures
(see, e.g., Valadier [1994]). We further refer to Dreyfuss and Hungerbuehler [2004a,b].

Since the macroscopic behavior of electrorheological fluids is largely determined by
physical processes occurring on a microscale, a natural approach to develop physically con-
sistent macroscopic models is to use homogenization techniques within a multiscale frame-
work. Such an approach has been undertaken in Vernescu [2002] (cf. also Banks et al.
[1999] for a similar approach in case of magnetorheological fluids).

2.2. Boundary value problems for steady isothermal incompressible
fluid flows based on regularized Bingham-type flow models

We adopt standard notation from Lebesgue and Sobolev space theory (cf., e.g., Adams
[1975], Grisvard [1985], and Lions and Magenes [1968]). In particular, for a bounded
Lipschitz domain � ⊂ Rd, d ∈ N, we refer to Lp(�)d, 1 ≤ p ≤ ∞, as the Lebesgue
spaces with norms ‖ · ‖p,� and denote by (·, ·)0,� the inner product in L2(�)d. The
spaces Wm,p(�)d,m ∈ N, stand for the Sobolev spaces with norms ‖ · ‖m,p,�, whereas
W−m,q(�)d, 1/p+ 1/q = 1, 1 ≤ p <∞, and Wm−1/p,p(0)d, 0 := ∂�, refer to their dual
and trace spaces, respectively. For6 ⊆ 0, the space Wm−p,p

0,6 (�)d denotes the space of func-

tions v ∈ Wm,p(�)d with vanishing trace on6, i.e., v|6 = 0, and Wm−1/p,p
00 (6)d is the space

of functions ψ ∈ Wm−1/p,p(0)d such that ψ = v|6 for some v ∈ Wm,p(�)d with v|0\6 = 0.
Furthermore, we refer to H(div;�) := {v ∈ L2(�)d|∇ · v ∈ L2(�)} and H(curl;�) :=
{v ∈ L2(�)d|∇ × v ∈ L2(�)d}, if d ≥ 3, and H(curl;�) := {v ∈ L2(�)2|∇ × v ∈ L2(�)},
if d= 2, as the Hilbert spaces of square integrable vector-valued functions with square
integrable divergence and rotation, respectively, equipped with the standard graph norm.
We denote by H(div0

;�) and H(curl0;�) the subspaces H(div0
;�) := {v ∈ H(div;�)|∇ ·

v= 0} and H(curl0;�) := {v ∈ H(curl;�)|∇ × v = 0}.
Given a bounded Lipschitz domain� ⊂ Rd with boundary0 = 0D ∪ 0N, 0D ∩ 0N = ∅,

and functions

f ∈ L2(�)d, g ∈ L2(0N)
d, uD

∈ W1/2,2(0D)
d, (2.20)

we consider the following boundary value problem for steady, incompressible, isothermal
electrorheological fluid flows under the Stokes approximation, i.e., we ignore inertial forces,

∇ · σ = f in �, (2.21a)

∇ · u = 0 in �, (2.21b)

u = uD on 0D × (0,T), (2.21c)

ν · σ = g on 0N, (2.21d)

where the stress tensor σ is supposed to satisfy one of the constitutive equations from the
previous subsection.
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As far as the electric field E is concerned, we assume that the boundary 0 features n pairs
of electrodes and counter-electrodes occupying open subsets 0e

i , 0
c
i ⊂ 0,0

e
i ∩ 0

c
i = ∅, 1 ≤

i ≤ n, n ∈ N, with voltages Ui applied to the electrodes 0e
i . Since we assume the electric

field E to be quasi-static, it satisfies E ∈ H(curl0;�) and εE ∈ H(div0
;�), where ε stands

for the electric permittivity. Hence, there exists an electric potential ψ ∈ W1,2(�) satisfying
the elliptic boundary value problem

∇ · (ε∇ψ) = 0 in �, (2.22a)

ψ =

{
Ui on 0e

i
0 on 0c

i
, 1 ≤ i ≤ n, (2.22b)

ν · ε∇ψ = 0 on 0 \
n⋃

i=1

(0e
i ∪ 0

c
i ). (2.22c)

Since the coupling between the electric field and the fluid is supposed to be unilateral, the
boundary value problem (2.22a)–(2.22c) can be solved beforehand.

Theorem 2.1. Assume Ui ∈ W1/2,2
00 (0e

i ), 1 ≤ i ≤ n, and ε = (εij)
d
i,j=1, εij ∈ L∞(�),

1 ≤ i, j ≤ d, such that for almost all x ∈ �

d∑
i,j=1

εij(x)ξiξj ≥ α|ξ |
2, ξ ∈ Rd, α > 0.

Then, the boundary value problem (2.22a)–(2.22c) admits a unique weak solution θ ∈

W1,2
0,0c(�), 0

c :=
⋃n

i=1 0
c
i .

Proof. Due to the assumption on the voltages Ui, there exists θ̃ ∈ W1,2(�) such
that θ̃ |0e

i
= Ui and θ̃ |0c

i
= 0, 1 ≤ i ≤ n. Defining a(v,w) :=

∫
�
ε∇v · ∇wdx, v,w ∈ V :=

W1,2
0,0̃
(�), 0̃ :=

⋃n
i=1(0

e
i ∪ 0

c
i ), the V-ellipticity of the bilinear form a(·, ·) implies the exis-

tence and uniqueness of θ̂ ∈ V satisfying

a(θ̂ , v) = −a(θ̃ , v), v ∈ V.

Then, θ = θ̂ + θ̃ is the unique weak solution of (2.22a)–(2.22c). �

2.2.1. The regularized extended Bingham fluid model
We study the existence and uniqueness of a solution of the boundary value problem (2.21a)–
(2.21d) for the electrorheological fluid model (2.19) with regularization parameter κ . We
show that a weak solution of (2.21a)–(2.21d) satisfies a system of variational equations
of saddle point type and establish an existence result by means of appropriate Galerkin
approximations in finite dimensional subspaces of the underlying function spaces. To this
end, we set

X := W1,2
0,0D

(�)d, V := X ∩ H(div0
;�) (2.23)
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and denote by ũ ∈ W1,2(�)d ∩ H(div0
;�) the function with trace ũ|0D = uD. Moreover, we

introduce a functional Jκ : X × X→ R, κ ∈ R+, and an operator L : X→ X∗ according to

Jκ (v,w) := 2
∫
�

c(|E|, µ(ũ+ v,E))(κ + I(ũ+ w))1/2 dx, (2.24a)

〈L(v),w〉 := 2
∫
�

b(I((ũ+ v), |E|, µ(ũ+ v,E))ε(ũ+ v) : ε(w) dx, (2.24b)

where 〈·, ·〉 stands for the dual pairing between X∗ and X.
For κ > 0, the functional Jκ is Gâteaux differentiable on X with respect to the second

argument. Indeed, the partial Gâteaux derivative ∂Jκ
∂w (v, ·) ∈ L(X,X∗), v ∈ X, is given by〈

∂Jκ
∂w

(v,w), z

〉
=

2
∫
�

c(|E|, µ(ũ+ v,E))(κ + I(ũ+ w))−1/2ε(ũ+ w) : ε(z) dx, w, z ∈ X. (2.25)

We further define an operator Mκ ;X × X→ X∗, κ > 0, by

Mκ (v, v) :=
∂Jκ
∂w

(v, v)+ L(v), v ∈ X. (2.26)

We consider the problem: find v ∈ V such that

〈Mκ (v, v), z〉 = 〈 f + g, z〉 , z ∈ V, (2.27)

where we formally view f + g as an element of X∗. We will refer to u = ũ+ v as a weak solu-
tion of (2.21a)–(2.21d). If a pair (u, p) is a solution of (2.21a)–(2.21d), by Green’s formula, it
can be easily seen that v = u− ũ solves (2.27). We can state (2.27) equivalently as a system
of variational equations of saddle point type, if we couple the incompressibility condition
by means of a Lagrange multiplier in L2(�). Denoting by B ∈ L(X,L2(�)) the divergence
operator, i.e., Bv = ∇ · v, v ∈ X, this leads to the following system: find (v, p) ∈ X × L2(�)

such that

〈Mκ (v, v), z〉 −
〈
B∗p, z

〉
= 〈 f + g, z〉, z ∈ X, (2.28a)

(Bv, q)0,� = 0, q ∈ L2(�). (2.28b)

Lemma 2.1. Let v ∈ V be a solution of (2.27). Then, there exists a unique p ∈ L2(�) such
that (2.28a), (2.28b) holds true. Conversely, if (v, p) ∈ X × L2(�) is a solution of (2.28a),
(2.28b), then the pair (ũ+ v, p) satisfies (2.27). Moreover, if v, p, and ũ are smooth functions,
then (ũ+ v, p) solves (2.28a), (2.28b).

Proof. The proof follows readily from the properties of the divergence operator B. In par-
ticular, denoting by V⊥ the orthogonal complement of V in X and by V0 the polar set

V0 := {` ∈ X∗ | 〈`,w〉 = 0,w ∈ V},
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the operator B is an isomorphism from V⊥ onto L2(�), whereas its adjoint B∗ is an iso-
morphism from L2(�) onto V0 (see Belonosov and Litvinov [1996] and lemma 6.1.1 in
Litvinov [2000]). We note that the case B : H1

0(�)
d
→ L2

0(�) has been addressed, e.g.,
in Brezzi and Fortin [1991], Girault and Raviart [1986], and Ladyzhenskaya and
Solonnikov [1976]. �

The existence of a solution (u, p) ∈ X × L2(�) of (2.28a), (2.28b) will be shown by a
Galerkin approximation with respect to sequences {Xn}N and {Qn}N of finite dimensional
subspaces that are limit dense in X and L2(�), i.e.,

lim
n→∞

inf
vn∈Xn
‖v− vn‖X = 0, v ∈ X, (2.29a)

lim
n→∞

inf
µn∈Qn

‖p− pn‖0,� = 0, p ∈ L2(�). (2.29b)

We refer to Bn ∈ L(Xn,Q∗n), n ∈ N, as the discrete divergence operator

(Bnvn, pn)0,� :=
∫
�

pn∇ · vn dx, vn ∈ Xn, pn ∈ Qn, (2.30)

and assume that for each n ∈ N, the discrete LBB condition

inf
pn∈Qn

sup
vn∈Xn

(Bnvn, pn)0,�

‖vn‖X‖pn‖0,�
≥ β > 0 (2.31)

is satisfied. As can be easily established, under the above assumption, the discrete divergence
operators Bn, n ∈ N, inherit the properties of their continuous counterpart B.

Lemma 2.2. Assume that {Xn}N and {Qn}N are finite dimensional subspaces Xn ⊂ X, n ∈
N, and Qn ⊂ L2(�), n ∈ N. Moreover, let Bn, n ∈ N, be the discrete divergence operator as
given by (2.30) and suppose that the discrete LBB condition (2.31) holds true. Then, Bn is an
isomorphism from (Ker(Bn))

⊥ onto Q∗n, and B∗n is an isomorphism from Qn onto the polar
set (Ker(Bn))

0 such that

‖Bn‖ ≤ β
−1,

∥∥(B∗n)−1
∥∥ ≤ β−1, n ∈ N. (2.32)

We consider the following approximating system of finite dimensional variational equa-
tions: find (vn, pn) ∈ Xn × Qn, n ∈ N, such that

〈Mκ (vn, vn), zn〉 −
〈
B∗npn, zn

〉
= 〈 f + g, zn〉, zn ∈ Xn, (2.33a)

(Bnvn, qn)0,� = 0, qn ∈ Qn. (2.33b)

The main result of this subsection states the solvability of the system (2.33a), (2.33b) for
each n ∈ N and the existence of a subsequence N′ ⊂ N such that the associated sequence
{(vn, pn)}N′ of solutions converges to a pair (v, p) ∈ X × L2(�), which solves (2.28a),
(2.28b).
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Theorem 2.2. Assume that the conditions (A1), (A2) are fulfilled and f , g, and ud satisfy
(2.20). Further, let {Xn}N and {Qn}N be nested sequences of finite dimensional subspaces
Xn ⊂ X, n ∈ N, and Qn ⊂ L2(�), n ∈ N, i.e.,

Xn ⊂ Xn+1, Qn ⊂ Qn+1, n ∈ N, (2.34)

that are limit dense in X and L2(�) and suppose that the discrete LBB condition (2.31)
holds true. Then, for any κ > 0 and n ∈ N, there exists a solution (vn, pn) ∈ Xn × Qn of the
discrete saddle point problem (2.33a), (2.33b). Moreover, there exist a subsequence N′ ⊂ N
and a pair (v, p) ∈ X × L2(�) such that

vn ⇀ v in X (N′ 3 n→∞), (2.35a)

pn → p in L2(�) (N′ 3 n→∞). (2.35b)

The pair (v, p) ∈ X × L2(�) is a solution of (2.28a), (2.28b).

Theorem 2.2 will be proved by a series of Lemmas, which enable us to deduce the exis-
tence of a bounded sequence {(un, pn)}N of solutions of (2.33a), (2.33b) and to pass to the
limit.

For z = (z̃, z1, z2) with z̃ ∈ W1,2(�), z1 ∈ L2
+(�) and z2 ∈ L∞(�), z2(x) ∈ [0, 1] f.a.a.

x ∈ �, we define Lz : X→ X∗ as the operator

〈Lz(v),w〉 := 2
∫
�

b(I(v+ z̃), z1, z2)ε(v+ z̃) : ε(w) dx, v,w ∈ X. (2.36)

Lemma 2.3. Under the assumption (A1), the operator Lz as given by (2.36) is a continuous,
strongly monotone operator from X into X∗. In particular, for v,w ∈ X, there holds

‖Lz(v)− Lz(w)‖X∗ ≤ CL ‖v− w‖X, (2.37a)

〈Lz(v)− Lz(w), v− w〉 ≥ γL ‖v− w‖2X, (2.37b)

where CL := (2c2 + 4c4) and γL := 2min(c1, c3) with ci, 1 ≤ i ≤ 4, from (A1).

Proof. For v,w ∈ X, we set q := v− w and consider the function τ : [0, 1]→ R which for
an arbitrarily, but fixed chosen h ∈ X is given by

τ(t) :=
∫
�

b(I(z̃+ w+ tq), z1, z2)ε(z̃+ w+ tq) : ε(h) dx, t ∈ [0, 1].

Obviously, τ satisfies

τ(1)− τ(0) =
1

2
〈Lz(v)− Lz(w), h〉.

Since τ ∈ C1([0,T]), classical calculus tells us that for some ξ ∈ (0, 1)

τ (1) = τ(0)+
dτ

dt
(ξ),
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where (dτ/dt)(ξ) is given by

dτ

dt
(ξ) =

∫
�

(
b(I(z̃+ w+ ξq), z1, z2)ε(q) : ε(h)

+2
∂b

∂y1
(I(z̃+ w+ ξq), z1, z2)(ε(z̃+ w+ ξq) : ε(q))(ε(z̃+ w+ ξq) : ε(h))

)
dx.

(2.38)

In view of the inequality,

|ε(z̃+ w+ ξq) : ε(q)| ≤ (I(z̃+ w+ ξq))1/2(I(q))1/2,

and taking (A1)(i) and (A1)(iii) into account, (2.37a) can be easily deduced.
On the other hand, we define η : R+ ×�→ R− by

η(α, x) :=

(
∂b

∂y1
(α, z1(x), z2(x))

− , α ∈ R+, x ∈ �.

Then, if we set α := I(z̃+ w+ ξq) and choose h = q in (2.38), we obtain

dτ

dt
(ξ) ≥

∫
�

(
b(I(z̃+ w+ ξq), z1, z2)I(q)

+2g(α, z1(x), z2(x))(ε(z̃+ w+ ξq) : ε(q))2
)

dx ≥ min(c1, c3) ‖q‖
2
X,

which proves (2.37b). The continuity of the operator Lz follows from the continuity of the
Nemytskii operator. �

In view of the representation of the partial Gâteaux derivative ∂Jκ/∂w by (2.25) and
assumption (A2), for a given function

χ ∈ U := {ϑ ∈ L∞+ (�) | ϑ(x) ≤ c5 f.a.a. x ∈ �}

and ṽ ∈ W1,2(�), we define an operator Sκ : U × X→ X∗, κ > 0, according to

〈Sκ (χ, v),w〉 :=
∫
�

χ(κ + I(ṽ+ v))−1/2ε(ṽ+ v) : ε(w) dx, v,w ∈ X. (2.39)

Lemma 2.4. Under the assumption (A2), for an arbitrarily, but fixed chosen χ ∈ U, the
operator Sκ (χ, ·), κ > 0, with Sκ as given by (2.39) is a continuous, monotone operator
from X into X∗. In particular, there holds

‖Sκ (χ, v)− Sκ (χ,w)‖X∗ ≤ 2c5κ
−1/2
‖v− w‖X, v,w ∈ X, (2.40a)

‖Sκ (χ, v)‖X∗ ≤

∫
�

χ2 dx

1/2

, v ∈ X. (2.40b)
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Proof. We set v1 := ṽ+ v,w1 := ṽ+ w and define ϕκ : R+ → R+, κ > 0, by

ϕκ (y) :=
1

2
χ (κ + y)−1/2, y ∈ R+. (2.41)

Then, if we take

|ε(v1) : ε(w1)| ≤ (I(v1))
1/2(I(w1))

1/2

into account, it follows that

〈Sκ (χ, v)− Sκ (χ,w), v− w〉 = 〈Sκ (χ, v)− Sκ (χ,w), v1 − w1〉

= 2
∫
�

(ϕκ (I(v1))I(v1)+ ϕκ (I(w1))I(w1)

− (ϕκ (I(v1))+ ϕκ (I(w1)))ε(v1) : ε(w1)) dx

≥ 2
∫
�

(
ϕκ (I(v1))(I(v1))

1/2
− ϕκ (I(w1))(I(w1))

1/2
) (
(I(v1))

1/2
− I(w1)

1/2
)

dx.
(2.42)

Now, for the function ϕκ from (2.41), one easily finds

ϕκ (y)+ 2
dϕκ
dy
(y)y =

1

2
χ(κ + y)−1/2

(
1− (κ + y)−1y

)
> 0, y ∈ R+. (2.43)

Considering ψ(z) := ϕκ (z2)z, we have (dψ/dz)(z) = ϕκ (z2)+ 2(dϕκ )(z2)z2, which is the
left-hand side in (2.43) for z2

= y. It follows that ψ is a monotonously increasing function,
and (2.42) implies the monotonicity of the operator Sκ (χ, ·). The boundedness (2.40b) of
Sκ (χ, ·) is an immediate consequence of

| 〈Sκ (χ, v),w〉 |

≤

∫
�

χ(κ + (I(ṽ+ v))−1/2(I(ṽ+ v))1/2(I(w))1/2 dx

≤

∫
�

χ2 dx

1/2

‖w‖X .

Finally, in view of

ϕκ (y) ≤
1

2
c5κ
−1/2,

∣∣∣∣dϕκdy
(y)

∣∣∣∣ y ≤
1

4
c5κ
−1/2, y ∈ R+,

the estimate (2.40a) can be deduced as in the proof of Lemma 2.3. �

Corollary 2.3. Under the assumptions of Lemma 2.4 assume that {vn}N is a sequence of
elements vn ∈ X, n ∈ N, and v ∈ X such that

vn → v in X (n→∞),
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vn → v a.e. in � (n→∞),

∇vn → ∇v a.e. in � (n→∞). (2.44)

Moreover, suppose that {χn}N is a sequence of elements χn ∈ U, n ∈ N such that for some
χ ∈ U there holds

χn → χ a.e. in � (n→∞). (2.45)

Then, for any κ > 0, we have

Sκ (χn, vn)→ Sκ (χ, v) in X∗ (n→∞). (2.46)

Proof. Straightforward estimation from above yields

‖Sκ (χn, vn)− Sκ (χ, v)‖X∗

≤ ‖Sκ (χn, vn)− Sκ (χn, v)‖X∗ + ‖Sκ (χn, v)− Sκ (χ, v)‖X∗ . (2.47)

Due to (2.45), the second term on the right-hand side in (2.47) tends to zero as n→∞. As
far as the first term is concerned, for w ∈ X, we have

〈Sκ (χn, vn)− Sκ (χn, v),w〉 =
∫
�

χn

(
(κ + I(ṽ+ vn))

−1/2ε(vn − v) : ε(w)

+((κ + I(ṽ+ vn))
−1/2
− (κ + I(ṽ+ v))−1/2)ε(ṽ+ v) : ε(w)

)
dx,

from which we deduce

‖Sκ (χn, vn)− Sκ (χn, v)‖X∗

≤

∫
�

χ2
n (κ + I(ṽ+ vn))

−1I(vn − v) dx

1/2

︸ ︷︷ ︸
=: I1

+

∫
�

χ2
n ((κ + I(ṽ+ vn))

−1/2
− (κ + I(ṽ+ v))−1/2)2I(ṽ+ v) dx

1/2

︸ ︷︷ ︸
=: I2

. (2.48)

In view of the uniform boundedness of the sequence {χn}N and (2.44), obviously I1 → 0 as
n→∞. On the other hand, (2.44) also implies

I(ṽ+ vn)→ I(ṽ+ v) (n→∞),

whence I2 → 0 as n→∞ by the Lebesgue theorem. Consequently, the first term on the
right-hand side in (2.47) tends to zero as n→∞ which allows to conclude. �

We are now in a position to provide the proof of Theorem 2.2.
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Proof of Theorem 2.2. If (vn, pn) ∈ Xn × Qn, n ∈ N, is a solution of (2.33a), (2.33b),
then vn ∈ Ker(Bn) and

〈Mκ (vn, vn),wn〉 + 〈L(vn),wn〉 = 〈 f + g,wn〉 , wn ∈ Ker(Bn). (2.49)

By assumption (A2), for κ > 0 and w ∈ X, we have∣∣∣∣〈∂Jκ
∂w

(w,w),w

〉∣∣∣∣
= 2

∣∣∣∣∣∣
∫
�

c(|E|, µ(ũ+ w,E))(κ + I(ũ+ w))−1/2ε(ũ+ w) : ε(w) dx

∣∣∣∣∣∣
≤ 2

∫
�

c(|E|, µ(ũ+ w))(I(w))1/2 dx ≤ 2c5|�|
1/2
‖w‖X . (2.50)

If we take assumption (A1) as well as (2.20) and (2.50) into account, it follows that for some
C1 ∈ R+

%(w) := 〈Mκ (w,w),w〉 − 〈 f + g,w〉 ≥ ‖w‖X (2c1‖w‖X − C1),

whence

%(w) ≥ 0 for ‖w‖X ≥ r := C1/(2c1).

Then, the corollary of Brouwer’s fixed point theorem in Gajewski, Gröger and Zacharias
[1974] implies the existence of a solution vn ∈ Ker(Bn) of (2.49), which satisfies

‖vn‖X ≤ r, ‖L(vn)‖X∗ ≤ C2, n ∈ N, (2.51)

for some constant C2 > 0. Now, for ` ∈ X∗, let `n := `|Xn , n ∈ N. Then, `n ∈ X∗n and in
view of (2.49), we have

`n(Mκ (vn, vn)− ( f + g)) ∈ Ker(Bn)
0.

By means of Lemma 2.2, we deduce the existence of a unique pn ∈ Qn such that

B∗npn = `n(Mκ (vn, vn)− ( f + g)),

and the pair (vn, pn) ∈ Xn × Qn solves (2.33a), (2.33b). Taking advantage of assumption
(A2), (2.20), (2.51) and Lemmas 2.2 and 2.4, we obtain the boundedness of the sequence
{pn}N, i.e., with some C3 > 0 there holds

‖pn‖0,� ≤ C3, n ∈ N. (2.52)

Due to (2.51) and (2.52), there exist a subsequence N′ ⊂ N and elements v∗ ∈ X, p∗ ∈ L2(�)

as well as `∗1, `
∗

2 ∈ X∗ such that

vn ⇀ v∗ in X (N′ 3 n→∞), (2.53a)
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vn → v∗ in L2(�) (N′ 3 n→∞), (2.53b)

vn → v∗ a.e. in � (N′ 3 n→∞), (2.53c)

pn → p∗ in L2(�) (N′ 3 n→∞), (2.53d)

L(vn) ⇀ `∗1 in X∗ (N′ 3 n→∞), (2.53e)

∂Jκ
∂w

(vn, vn) ⇀ `∗2 in X∗ (N′ 3 n→∞). (2.53f)

In view of (2.29a), (2.29b), and (2.53a) as well as (2.53d)–(2.53f), we pass to the limit in
(2.33a), (2.33b) and obtain〈

`∗2 + `
∗

1 − B∗p∗,w
〉
= 〈 f + g,w〉 , w ∈ X, (2.54a)

(∇ · v∗, q)0,� = 0, q ∈ L2(�). (2.54b)

We note that the action of operator L can be written as L(v) = L(w,w),w ∈ X, where the
mapping (w, z) 7−→ L(w, z) is from X × X into X∗ according to

〈L(w, z), h〉 := 2
∫
�

b(I(ũ+ z), |E|, µ(ũ+ w,E))ε(ũ+ z) : ε(h) dx, h ∈ X.

For n ∈ N′, we define ˆ̀n ∈ X∗ by

ˆ̀n(w) :=

〈
∂Jκ
∂w

(vn, vn)+ L(vn, vn)

−

(
∂Jκ
∂w

(vn,w)+ L(un, v)

)
, vn − w

〉
, w ∈ X. (2.55)

The previous results show

ˆ̀n(w) ≥ 0, w ∈ X, n ∈ N′. (2.56)

On the other hand, observing∥∥∥∥∂Jκ
∂w

(vn,w)−
∂Jκ
∂w

(v∗,w)

∥∥∥∥
X∗

≤ 2

∫
�

(c(|E|, µ(ũ+ vn,E))− c(|E|, µ(ũ+ v∗,E)))2 dx

1/2

,

assumption (A2) in combination with (2.53b), (2.53c) and the Lebesgue theorem yield

∂Jκ
∂w

(vn,w)→
∂Jκ
∂w

(v∗,w) in X∗ (N′ 3 n→∞). (2.57)

In a similar way, we obtain

L(vn,w)→ L(v∗,w) in X∗ (N′ 3 n→∞). (2.58)
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Taking (Bnvn, pn)0,� = 0 into account, (2.33a) and (2.53a), (2.53d) imply

〈Mκ (vn, vn), vn〉 = 〈 f + g, vn〉 →〈
f + g, v∗

〉
(N′ 3 n→∞), (2.59a)

〈Mκ (vn, vn),w〉 →
〈
B∗λ∗,w

〉
+ 〈 f + g,w〉 (N′ 3 n→∞), w ∈ X. (2.59b)

Consequently, passing to the limit in (2.55) and observing (2.54a), (2.54b) as well as (2.56)–
(2.58), (2.59a), (2.59b), it follows that(〈

f + g, v∗ − w
〉
−

〈
∂Jκ
∂w

(v∗,w)+ L(v∗,w)− B∗p∗, v∗ − w

〉)
≥ 0, w ∈ X.

We choose v = u∗ − τ z where τ > 0 and z ∈ X. The limit process τ → 0 results in(
〈 f + g, z〉 −

〈
Mκ (v

∗, v∗)− B∗p∗, z
〉)
≥ 0. (2.60)

Since this inequality holds true for all z ∈ X, we may replace z by −z and deduce equality in
(2.60). We have thus shown that the pair (v∗, p∗) ∈ X × L2(�) solves (2.28a), (2.28b). �

For further existence results in case of stationary electrorheological fluid flows and for
studies of the regularity of solutions, we refer to Acerbi and Mingione [2002], Ettwein
and Ruzicka [2002], Bildhauer and Fuchs [2004].

With regard to the uniqueness of a solution of (2.28a), (2.28b), we refer to Hoppe and
Litvinov [2004]. We also note that electrorheological fluid flows under conditions of slip
on the boundary have been studied in Hoppe, Kuzmin, Litvinov and Zvyagin [2006],
Litvinov [2007].

2.2.2. The extended Bingham-type electrorheological fluid model
We deal now with the solution of the boundary value problem (2.21a)–(2.21d) for an
extended Bingham-type electrorheological fluid model (cf. (2.18)) with viscosity function

ϕ(I(u), |E|, µ(u,E)) = b(|E|, µ(u,E))I(u)−1/2
+ c(|E|, µ(u,E)). (2.61)

We assume that the function b in (2.61) satisfies (A2), whereas the function c is subject to
the following assumption:

(A1)
′ c : R+ × [0, 1]→ R is a continuous, strictly positive, and uniformly bounded func-

tion, i.e., c ∈ C(R+ × [0, 1]), and there exist constants c8 > 0 and c9 > 0 such that

c8 ≤ c(z1, z2) ≤ c9, z1, z2 ∈ R+ × [0, 1].

We formulate (2.21a)–(2.21d) as a variational inequality of the second kind (cf., e.g.,
Glowinski, Lions and Tremolieres [1981]). To this end, we denote by ũ ∈ W1,2(�)d ∩

H(div0
;�) the function with trace ũ|0D = uD. Moreover, we introduce a functional
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J : X × X→ R and an operator L : X→ X∗ according to

J(v,w) := 2
∫
�

b(|E|, µ(ũ+ v,E))I(ũ+ w)1/2 dx, (2.62a)

〈L(v),w〉 := 2
∫
�

c(|E|, µ(ũ+ v,E))ε(ũ+ v) : ε(w) dx, (2.62b)

where 〈·, ·〉 stands for the dual pairing between X∗ and X.
For the constitutive equation (2.61), problem (2.27) can be written as the following vari-

ational inequality:
Find v ∈ V such that for all w ∈ V , there holds

J(v,w)− J(v, v)+ 〈L(v),w− v〉 ≥ 〈 f + g,w− v〉. (2.63)

The function u = ũ+ v, where v ∈ V is a solution of (2.63), is called a weak solution of
(2.21a)–(2.21d) for the constitutive equation (2.61).

We will prove the existence of a solution v ∈ V of (2.63) via an approximation of J by the
functional Jκ : X × X→ R, κ ∈ R+, as given by (2.24a), i.e., for a sequence {κn}N of reg-
ularization parameters κn > 0, n ∈ N, with κn → 0 as n→∞, we consider the variational
problem.

Find vκn ∈ V such that for all w ∈ V , there holds〈
∂Jκn

∂v
(vκn , vκn),w

〉
+
〈
L(vκn),w

〉
= 〈 f + g,w〉. (2.64)

We further consider the related saddle point problem.
Find (vκn , pκn) ∈ X × L2(�) such that for all w ∈ X and q ∈ L2(�), there holds〈

∂Jκn

∂w
(vκn , vκn),w

〉
+
〈
L(vκn),w

〉
−
〈
B∗pκn ,w

〉
= 〈 f + g,w〉, (2.65a)

(Bvκn , q)0,� = 0. (2.65b)

The existence result partially relies on the following result about functionals 9 : U × X→
R+ of the form

9(h,w) :=
∫
�

hI(w)1/2 dx, h ∈ U,w ∈ X.

Here, U := {h ∈ L∞(�)|0 ≤ h(x) ≤ c10 a.e. in �} for some c10 > 0.

Lemma 2.5. For an arbitrarily chosen, but fixed h ∈ U, the functional 9(h, ·) : X→ R+
is a continuous convex functional. Moreover, for any sequence {hn}N of elements hn ∈ U,
n ∈ N, and any sequence {wn}N of elements wn ∈ X, n ∈ N, such that for n→∞

hn → h a.e. in �, wn ⇀ w in X, (2.66)
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there holds

lim
n→

inf
∞
9(hn,wn) ≥ 9(h,w).

Proof. Assume wn ⇀ w in X. In view of

∫
�

hI(wn − w)1/2 dx ≤

∫
�

h2 dx

1/2 ∫
�

I(wn − w) dx

1/2

,

for n→∞, we have∫
�

hI(wn − w)1/2 dx → 0 ,

∫
�

hI(wn − w)1/2 dx ≥

∣∣∣∣∣∣
∫
�

hI(wn)
1/2 dx−

∫
�

hI(w)1/2 dx

∣∣∣∣∣∣ ,
whence

9(h, un) → 9(h,w),

which proves the continuity of 9(h, ·). For λ ∈ [0, 1] and u, v ∈ X, there holds

I(λu+ (1− λ)v) = I(λu)+ 2λ(1− λ) ε(u) : ε(v)+ I(1− λ)v)

≤

(
λI(u)1/2 + (1− λ)I(v)1/2

)2
,

which implies

9(h, λu+ (1− λ)v)

=

∫
�

hI(λu+ (1− λ)v)1/2 dx ≤ λ9(h, u)+ (1− λ)9(h, v),

and thus it proves the convexity of 9(h, ·). We have

9(hn,wn) =

∫
�

(
hI(wn)

1/2
+ (hn − h)I(wn)

1/2
)

dx, (2.67a)

∣∣∣∣∣∣
∫
�

(hn − h)I(wn)
1/2 dx

∣∣∣∣∣∣ ≤ ‖hn − h‖0,� ‖wn‖X . (2.67b)

Due to (2.66), the right-hand side in (2.67b) goes to zero as n→∞, and hence, the convexity
and the continuity of 9(h, ·) as well as (2.67a), (2.67b) imply

lim
n→

inf
∞
9(hn,wn) = lim

n→
inf
∞
9(h,wn) ≥ 9(h,w),

which completes the proof of the lemma. �
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Theorem 2.3. Assume that the conditions (A1)
′, (A2) are fulfilled and f , g, and uD satisfy

(2.20). Then, for each n ∈ N, there exist a solution vκn ∈ V of (2.64) and a function pκn ∈

L2(�) such that the pair (vκn , pκn) solves the saddle point system (2.65a), (2.65b). Moreover,
there exist a subsequence N′ ⊂ N and a function v ∈ V such that

vκn ⇀ v in X (N′ 3 n→∞), (2.68a)

vκn → v in L2(�)d (N′ 3 n→∞). (2.68b)

The function v satisfies (2.63). Further, if I(ũ+ v) 6= 0 a.e. in �, the functional

w 7−→ J(v,w), w ∈ V,

is Gâteaux differentiable at the point v, and there exists a function p ∈ L2(�) such that for
all w ∈ X there holds〈

∂J

∂v
(v, v),w

〉
+ 〈L(v),w〉 −

〈
B∗p,w

〉
= 〈 f + g,w〉.

Proof. Theorem 2.2 yields both the existence of vκn ∈ V satisfying (2.64) and the existence
of pκn ∈ L2(�) such that the pair (vκn , pκn) solves (2.65a), (2.65b). Moreover, it follows
from the proof of Theorem 2.2 that the sequence {vκn}N is bounded in V . Consequently,
there exist a subsequence N′ ⊂ N and a function v ∈ V such that (2.68a), (2.68b) hold true.
In view of Lemma 2.4, for w ∈ V , the functional v 7−→ Jκn(w, v) is convex, whence

Jκn(vκn ,w)− Jκn(vκn , vκn)+
〈
L(vκn),w− vκn

〉
−
〈

f + g,w− vκn

〉
= −

〈
∂Jκn

∂v
(vκn , vκn),w− vκn

〉
+ Jκn(vκn ,w)− Jκn(vκn , vκn) ≥ 0. (2.69)

Assumption (A1)
′, (2.68b) and the Lebesgue theorem imply that for N′ 3 n→∞

c(|E|, µ(ũ+ vκn ,E))ε(v)→ c(|E|, µ(ũ+ v,E))ε(w) in L2(�), (2.70)

whence by (2.68a)〈
L(vκn),w

〉
→ 〈L(v),w〉. (2.71)

We define

M(1)
κn

:= 2
∫
�

c(|E|, µ(ũ+ vκn ,E))ε(ũ) : ε(vκn) dx, (2.72a)

M(2)
κn

:= 2
∫
�

c(|E|, µ(ũ+ vκn ,E))I(vκn) dx, (2.72b)

such that〈
L(vκn), vκn

〉
= M(1)

κn
+M(2)

κn
. (2.73)
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Since (2.70) also holds true with w replaced by ũ, (2.68a) implies that for N′ 3 n→∞

M(1)
κn
→ 2

∫
�

c(|E|, µ(ũ+ v,E))ε(ũ) : ε(v) dx. (2.74)

On the other hand, assumption (A1)
′ and (2.68b) imply that for any w ∈ L2(�) and N′ 3

n→∞, there holds

(c(|E|, µ(ũ+ vκn ,E)))1/2w→ (c(|E|, µ(ũ+ v,E)))1/2w in L2(�).

Consequently, (2.68a) gives∫
�

(c(|E|, µ(ũ+ vκn ,E)))1/2ε(vκn)w dx→
∫
�

(c(|E|, µ(ũ+ v,E)))1/2ε(v)w dx,

whence

(c(|E|, µ(ũ+ vκn ,E)))1/2ε(vκn)→ (c(|E|, µ(ũ+ v,E)))1/2ε(v). (2.75)

In view of (2.72b), (2.75) yields

lim
N′3

inf
n→∞

M(2)
κn
≥ 2

∫
�

c(|E|, µ(ũ+ v,E)I(v) dx, (2.76)

and hence, (2.73), (2.74), and (2.76) imply

lim
N′3

inf
n→∞

〈
L(vκn), vκn

〉
≥ 〈L(v), v〉. (2.77)

The Lebesgue theorem and (2.68b) also show that for N′ 3 n→∞, there holds

Jκn(vκn ,w)→ J(v,w). (2.78)

We have

Jκn(vκn , vκn) = Jκn(v, vκn)+ 2
∫
�

(bκn − b0)(κn + Iκn)
1/2 dx, (2.79)

where

bκn := b(|E|, µ(ũ+ vκn ,E)), b0 := b(|E|, µ(ũ+ v,E)),

Iκn := I(ũ+ vκn), I0 := I(ũ+ v).

In view of∣∣∣∣∣∣
∫
�

(bκn − b0)(κn + Iκn)
1/2 dx

∣∣∣∣∣∣ ≤
∫
�

(κn + Iκn) dx

1/2 ∫
�

|bκn − b0|
2 dx

1/2

,
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(A2) and (2.68a), (2.68b) imply that for N′ 3 n→∞∫
�

(bκn − b0)(κn + Iκn)
1/2 dx→ 0. (2.80)

Since Jκn(v, vκn) ≥ J(v, vκn), we have

lim
N′3

inf
n→∞

Jκn(v, vκn) ≥ lim
N′3

inf
n→∞

J(v, vκn). (2.81)

Lemma 2.5 and (2.68a), (2.68b) give

lim
N′3

inf
n→∞

J(v, vκn) ≥ J(v, v). (2.82)

Now, combining (2.79)–(2.82) results in

lim
N′3

inf
n→∞

Jκn(vκn , vκn) ≥ J(v, v). (2.83)

(2.65b) and (2.68a) show v ∈ V , whereas (2.69), (2.71), (2.77), (2.78), and (2.83) imply
(2.63). Finally, if I(ũ+ v) 6= 0, it is easy to verify the existence of p ∈ L2(�) such that
(2.65a), (2.65b) hold true. �

2.3. Initial-boundary value problems for isothermal incompressible
electrorheological fluid flows

For Ī := [0, T] ⊂ R+ and a closed subspace V ⊂ H1(�)d, we refer to L2(I;V) as the space
of functions v : Q̄→ Rd, Q̄ := I ×�, with v(t, ·) ∈ V f.a.a. t ∈ I with norm ‖v‖L2(I;V) :=
(
∫

I ‖v(t, ·)‖
2
1,�dt)1/2.

Given a bounded Lipschitz domain � ⊂ Rd with boundary 0 = ∂�, we refer to V and
H as the function spaces

V := {v ∈ H1
0(�)

d
| ∇ · v = 0}, H := {w ∈ L2(�)d | ∇ · w = 0}.

Then, given functions

f ∈ L2(I;H−s(�)d, u0
∈ H, (2.84)

where s = 1 for d = 2 and s = 3/2 for d = 3, we consider the following initial-boundary
value problem for isothermal incompressible electrorheological fluid flows

ρ(ut + (u · ∇)u)−∇ · σ = f in Q, (2.85a)

∇ · u = 0 in Q, (2.85b)

u = 0 on 0 × (0,T), (2.85c)

u(·, 0) = u0 in �. (2.85d)

Here, the stress tensor σ is supposed to satisfy either the constitutive law (2.18) or (2.19).
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In case of the regularized extended Bingham fluid model (2.19), we introduce a nonlinear
operator Aκ : V → V∗ according to

Aκ (u) := (u · ∇)u+Mκ (u, u), (2.86)

where Mκ (·, ·) is given as in (2.26) with ũ = 0. We are looking for a weak solution

u ∈ L2(I;V), ut ∈ L2(I;H−s(�)d)

of (2.85a)–(2.85d) such that for all v ∈ L2(I;V) and w ∈ H

T∫
0

〈ρut, v〉 dt +

T∫
0

〈Aκ (u), v〉 dt =

T∫
0

〈 f , v〉 dt, (2.87a)

(u(·, 0),w)0,� =(u
0,w)0,�. (2.87b)

Theorem 2.4. Assume that (A1), (A2), and (2.84) hold true. Then, the initial-boundary
value (2.85a)–(2.85d) admits a weak solution.

Proof. We provide a constructive existence proof by means of a Galerkin approximation
with respect to a sequence {Vn}N of finite dimensional subspaces Vn ⊂ V, n ∈ N, that are
limit dense in V . We assume Vn = span{ϕ(1)n , . . . , ϕ

(Nn)
n } and look for a solution

un(t) =
Nn∑
i=1

γ (i)n (t) ϕ(i)n (2.88)

of the problem(
ρ

dun

dt
, ϕ(i)n

)
0,�
+

〈
Aκ (un), ϕ

(i)
n

〉
=

〈
f , ϕ(i)n

〉
, 1 ≤ i ≤ Nn, (2.89a)

un(0) = Pnu0, (2.89b)

where Pn : H→ Vn is the L2 orthogonal projection onto Vn. We note that (2.89a), (2.89b)
represents an initial-value problem for a system of first-order ordinary differential equa-
tions. The assumptions (A1), (A2) guarantee the existence of a solution. Moreover, it fol-
lows that the sequences {un}N and {Aκ (un)}N are bounded in Lp(I;V) and L2(I;H−s(�)),
respectively. Consequently, there exist a subsequence N′ ⊂ N and functions u ∈ L2(I;V)
and `∗ ∈ L2(I;H−s(�)) such that

un ⇀ u∗ in L2(I;V) (N′ 3 n→∞),

Aκ (un) ⇀ `∗ in L2(I;H−s(�)) (N′ 3 n→∞).

Arguments from the theory of parabolic partial differential equations (cf., e.g., Lions [1969])
show that for ϕ ∈ C∞0 (I;V), there holds

−

T∫
0

(ρu, ϕt)0,� dt +

T∫
0

〈Aκ (u), ϕ〉 dt =

T∫
0

〈 f , ϕ〉 dt,



Modeling, Simulation and Optimization of Electrorheological Fluids 747

which gives u ∈ L2(I;V), ut ∈ L2(I;H−s(�)) and implies that (2.87a) holds true, since
C∞0 (I;V) is dense in L2(I;V). A similar reasoning based on an appropriate choice of a
test function allows to deduce u(·, 0) = u0. �

We note that a generalization of Theorem 2.4 to the case of inhomogeneous Dirichlet data
u = uD on 6 × I can be found in Litvinov [2004].

On the other hand, if we consider the extended Bingham fluid model based on the
viscosity function (2.18), we have to deal with a strongly nonlinear parabolic varia-
tional inequality. Adopting the notation from 2.2.2, we are looking for a weak solution
u ∈ L2(I;V), ut ∈ L2(I;H−s(�)) of (2.85a)–(2.85d) in the sense that for all v ∈ L2(I;V)
and w ∈ H, there holds

T∫
0

〈ρ(ut, v− u〉 dt +

T∫
0

〈(u · ∇)u, v− u〉 dt (2.90a)

+

T∫
0

(J(u, v)− J(u, u)) dt +

T∫
0

〈L(u), v− u〉 dt ≥

T∫
0

〈 f , v− u〉 dt,

(u(·, 0),w)0,� = (u
0,w)0,�. (2.90b)

Theorem 2.5. Assume that (A1)
′′, (A2) and (2.84) hold true. Then, the variational inequal-

ity (2.90a), (2.90b) has a solution u ∈ L2(I;V), ut ∈ L2(I;H−s(�)).

Proof. We choose {κn}N as a null sequence of positive regularization parameters. For each
n ∈ N, Theorem 2.4 guarantees the existence of a weak solution un of (2.85a)–(2.85d) with
respect to the regularized extended Bingham fluid model (2.19) (with κ replaced by κn). The
boundedness of the sequence {un}N in L2(I;V) infers the existence of a subsequence N′ ⊂ N
and of a function u ∈ L2(I;V) such that un ⇀ u(N′ 3 n→∞) in L2(I;V). Passing to the
limit as in the proof of Theorem 2.3 allows to conclude. �

2.4. Balance equations and constitutive laws for nonisothermal incompressible
electrorheological fluid flows

Nonisothermal flows of non-Newtonian fluids have been studied in a series of papers mostly
in the engineering literature with respect to industrially relevant applications. Various laws
of the temperature dependence of the viscosity have been assumed, e.g., a hyperbolic law for
the variation of the viscosity or a Reynolds-type relation. A rigorous mathematical analysis
of nonisothermal flow in a Bingham fluid can be found in Duvaut and Lions [1971].

As far as electrorheological fluids are concerned, it is well-known by experimental evi-
dence that their operational behavior exhibits a dependence on the temperature (cf. Bender-
skaia, Khusid and Shulman [1980], Tabatabai [1993], and Zhizkin [1986]). Figure 2.4
displays the temperature dependence of the shear stress (left) and of the current density
(right) for a polyurethane based electrorheological fluid under different operational condi-
tions, i.e., electric field strengths. Mathematical models for nonisothermal electrorheological
fluid flows based on a power law constitutive equation have been studied in Ruzicka [2000]
(cf. also Eckart and Sadiki [2001], and Sadiki and Balan [2003]).
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Fig. 2.4 Temperature dependence of the shear stress (left) and the current density (right) in electrorheologi-
cal fluids (from Bayer [1997a]).

Here, we follow the approach in Litvinov and Hoppe [2005]. We assume a general
dependence of the viscosity function on the temperature θ and consider the following con-
stitutive equation between the stress tensor σ and the rate of strain tensor ε

σ = −pI + 2ϕ(I(u), |E|, µ(u,E), θ)ε(u). (2.91)

As in Section 2.1, u and p stand for the velocity and pressure of the fluid flow, I(u) is the
second invariant of the rate of strain tensor, E refers to the electric field, and µ(u,E) is the
square of the cosine of the angle between the velocity and the electric field.

The equations of motion and the incompressibility condition for the fluid flow have to be
completed by a thermodynamical balance equation, which can be deduced from the energy
conservation law

et + u · ∇e = σ : ε(u)−∇ · q + f2,

where e denotes the specific internal energy, q is the heat flux vector, and f2 stands for a
volumetric heat source/sink. As constitutive equations, we assume the linear Fourier law

e = ρcθ, q = −k∇θ,

where ρ, c, and k refer to the density, the specific heat, and the thermal conductivity. We are
thus led to the following coupled system in Q := �× (0,T)

ρ(ut + (u · ∇)u)−∇ · σ = f1, (2.92a)

∇ · u = 0, (2.92b)

ρc(θt + u · ∇θ)− k1θ − 2ϕ(I(u), |E|, µ(u,E), θ)I(u) = f2, (2.92c)

where f1 is a volumetric force on the fluid. The equations have to be completed by appro-
priate initial and boundary conditions that will be discussed in detail in the subsequent
subsections.
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Remark 2.4. We note that the impact of the electrical conductivity in the thermal balance
equation (2.92c) has been neglected, since electrorheological fluids are electrically noncon-
ducting.

As far as the viscosity function ϕ is concerned, we will assume that the following condition
is satisfied:

(T1) ϕ is a continuous function of its arguments, i.e., ϕ ∈ C(R2
+ × [0, 1]× R). For

fixed ( y2, y3, y4) ∈ R+ × [0, 1]× R, the function ϕ(·, y2, y3, y4) is continuously
differentiable in R+, i.e., ϕ(·, y2, y3, y4) ∈ C1(R+). There exist positive constants
ci, 1≤ i≤ 4, such that

c2 ≥ ϕ( y1, y2, y3, y4) ≥ c1,

ϕ( y1, y2, y3, y4)+ 2
∂ϕ

∂y1
( y1, y2, y3, y4) ≥ c3,

∂ϕ

∂y1
( y1, y2, y3, y4)| y1 ≤ c4.

The first condition in (T1) requires nonvanishing viscosity for vanishing shear rate and
thus does not include Bingham-type electrorheological flow models. However, as in Sec-
tion 2.1, we may consider viscosity functions of the form

ϕ(I(u), |E|, µ(u,E), θ)

= b(|E|, µ(u,E), θ)(κ + I(u))−1/2
+ c((I(u), |E|, µ(u,E), θ), (2.93)

where κ ≥ 0, the function c is supposed to satisfy (T1), and the function b is subject to the
assumption

(T2) b is a continuous function of its arguments, i.e., b ∈ C(R+ × [0, 1]× R). There exists
a positive constant c5 such that

c5 ≥ b( y1, y2, y3) ≥ 0.

The case κ = 0 in (2.93) refers to a generalized Bingham-type model for nonisothermal
electrorheological fluid flows, whereas κ > 0 can be interpreted as a regularization thereof.
The physical relevance of these assumptions with respect to the fluid flow has been discussed
in Section 2.2.

We consider the following modification of the thermal balance equation (2.92c), which
gives rise to a nonlocal model:

ρc(θt + u · ∇θ)− k1θ − 2ϕ(I(u)), |E|, µ(u,E), θ)I(Pβ(u)) = f2. (2.94)

Here, Pβ ∈ L(W1,2(�)d,C∞(�)d), β > 0, is the regularization operator

(Pβ(v))(x) :=
∫
Rd

ωβ(|x− x′|) (PE(v))(x
′) dx′, x ∈ �, v ∈ W1,2(�), (2.95)
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where PE ∈ L(W1,2(�)d,W1,2(Rd)) is an extension operator and ωβ ∈ C∞+ (R+) with
supp(ωβ) ⊂ [0, β] and

∫
Rd ωβ(|x|) dx = 1.

Remark 2.5. The physical interpretation of the regularization operator Pβ in the thermal
balance equation (2.94) is that the dissipation of energy at a point x ∈ � only depends on
the rate of strain tensor in a small vicinity of the point. We note that nonlocal models agree
remarkably well with atomistic theories and experimental observations (cf., e.g., Eringen
[2002]).

2.5. Boundary value problems for steady nonisothermal incompressible
electrorheological fluid flows

We consider steady, nonisothermal, incompressible electrorheological fluid flow and assume
� ⊂ Rd to be a bounded Lipschitz domain with boundary 0 such that 0 = 0̄D ∪ 0̄N, 0D ∩

0N = ∅. We further suppose

f1 ∈ L2(�)d, f2 ∈ L2(�), g ∈ L2(0N)
d,

uD
∈ W1/2,2(0D)

d, θD
∈ W1/2,2(0) (2.96)

to be given functions and consider the following boundary value problem

∇ · σ = f1, ∇ · u = 0 in �, (2.97a)

−χ1θ + u · ∇θ + 2%ϕ(I(u), |E|, µ(u,E), θ)I(u) = f2 in �, (2.97b)

u = uD on 0D, (2.97c)

ν · σ = g on 0N, (2.97d)

θ = θD on 0, (2.97e)

where χ = (ρc)−1κ and % = (ρc)−1. As in Section 2.2, we assume a unilateral coupling
between the electric field E and the flow field, i.e., we suppose that E is given by means of
an electrical potential ψ , which satisfies the boundary value problem (2.22a)–(2.22c).

We study the existence of a weak solution of (2.97a)–(2.97e) where the velocity is sup-
posed to be in W1,2(�)d ∩ H(div0

;�), the pressure p in L2(�), and the temperature θ in
W1,r(�) with 1 < r < 2 for d = 2 and 1 < r < 3/2 for d = 3. In order to accommodate
the inhomogeneous Dirichlet boundary data (2.97c), (2.97e), we define ũ ∈ W1,2(�)d and
θ̃ ∈ W1,r(�) such that ũ|0D = uD and θ̃ |0 = θD. We set

X := W1,2
0,0D

(�)d ∩ H(div0
;�), ‖v‖X :=

∫
�

(I(v))2 dx

1/2

and consider the operators

N : X ×W1,r
0,0(�)→ X∗, A : X ×W1,r

0,0(�)→ W−1,s(�), s =
r

r − 1
,
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which are defined according to

〈N(v, ζ ),w〉 := (2.98a)

2
∫
�

ϕ(I(ũ+ v), |E|, µ(ũ+ v,E), θ̃ + ζ )ε(ũ+ v) : ε(w) dx,

〈A(w, ζ ), ξ 〉 := χ−1
∫
�

(
(θ̃ + ζ )(ũ+ w) · ∇ξ (2.98b)

+2%ϕ(I(ũ+ w), |E|, µ(ũ+ w), θ̃ + ζ )I(ũ+ w)ξ
)

dx.

Here, 〈·, ·〉 refers to the dual product between X∗ and X in (2.98a) and to the dual product
between W−1,s(�) and W1,r

0,0(�) in (2.98b). For the ease of exposition, we will use the same
notation. The correct meaning will always follow easily from the context.

Moreover, we refer to B ∈ L(X,L2(�)) as the divergence operator Bv = ∇ · v, v ∈ X. We
consider the following system of variational equations.

Find (v, p, θ) ∈ X × L2(�)×W1,r
0,0(�) such that

〈N(v, θ),w〉 −
〈
B∗p,w

〉
= 〈 f1 + g,w〉 , w ∈ X (2.99a)

(Bv, q)0,� = 0, q ∈ L2(�), (2.99b)

(∇θ,∇ζ )0,� − 〈A(v, θ), ζ 〉 = (f3, ζ )0,�, ζ ∈ W1,s
0,0(�), (2.99c)

where ( f3, ζ )0,� := ( f2, ζ )0,� − (∇ θ̃ ,∇ζ )0,�. For notational convenience, we denote by
θ both the solution of (2.97a)–(2.97e) and (2.99a)–(2.99c). It will be clear from the context
which one is considered.

Lemma 2.6. Assume that (u, p, θ) is a classical solution of (2.97a)–(2.97e). Then, the triple
(u− ũ, p, θ − θ̃ ) solves (2.99a)–(2.99c). Conversely, if (v, p, θ) is a sufficiently smooth solu-
tion of (2.99a)–(2.99c), then the triple (ũ+ v, p, θ̃ + θ) solves (2.97a)–(2.97c) in the classi-
cal sense.

Proof. The assertions are easily verified by Green’s formula. �

We will prove the existence of a solution of the system (2.99a)–(2.99c) by an approxi-
mation involving the regularization operator Pβ from (2.95). For that purpose, we introduce
the operator

Aβ : X ×W1,2
0,0(�)→ W−1,2(�),

which is given by means of

〈
Aβ(w, ζ ), ξ

〉
:= χ−1

∫
�

(
(θ̃ + ζ )(ũ+ w) · ∇ξ (2.100)

+2%ϕ(I(ũ+ w), |E|, µ(ũ+ w), θ̃ + ζ )I(Pβ(ũ+ w))ξ
)

dx.
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Here, 〈·, ·〉 stands for the dual product between W−1,2(�) and W1,2
0,0(�). The associated

boundary value problem reads as follows.
Find (v, p, θ) ∈ X × L2(�)×W1,2

0,0(�) such that

〈N(v, θ),w〉 −
〈
B∗p,w

〉
= 〈 f1 + g,w〉, w ∈ X, (2.101a)

(Bv, q)0,� = 0, q ∈ L2(�), (2.101b)

(∇θ,∇ζ )0,� −
〈
Aβ(v, θ), ζ

〉
= (f3, ζ )0,�, ζ ∈ W1,2

0,0(�). (2.101c)

Theorem 2.6. Suppose that (T1), (2.96) are satisfied and E ∈ L4(�). Then, for any β > 0,
there exists a solution (vβ , pβ) of (2.101a)–(2.101c), and there exist constants Ci > 0, 1 ≤
i ≤ 2, such that

‖vβ‖X ≤ C1, ‖pβ‖0,� ≤ C2 , b ∈ (0, a), a > 0. (2.102)

Proof. We refer to Litvinov and Hoppe [2005]. �

We will now address the existence of a solution of the system (2.99a)–(2.99c). We define
an operator 32 : V → L(W1,r

0 (�),W−1,s(�)) according to

〈32(v)ζ, ξ〉 := χ−1
∫
�

ζ(ũ+ v) · ∇ξ dx, (2.103)

where v ∈ V, ζ ∈ W1,r
0 (�), and ξ ∈ W1,s

0 (�). We consider the auxiliary problem.

Find θ̄ ∈ W1,r
0 (�) such that〈

∇ θ̄ ,∇ξ
〉
−
〈
32(v)θ̄ , ξ

〉
= 0, ξ ∈ W1,s

0 (�). (2.104)

Under these prerequisites, we now assume {βn}N to be a sequence of regulariza-
tion parameters βn ∈ R+, n ∈ N, such that βn → 0 as n→∞ and further suppose
that {(vn, pn, θn)}N is an associated sequence of solutions (vn, pn, θn) ∈ X × L2(�)×

W1,2
0 (�), n ∈ N, of the system (2.101a)–(2.101c) whose existence is guaranteed under the

assumptions of Theorem 2.6.

Theorem 2.7. Assume that � ⊂ Rd, d = 2 or d = 3, is a bounded C3 domain. Further,
suppose that the conditions (T1) and (2.96) hold true and the variational equation (2.104)
is only trivially solvable. For a null sequence {βn}N of positive regularization parame-
ters, let {(vn, pn, θn)}N be the associated sequence of solutions (vn, pn, θn) ∈ X × L2(�)×

W1,2
0 (�), n ∈ N, of the system (2.101a)–(2.101c). Then, there exist a subsequence N∗⊂N

and a triple (v, p, θ)∈X×L2(�)×W1,r
0 (�) such that for N∗ 3 n→∞

vn → v in X, (2.105a)

pn → p in L2(�), (2.105b)

θn → θ in W1,r
0 (�) . (2.105c)

The triple (v, p, θ) is a solution of the system (2.99a)–(2.99c).

Proof. We refer to Litvinov and Hoppe [2005]. �



Modeling, Simulation and Optimization of Electrorheological Fluids 753

3. Numerical solution of electrorheological fluid flows

This section is devoted to the numerical solution of stationary and time-dependent, isother-
mal and nonisothermal electrorheological fluid flows. We shall begin in Section 3.1 with
steady-state isothermal problems with emphasis on nonlinear Uzawa-type algorithms in
3.1.1 and augmented Lagrangian methods in 3.1.2. This includes the construction of pre-
conditioners based on approximate inverses of the Stokes operator, which will be the subject
of 3.1.3. An augmented Lagrangian approach particularly suited for nonregularized Bing-
ham models shall be considered in 3.1.4. Time-dependent problems shall be taken care of
in Section 3.2, and in Section 3.3, we shall address nonisothermal fluid flows. We refer
to Crochet [1984], Elman, Silvester and Wathen [2005], Glowinski [2004], Gun-
zburger [1989], Huang [1998], Thomasset [1981], and Turek [1999] with regard to a
general presentation of numerical solution techniques for Newtonian and non-Newtonian
fluid flows.

3.1. Steady-state isothermal incompressible flow problems

As we have seen in Section 2.2 (cf. Theorem 2.2), steady isothermal, incompressible elec-
trorheological fluid flows with a regularized viscosity function can be approximated by finite
dimensional nonlinear saddle point problems of the form:
Find (vn, pn) ∈ Xn × Qn such that

〈Sn(vn),wn〉 −
〈
B∗npn,wn

〉
= 〈 f + g,wn〉 , wn ∈ Xn, (3.1a)

(Bnvn, qn)0,� = 0, qn ∈ Qn, (3.1b)

where Xn ⊂ X := W1,2
0,0D

(�) and Qn ⊂ L2(�), n ∈ N, are finite dimensional subspaces,
Sn(un) := Mκ (un, un) with Mκ : X × X→ X∗ being the nonlinear operator given by (2.26),
and Bn refers to the discrete divergence operator (2.30). We assume that the pairs
(Xn,Qn), n ∈ N, satisfy the discrete LBB condition (2.31).

Since the nonlinear operator Sn admits an inverse S−1
n , the discrete velocity field vn can

be formally eliminated from (3.1a), (3.1b), which gives rise to

BnS−1
n (B∗npn + fn + gn) = 0. (3.2)

Remark 3.1. In the linear regime, the linear operator BnS−1
n B∗n is called the Schur comple-

ment, and (3.2) is referred to as the Schur complement system.

All numerical techniques for the solution of (3.1a), (3.1b) are nonlinear versions of meth-
ods that have been developed for linear saddle point problems, i.e., when the operator S in
(3.1a) is a linear operator. The most popular numerical schemes are Uzawa-type algorithms
and those based on the augmented Lagrangian approach (cf., e.g., Cao [2003], Fortin and
Glowinski [1983], Glowinski [1984, 2004], Glowinski and Le Tallec [1989], and Lin
and Cao [2006]). In the nonlinear regime, these methods are outer–inner iterative schemes
where the outer iteration takes care of the saddle point structure of the problem and the inner
iteration is devoted to the nonlinear problem associated with the operator S.
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3.1.1. Nonlinear Uzawa-type algorithms
The nonlinear Uzawa algorithm can be formally derived as a damped nonlinear Richardson
iteration with damping parameter τ > 0 applied to (3.2).

Given p(0)n ∈ Qn, compute p(ν)n ∈ Qn, ν ∈ N, according to

p(ν+1)
n = p(ν)n − τBnS−1

n

(
B∗np(ν)n + fn + gn

)
, ν ∈ N0. (3.3)

It is used below the same notation ν for the velocity and the number of iteration. The upper
index ν in brackets denotes the number of iteration. In other case ν is the velocity. Of course,
we are interested in iterates u(ν)n for the discrete velocity field as well which can be obtained
by means of (3.1a). Thus, we arrive at the following standard form of the nonlinear Uzawa
algorithm:

Nonlinear Uzawa algorithm

Given (v(0)n , p(0)n ) ∈ Xn × Qn and τ > 0, compute
(

v(ν)n , p(ν)n

)
∈ Xn × Qn, ν ∈ N, as the

solution of〈
Snv(ν+1)

n ,wn

〉
−

〈
B∗np(ν)n ,wn

〉
= 〈 f + g,wn〉 , wn ∈ Xn, (3.4a)

( p(ν+1)
n − p(ν)n , qn)0,� = −τ

(
Bnv(ν+1)

n , qn

)
0,�

, qn ∈ Qn. (3.4b)

Theorem 3.1. Let (vn, pn) ∈ Xn × Qn be the solution of (3.1a), (3.1b) and suppose that
{(v(ν)n , p(ν)n )}N is the sequence of iterates generated by the nonlinear Uzawa algorithm (3.4a),
(3.4b). Assume τ < 2γLβ

2 with γL as in Lemma 2.3 and β from Lemma 2.2. Then, for ν →
∞, there holds

v(ν)n → vn in X, p(ν)n → pn in L2(�).

Proof. We set e(ν)v := v(n))n − vn and e(ν)p := p(ν)n − pn. If we subtract (3.1a) from (3.4a) and
(3.1b) from (3.4b), we obtain〈

Sn(v
(ν+1)
n )− Sn(vn),wn

〉
=

〈
B∗ne(ν)p ,wn

〉
, wn ∈ Xn, (3.5a)(

e(ν+1)
p − e(ν)p , qn

)
0,�
= −τ

(
Bne(ν+1)

v , qn

)
0,�

, qn ∈ Qn. (3.5b)

We choose wn = 2e(ν+1)
u in (3.5a) and qn = 2e(ν+1)

p in (3.5b). Then, multiplying (3.5a) by
2τ and adding it to (3.5b) yields

‖e(ν+1)
p ‖

2
0,� + ‖e

(ν+1)
p − e(ν)p ‖

2
0,� − ‖e

(ν)
p ‖

2
0,�

+ 2τ
〈
Sn

(
v(ν+1)

n

)
− Sn(vn), e(ν+1)

v

〉
= 2τ

(
Bne(ν+1)

v , e(ν)p − e(ν+1)
p

)
0,�

.

The results of Section 2.2 imply

‖e(ν+1)
p ‖

2
0,� + ‖e

(ν+1)
p − e(ν)p ‖

2
0,� − ‖e

(ν)
p ‖

2
0,�

+ 2τ γL ‖e
(ν+1)
v ‖

2
X ≤ 2

τ

β
‖e(ν+1)

v ‖X ‖e
(ν+1)
p − e(ν)p ‖0,�,

and hence, Young’s inequality gives

‖e(ν+1)
p ‖

2
0,� − ‖e

(ν)
p ‖

2
0,� + τ

(
2γL −

τ

β2

)
‖e(ν+1)

v ‖
2
X ≤ 0. (3.6)
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We deduce from (3.6) that the sequence {‖e(ν)p ‖
2
0,�}N is convergent which in turn gives us

e(ν)v → 0 as ν →∞. Moreover, we have∥∥∥Sn

(
v(ν+1)

n

)
− Sn(vn)

∥∥∥
X∗
→ 0 as ν →∞. (3.7)

On the other hand, in view of (3.5a) and Lemma 2.2, it follows that∥∥∥Sn

(
v(ν+1)

n

)
− Sn(vn)

∥∥∥
X∗
=

∥∥∥B∗ne(ν)p

∥∥∥
X∗
≥ β

∥∥∥e(ν)p

∥∥∥
0,�

.

Hence, (3.7) tells us that e(ν)p → 0 as ν →∞. �

It is well-known from the theory of linear iterative schemes that the convergence can
be significantly improved by preconditioning (cf., e.g., Bank, Welfert, and Yserentant
[1990], Bramble, Pasciak and Vassilev [1997], Elman [2002], Elman and Golub
[1994], Elman and Silvester [1996], Klawonn [1998], and Rusten and Winther
[1992]). In terms of the Richardson iteration (3.3), we may use

p(ν+1)
n = p(ν)n + P−1

n BnS−1
n

(
B∗np(ν)n + fn + gn

)
, ν ∈ N0,

with a preconditioner Pn : Qn → Qn, which is assumed to be a linear symmetric positive
operator. This leads to the preconditioned nonlinear Uzawa algorithm.

Preconditioned nonlinear Uzawa algorithm
Let Pn : Qn → Qn be a linear symmetric positive operator. Then, given (v(0)n , p(0)n ) ∈ Xn ×

Qn, compute (v(ν)n , p(ν)n ) ∈ Xn × Qn, ν ∈ N, as the solution of〈
Sn(v

(ν+1)
n ,wn

〉
−

〈
B∗np(ν)n ,wn

〉
= 〈 f + g,wn〉 , wn ∈ Xn, (3.8a)

( p(ν+1)
n − p(ν)n , qn)0,� = −(P

−1
n Bnv(ν+1)

n , qn)0,�, qn ∈ Qn. (3.8b)

Remark 3.2. The preconditioned nonlinear Uzawa algorithm contains the standard form
(3.4a), (3.4b) as a special case as can be readily seen by choosing Pn = τ In, τ > 0, with In

denoting the identity on Qn.

A major problem in the practical realization of the algorithm (3.8a), (3.8b) is that it
requires the solution of a nonlinear problem. This issue is usually taken care of by an approx-
imation S̃n of Sn. We will discuss feasible choices of S̃n in 3.1.3. Since in this case we do not
solve (3.8a), (3.8b) exactly, the resulting scheme is referred to as a preconditioned inexact
nonlinear Uzawa algorithm.

Preconditioned inexact nonlinear Uzawa algorithm
Let S̃−1

n be an approximate inverse of S−1
n and assume that Pn : Qn → Qn is a linear sym-

metric positive operator. Then, given (v(0)n , p(0)n ) ∈ Xn × Qn, compute (v(ν)n , p(ν)n ) ∈ Xn ×

Qn, ν ∈ N, as the solution of〈
S̃n(v

(ν+1)
n ,wn

〉
−

〈
B∗np(ν)n ,wn

〉
= 〈 f + g,wn〉 , wn ∈ Xn, (3.9a)

(p(ν+1)
n − p(ν)n , qn)0,� = −(P−1

n Bnv(ν+1)
n , qn)0,�, qn ∈ Qn. (3.9b)
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In case of a linear symmetric positive definite operator Sn, the convergence of precon-
ditioned inexact nonlinear Uzawa algorithms has been analyzed in Bramble, Pasciak and
Vassilev [1997], Elman and Golub [1994]. As can be expected, it requires some condi-
tions on the approximate inverse S̃−1

n and on the preconditioner Pn.

3.1.2. Augmented Lagrangian methods
As we already know from 2.2.1, the nonlinear saddle point problem (3.1a), (3.1b) results
from the constrained minimization problem

min
vn∈Vn

(Jκ (vn, vn)+ 〈L(vn), vn〉),

where Vn := Xn ∩ H(div0
;�) and Jκ : X × X→ R and L : X→ X∗ are given by (2.24a)

and (2.24b), if we couple the constraints Bnvn = 0 by Lagrange multipliers pn ∈ Qn.
An alternative is to use penalty methods

min
vn∈Xn

(
Jκ (vn, vn))+ 〈L(vn), vn〉 + r(Bnvn,Bnvn)0,�

)
,

where the constraints are taken care of by a penalty term with penalty parameter r > 0. The
disadvantage with penalty methods is that the penalty parameter r usually has to be chosen
quite large, which has a negative impact on the condition of the resulting algebraic system.

The augmented Lagrangian techniques combine the previous approaches in such a way
that they work sufficiently well for a moderate choice of the penalty parameter. A conver-
gence analysis in the symmetric case is given in Fortin and Glowinski [1983], Glowinski
and Le Tallec [1989], whereas the nonsymmetric case has been addressed in Awanou and
Lai [2005].

Augmented Lagrangian algorithm

Given
(
v(0)n , p(0)n

)
∈ Xn × Qn and r, ρ > 0, compute

(
v(ν)n , p(ν)n

)
∈ Xn × Qn, ν ∈ N, such

that for (wn, qn) ∈ Xn × Qn, there holds〈
Snv(ν+1)

n ,wn

〉
−

〈
B∗np(ν)n ,wn

〉
+ r

(
Bnv(ν+1)

n ,Bnwn

)
0,�
= 〈 f + g,wn〉 , (3.10a)(

p(ν+1)
n − p(ν)n , qn

)
0,�
+ ρ

(
Bnv(ν+1)

n , qn

)
0,�
= 0. (3.10b)

Theorem 3.2. Let (vn, pn) ∈ Xn × Qn be the solution of (3.1a), (3.1b), and let {(v(ν)n ,

p(ν)n )}N be the sequence of iterates generated by the augmented Lagrangian algorithm
(3.10a), (3.10b). Then, under the assumption ρ < 2r for ν →∞, there holds

v(ν)n → vn in X, p(ν)n → pn in L2(�).

Proof. The convergence result can be verified using a similar reasoning as in the proof of
Theorem 3.1. Setting e(ν)v := v(n)n − vn and e(ν)p := p(ν)n − pn, it follows from (3.1a), (3.1b)
and (3.10a), (3.10b) that for wn ∈ Xn and qn ∈ Qn, there holds〈

Sn(v
(ν+1)
n − Sn(vn),wn

〉
+ r

(
Be(ν+1)

v ,Bwn

)
0,�
=

〈
B∗ne(ν)p ,wn

〉
, (3.11a)(

e(ν+1)
p − e(ν)p , qn

)
0,�
= −ρ

(
Bne(ν+1)

v , qn

)
0,�

. (3.11b)
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With wn = 2e(ν+1)
v , qn = 2e(ν+1)

p in (3.11a), (3.11b) and the results of Section 2.2 as well as
Young’s inequality, we obtain

‖e(ν+1)
p ‖

2
0,� − ‖e

(ν)
p ‖

2
0,� + 2ρ γ ‖e(ν+1)

v ‖
2
X + ρ (2r − τ) ‖Be(ν+1)

v ‖
2
X ≤ 0,

from which we first deduce the convergence of {‖e(ν)p ‖
2
0,�}N and then

e(ν)v → 0 in X (ν →∞), (3.12a)

Be(ν)v → 0 in L2(�) (ν →∞). (3.12b)

Now, (3.11a) and Lemma 2.2 result in

‖Sn(v
(ν+1)
n )− Sn(vn)+ rB∗nBne(ν+1)

v ‖X∗ = ‖B
∗
ne(ν)p ‖X∗ ≥ β ‖e

(ν)
p ‖0,�.

Hence, (3.12a), (3.12b) and the continuity of Sn imply e(ν)p → 0 as ν →∞. �

As in the case of the nonlinear Uzawa algorithm, in practical computations, we replace
Sn in (3.10a) by some appropriate approximation, S̃n. This leads to the inexact augmented
Lagrangian algorithm.

Inexact augmented Lagrangian algorithm
Let S̃n be an approximation of Sn. Then, given (v(0)n , p(0)n ) ∈ Xn × Qn and r, ρ > 0, compute
(v(ν)n , p(ν)n ) ∈ Xn × Qn, ν ∈ N, such that for (wn, qn) ∈ Xn × Qn, there holds〈

S̃n

(
v(ν+1)

n

)
,wn

〉
−

〈
B∗np(ν)n ,wn

〉
+ r

(
Bnv(ν+1)

n ,Bnwn

)
0,�
= 〈 f + g,wn〉 , (3.13a)

(
p(ν+1)

n − p(ν)n , qn

)
0,�
+ ρ

(
Bnv(ν+1)

n , qn

)
0,�
= 0. (3.13b)

The convergence of the inexact augmented Lagrangian algorithm requires that S̃−1
n pro-

vides a sufficiently good approximation of S−1
n , which also affects the choice of the param-

eters r and ρ.

Remark 3.3. More efficient preconditioners can be constructed in the framework of multi-
grid techniques (cf. Hackbusch [1985]) with respect to a hierarchy of discretizations
and/or domain decomposition methods (cf. Quarteroni and Valli [1999], and Toselli
and Widlund [2005]) relying on overlapping or nonoverlapping decompositions of the
computational domain. However, we are not aware of any scientific contributions where
such approaches have been applied to the numerical solution of electrorheological fluid
flows.

3.1.3. Construction of approximate inverses
There is a wide variety of possible approximate inverses S̃−1

n of S−1
n for the realization of

the inexact nonlinear Uzawa algorithm (3.9a), (3.9b) and the inexact augmented Lagrangian
algorithm (3.13a), (3.13b), among them the Picard iteration, fixed point techniques, and
Newton-type methods.
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We recall that the operator Sn in (3.8a) and (3.11a) can be formally written as Sn(vn) =

Ŝn(vn, vn) where Ŝn : X × X→ X∗ is given by〈
Ŝn(vn,wn), zn

〉
:= 2

∫
�

(
b(|E|, x)(κ + I(ũ+ vn))

−1/2ε(ũ+ wn) : ε(zn)

+ c(I(ũ+ vn), |E|, x)ε(ũ+ wn) : ε(zn)
)

dx.

(3.14)

Then, for a given fn ∈ X∗n , the solution of the nonlinear variational equation

〈Sn(vn), zn〉 = 〈 fn, zn〉 , zn ∈ Xn, (3.15)

can be obviously reformulated as〈
Ŝn(vn, vn), zn

〉
= 〈 fn, zn〉 , zn ∈ Xn. (3.16)

We first consider a Picard-type iteration (cf. Moore and Cloud [2007]), which in the Rus-
sian literature is also known as the Birger-Kachanov method (cf. Fucik, Kratochvil and
Necas [1973]).

Picard iteration
Given v(0)n ∈ Xn, compute v(ν)n , ν ∈ N, as the solution of the linear variational equation〈

Ŝn

(
v(ν)n , v(ν+1)

n

)
, zn

〉
= 〈 fn, zn〉 , zn ∈ Xn, ν ∈ N0. (3.17)

Theorem 3.3. Let vn ∈ Xn be the solution of (3.15) and {v(ν)n }N be the sequence of iterates
v(ν)n ∈ Xn, ν ∈ N, generated by the Picard iteration (3.17). Then, under the assumptions
(A1), (A2) and for κ > 0, there holds

v(ν)n → vn in X (ν →∞).

Proof. We refer to Fucik, Kratochvil and Necas [1973], Moore and Cloud [2007].
�

We will not consider the issue how well the inverse S̃−1
n associated with the Picard iteration

(3.17) approximates S−1
n in order to access the convergence of the inexact nonlinear Uzawa

algorithm or the inexact augmented Lagrangian algorithm, but instead address this question
in the framework of a fixed point iteration:

We introduce A : X→ X∗ as a linear, continuous self-adjoint coercive operator, i.e., we
assume that for v,w ∈ X

〈Av,w〉 = 〈Aw, v〉 , (3.18a)

| 〈Av,w〉 | ≤ CA ‖v‖X ‖w‖X , (3.18b)

〈Av, v〉 ≥ γA ‖v‖
2
X . (3.18c)
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Hence, ‖ · ‖A := 〈A·, ·〉1/2 defines a norm on X, which is equivalent to the ‖ · ‖X-norm
and the ‖ · ‖1,2,�-norm. We refer to ‖ · ‖A∗ as the associated norm on the dual space X∗.
Hence, the operator Sn retains its properties with respect to the ‖ · ‖A- and the ‖ · ‖A∗ -norm.
In particular, for wn, zn ∈ Xn, there holds

‖Sn(wn)− Sn(zn)‖A∗ ≤ CS ‖wn − zn‖A, (3.19a)

〈Sn(wn)− Sn(zn),wn − zn〉 ≥ γS ‖wn − zn‖
2
A. (3.19b)

Setting An := A|Xn , for the solution of (3.15), we consider the following fixed point iteration.

Fixed point iteration
Given v(0)n ∈ Xn and t ∈ R+, compute v(ν)n ∈ Xn, ν ∈ N, as the solution of〈

Anv(ν+1)
n , zn

〉
=

〈
Anv(ν)n , zn

〉
− t

(〈
Sn

(
v(ν)n

)
, zn

〉
− 〈 fn, zn〉

)
, zn ∈ Xn. (3.20)

Theorem 3.4. Let vn ∈ Xn be the unique solution of (3.15). Assume that the operator A ∈
L(X,X∗) satisfies (3.18a)–(3.18c) and that assumptions (A1), (A2) hold true. Then, for
κ > 0 and t ∈ (0, 2γSC−2

S ), the linear problem (3.20) has a unique solution v(ν+1)
n ∈ Xn,

and there holds

‖v(ν)n − vn‖A ≤
k(t)ν

1− k(t)
‖Sn

(
v(0)n

)
− fn‖A∗ , ν ∈ N, (3.21)

where

k(t) = (1− 2γSt + C2
St2)1/2 < 1. (3.22)

The optimal value is

kopt = k(topt) = (1− γ
2
S C−2

S )1/2, topt = γSC−2
S .

Proof. We denote by J : X∗ → X the Riesz operator. Then, the iteration (3.20) amounts to
the computation of a fixed point of the operator Tn(t) : Xn → Xn given by

Tn(t)(wn) := wn − t J(Sn(wn)− fn), wn ∈ Xn. (3.23)

Taking (3.19a), (3.19b) and the isometry of J into account, from (3.23), we deduce

‖Tn(t)(wn)− Tn(t)(zn)‖
2
A = ‖wn − zn − t J(Sn(wn)− Sn(zn))‖

2
A

= ‖wn − zn‖
2
A − 2t 〈Sn(wn)− Sn(zn),wn − zn〉 + t2 ‖Sn(wn)− Sn(zn)‖

2
A∗

≤ ‖wn − zn‖
2
A − 2t γS ‖wn − zn‖

2
A + t2 C2

S ‖wn − zn‖
2
A = k(t)2 ‖wn − zn‖

2
A.

Hence, the assertion follows from the Banach fixed point theorem. �

Remark 3.4. Some comments are in order with regard to an appropriate choice of the
finite dimensional subspaces Xn and Qn. In the framework of finite element approxima-
tions based on simplicial and/or quadrilateral triangulations of the computational domain,
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for incompressible Stokes and Navier-Stokes type fluid flow problems, various families of
finite elements have been suggested. The Taylor-Hood Pk/Pk−1-elements, k ∈ N, and its
generalizations have become the most popular choice in applications. For a thorough pre-
sentation and discussion including the discrete inf-sup condition, we refer to Braess [2007],
Brezzi and Fortin [1991].

3.1.4. An augmented Lagrangian approach for an extended Bingham fluid model
In case of the extended Bingham fluid model based on the viscosity function (2.18), the fluid
flow is described by the nonlinear variational inequality of the second kind (2.63). Hence,
appropriate numerical methods for such variational inequalities have to be provided (cf., e.g.,
Glowinski, Lions and Tremolieres [1981]). We present here an augmented Lagrangian
approach relying on a mixed formulation of the problem that has been used in Engelmann,
Hiptmair, Hoppe and Mazurkevich [2000] for the computation of electrorheological fluid
flows obeying the constitutive law (2.13). The motivation for the mixed formulation is that
the nonlinearity and nonsmoothness of the problem is confined to the gradients of the compo-
nents of the velocity. Hence, introducing p = ∇u as additional unknowns and using a P1/P0
finite element discretization of (u, p) boil down the global nonlinear problem to a sequence
of local, low-dimensional nonlinear problems that can be easily solved. For simplicity, we
restrict ourselves to a problem setting with full rotational symmetry where E = Er(r, z)er +

Ez(r, z)ez and u = u(r, z)eϑ with er, eϑ , and ez denoting the unit vectors in a cylindrical
coordinate system. The incompressibility condition is then automatically satisfied.

Based on the constitutive law (2.13), the steady state u ∈ V := W1,2
0,0D

(�) of the electror-
heological fluid flow corresponds to the minimizer of the global energy

J(u) = inf
v∈V

J(v). (3.24)

Here, J : V → R stands for the energy functional

J(v) := γ
∫
�

|E||E · ∇u|r dr dz+
1

2
η

∫
�

|∇u|2r dr dz− `(v), v ∈ V, (3.25)

where ` : V → R comprises volume and surface forces according to

`(v) := 〈 f + g, v〉 , v ∈ V.

We introduce p = ∇u ∈ L2(�)2 as additional unknowns and couple the constraint p = ∇u
both by a Lagrangian multiplier λ ∈ L2(�)2 and by a penalty term with penalty parameter
τ > 0, which gives rise to the saddle point problem.

Find (u, p, λ) ∈ V × L2(�)2 × L2(�)2 such that

L(τ )(u, p, λ) = inf
v,q

sup
µ

L(τ )(v, q, µ), (3.26)

where the augmented Lagrangian L(τ )(·, ·, ·) is given by

L(τ )(v, q, µ) := γ
∫
�

|E||E · p|r dr dz+
1

2
η

∫
�

|p|2r dr dz

+

∫
�

µ · (p−∇u) dr dz+
1

2
τ

∫
�

|p−∇u|2 dr dz− `(v) .
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For a simplicial triangulation Th(�) of the computational domain �, we use a P1/P0 dis-
cretization (uh, ph) ∈ Vh ×W2

h of (u, p) where Vh stands for the standard finite element
space of continuous piecewise linear finite elements and Wh for the linear space of ele-
mentwise constants. If an approximation of the electric field E is obtained based on a P1
approximation, we define Eh ∈ Wh locally as the elementwise integral mean of that approx-
imation. Consequently, the discrete minimization problem amounts to the computation of
(uh, ph, λh) ∈ Vh ×W2

h ×W2
h such that

L(τ )(uh, ph, λh) = inf
vh,qh

sup
µh

L(τ )(vh, qh, µh), (3.27)

where E in the definition of L(τ )(·, ·, ·) has to be replaced by Eh.
The minimization problem (3.27) is solved iteratively by an operator splitting technique

where each iteration step requires the solution of a global quadratic minimization problem
and local, i.e., elementwise nonlinear minimization problems along with appropriate updates
of the discrete Lagrangian multipliers λh. In particular, given sequences {ρn}N and {τn}N of
update parameters ρn ∈ R+ and penalty parameters τn ∈ R+, n ∈ N, as well as start vectors
(p(0)h , λ

(1)
h ) ∈ W2

h ×W2
h , an iteration consists of the following two steps.

Step 1: Compute u(n)h ∈ Vh as the solution of the global quadratic minimization problem

L(τn)
(

u(n)h , p(n−1)
h , λ

(n)
h

)
= inf

vh∈Vh
L(τ )

(
vh, p(n−1)

h , λ
(n)
h

)
(3.28)

and update the multiplier according to

λ
(n+1/2)
h = λ

(n)
h + ρn

(
∇u(n)h − p(n−1)

h

)
. (3.29)

Step 2: Compute p(n)h ∈ W2
h as the solution of

L(τn)
(

u(n)h , p(n)h , λ
(n+1/2)
h

)
= inf

qh∈W2
h

L(τ )
(

u(n)h , qh, λ
(n+1/2)
h

)
(3.30)

and update the multiplier according to

λ
(n+1)
h = λ

(n+1/2)
h + ρn

(
∇u(n)h − p(n)h

)
. (3.31)

The minimization problem (3.28) requires the solution of a linear algebraic system where
the coefficient matrix corresponds to the stiffness matrix associated with the P1 approxima-
tion of the Laplacian −1. On the other hand, the minimization problem (3.30) reduces to
the simultaneous solution of the elementwise minimization problems: for each T ∈ Th(�),
compute p(n)h |T ∈ P0(T)2 such that

J(τn)
T

(
p(n)h |T

)
= inf

qT
h∈P0(T)2

J(τn)
T

(
qT

h

)
, (3.32)

where the functional J(τn)
T : P0(T)2 → R is given by

J(τn)
T

(
qT

h

)
:= L(τn)

(
u(n)h |T , qT

h , λ
(n+1/2)
h

)
.
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The local minimization problems (3.32) give rise to two-dimensional variational inequali-
ties, which can be solved analytically.

3.2. Evolutionary isothermal incompressible flow problems

We consider the discretization of initial-boundary value problems for time-dependent incom-
pressible isothermal electrorheological fluid problems (2.1a), (2.1b) by a difference approx-
imation in time and by the Galerkin method in space using finite dimensional subspaces
Xn ⊂ X := W1,2

0,0D
and Qn ⊂ L2(�), n ∈ N as in the previous Section 3.1. For discretization

in time, we refer to

Īk := {tm = mk | 0 ≤ m ≤ M, k := T/M}, M ∈ N, (3.33)

as a uniform partition of the time interval [0, T] of step size k and approximate the time
derivative ut(·, t) in t ∈ Īk by the forward and backward difference quotients ∂±k u(·, t), which
are given by

∂+k u(·, t) := k−1(u(·, t + k)− u(·, t)), t ∈ Īk \ {T}, (3.34a)

∂−k u(·, t) := k−1(u(·, t)− u(·, t − k)), t ∈ Īk \ {0}. (3.34b)

We denote by (u(m)n , p(m)n ) ∈ Xn × Qn an approximation of (u(·, tm), p(·, tm)) ∈ X × L2(�)

at time tm. Using a convex combination of the discretizations by the forward and difference
quotients in time results in the so-called 2-scheme which at each time level amounts to the
solution of the following nonlinear system of finite dimensional variational equations〈

F(2)n (u(m)n ),wn

〉
−

〈
B∗np(m)n ,wn

〉
=

〈
h(2)n ,wn

〉
, wn ∈ Xn, (3.35a)

(Bnu(m)n , qn

〉
= 0, qn ∈ Qn, (3.35b)

where the nonlinear operator F(2)n : Xn → X∗n and the right-hand side h(2)n ∈ X∗n ,2 ∈ [0, 1],
are given by〈

F(2)n (vn),wn

〉
:= ρ k−1

〈vn,wn〉 +2 (〈(vn · ∇)vn,wn〉 + 〈Sn(vn),wn〉), (3.36a)

h(2)n := fn + gn + k−1u(m)n − (1−2)
((

u(m)n · ∇

)
u(m)n + Sn

(
u(m)n

))
. (3.36b)

For 2 = 0 and 2 = 1, we recover the standard explicit and implicit difference approxima-
tion, respectively. The difference approximation for 2 = 1/2 is called the Crank–Nicolsen
method. It is well-known that the 2-scheme is consistent with the initial-boundary value
problem of order O(k) in time for 2 6= 1/2, whereas the Crank–Nicolsen method is consis-
tent of order O(k2). Moreover, the 2-scheme is only conditionally stable for 2 < 1/2 and
unconditionally stable for2 ∈ [1/2, 1] (cf., e.g., Strikwerda [2004], and Thomas [1995]).
Usually, the stability condition for 2 ∈ [0, 1/2) imposes a severe restriction on the choice
of the step size k so that the corresponding schemes are not used in practice.

The nonlinear system (3.35a), (3.35b) can be solved using the same techniques as
described in Section 3.1. In particular, we may use the analog of the inexact nonlinear Uzawa
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algorithm (3.9a), (3.9b) and the inexact augmented Lagrangian algorithm (3.13a), (3.13b)
provided we have suitable approximate inverses

(
F̃(2)n

)−1 of
(
F(2)n

)−1
, 2 ∈ (1/2, 1], at

hand. For the construction of such inverses, the Picard iteration or fixed point iterations
can be used as well. The only difference is that we are faced with the additional nonlinear
convective term (vn · ∇)vn, which, however, can be treated in much the same way as the non-
linearity in the operator Sn. For instance, in case of the standard implicit scheme (2 = 1),
we use〈

F̃(1)n (vn),wn

〉
:= ρ k−1

〈vn,wn〉 +

(〈
(u(m)n · ∇)vn,wn

〉
+

〈
Ŝn(u

(m)
n ),wn

〉)
, (3.37)

with Ŝn given by (3.14).
For the Crank–Nicolsen, scheme, an appropriate modification has to be used in order to

retain second-order accuracy (cf., e.g., Elman [2002]).

3.3. Nonisothermal incompressible electrorheological flow problems

We use the notations from Section 2.5 and assume {Xn}N, {Qn}N, and {Yn}N to be limit dense
nested sequences of finite dimensional subspaces of X,L2(�), and W1,2

0,0(�), respectively,
and we consider the following sequence of approximating systems of finite dimensional
variational equations: find (vn, pn, θn) ∈ Xn × Qn × Yn such that

〈N(vn, θn),wn〉 −
〈
B∗npn,wn

〉
= 〈 f + g,wn〉 , wn ∈ Xn, (3.38a)

(Bnvn, qn)0,� = 0, qn ∈ Qn, (3.38b)

(∇θn,∇ζn)0,� −
〈
Aβ(vn, θn), ζn

〉
= (f3, ζn)0,�, ζn ∈ Yn, (3.38c)

where Bn ∈ L(Xn,Qn) refers to the discrete divergence operator (cf. 2.2.1).

Theorem 3.5. Let the assumptions of Theorem 2.6 be satisfied, and let {(vn, pn, θn)}N be
a sequence of solutions of (3.38a)–(3.38c). Then, there exist a subsequence N′ ⊂ N and
a triple (v, p, θ) ∈ X × L2(�)×W1,2

0,0(�) that solves (2.101a)–(2.101c) such that for N′ 3
n→∞

vn → v in X, (3.39a)

pn → p in L2(�), (3.39b)

θn → θ in W1,2
0,0(�). (3.39c)

Proof. Setting Vn = Ker(Bn), (3.38a)–(3.38c) can be equivalently stated as follows: find
(vn, θn) ∈ Vn × Yn such that

〈N(vn, θn),wn〉 = 〈 f1 + g,wn〉 , wn ∈ Xn, (3.40a)

(∇θn,∇ζn)0,� −
〈
Aβ(vn, θn), ζn

〉
= (f3, ζn)0,�, ζn ∈ Yn. (3.40b)

It follows from Theorem 2.6 that for each n ∈ N problem (3.40a), (3.40b) admits a solution
(vn, θn) ∈ Vn × Yn. Moreover, there are constants Ci > 0, 1 ≤ i ≤ 2, such that

‖vn‖X ≤ C1, ‖θn‖1,� ≤ C2 (3.41)



764 R.H.W. Hoppe and W.G. Litvinov

uniformly in n ∈ N. We have N(vn, θn)− (f1 + g) ∈ V0
n , and hence, Lemma 2.2 implies that

there is a unique pn ∈ Qn such that

〈N(vn, θn),wn〉 −
〈
B∗npn,wn

〉
= 〈 f1 + g,wn〉 , wn ∈ Xn, (3.42)

i.e., (vn, pn, θn) solves (3.38a)–(3.38c). Lemma 2.2 and (3.41) yield

‖pn‖0,� ≤ C3, n ∈ N (3.43)

for some constant C3 > 0. Consequently, there exist a subsequence N′ ⊂ N and (v, p, θ) ∈
X × L2(�)×W1,2

0,0(�) such that for N′ 3 n→∞

vn ⇀ u in X, (3.44a)

vn → v in L4(�)d, (3.44b)

vn → v a.e. in �, (3.44c)

pn ⇀ p in L2(�), (3.44d)

θn ⇀ θ in W1,2
0,0(�), (3.44e)

θn → θ in L4(�), (3.44f)

θn → θ a.e. in �, (3.44g)

N(vn, θn) ⇀ ` in X∗. (3.44h)

For a fixed integer n0 ∈ N, let wn0 ∈ Xn0 and qn0 ∈ Qn0 . Then, in view of (3.44a), (3.44d),
and (3.44h), passing to the limit in (2.101a), (2.101b) yields〈

`− B∗p,w
〉
= 〈 f1 + g,w〉 , w ∈ Xn0 ,

(Bv, q)0,� = 0, q ∈ Qn0 .

Since n0 ∈ N was arbitrarily chosen and the sequences {Xn}N and {Qn}N are limit dense in
X and L2(�), it follows that

`− B∗p = f1 + g in X∗, (3.45a)

∇ · v = 0 a.e. in �. (3.45b)

We define Lz1,z2 : X→ X∗ according to〈
Lz1,z2(w1),w2

〉
:= 2

∫
�

ϕ(I(ũ+ w1), |E|, µ(ũ+ z1,E), θ̃ + z2)ε(ũ+ w1) : ε(w2) dx,w1,w2 ∈ X.

For z1 = vn, z2 = θn, Lemma 2.3 gives〈
L(vn,θn)(vn)− L(vn,θn)(v), vn − w

〉
≥ 0, w ∈ X, n ∈ N. (3.46)
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Moreover, by (3.44b), (3.44c) and (3.44f), (3.44g) and the Lebesgue theorem,

L(vn,θn)(w)→ L(v,θ)(w) in X∗, w ∈ X.

It follows that for w ∈ X, there holds

lim
N′3n→∞

〈
L(vn,θn)(w), vn

〉
=
〈
L(v,θ)(w), v

〉
, (3.47a)

lim
N′3n→∞

〈
L(vn,θn)(w),w

〉
=
〈
L(v,θ)(w),w

〉
. (3.47b)

Observing (3.44h) and (3.45a), we obtain

lim
N′3n→∞

(〈
L(vn,θn)(vn),w

〉
−
〈
B∗p,w

〉)
= 〈 f1 + g,w〉 , w ∈ X. (3.48)

Taking into account that〈
B∗pn, vn

〉
= (pn,Bnvn)0,�,

(2.101a) and (3.44a) imply that for N′ 3 n→∞, there holds〈
L(vn,θn)(vn), vn

〉
= 〈 f1 + g, vn〉 → 〈 f1 + g, v〉 . (3.49)

Due to (3.47a), (3.47b) and (3.48), (3.49), we pass to the limit in (3.46) and get〈
f1 + g− L(v,θ)(w)+ B∗p, v− w

〉
≥ 0, w ∈ X. (3.50)

If we choose w = v− γ z, z ∈ X, γ > 0, in (3.50), for γ → 0, it follows that〈
f1 + g− N(v, θ)+ B∗p, z

〉
≥ 0, z ∈ X.

Since z ∈ X can be arbitrarily chosen, we may replace z by −z and thus obtain

〈N(v, θ), z〉 −
〈
B∗p, z

〉
= 〈 f1 + g, z〉 , z ∈ X, (3.51a)

` = N(v, θ). (3.51b)

On the other hand, (3.44a)–(3.44c) and (3.44e)–(3.44g) as well as Lebesgue’s theorem imply

lim
N′3n→∞

〈
Aβ(vn, θn), ξ

〉
=
〈
Aβ(v, θ), ξ

〉
, ξ ∈ W1,2

0,0(�).

Choosing n0 ∈ N and ξn0 ∈ Yn0 arbitrarily, but fixed, and passing to the limit in (2.101c),
we get

(∇θ,∇ξn0)0,� −
〈
Aβ(v, θ), ξn0

〉
=
〈

f3, ξn0

〉
.

Since the sequence {Yn}N is limit dense in W1,2
0,0(�), we thus have

(∇θ,∇ξ)0,� −
〈
Aβ(v, θ), ξ

〉
= 〈 f3, ξ〉 , ξ ∈ W1,2

0,γ (�). (3.52)
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Now, (3.45b), (3.51a) and (3.52) show that the triple (v, p, θ) is a solution of (2.101a)–
(2.101c).

What remains to be shown is the strong convergence (3.39a)–(3.39c). We first note that
due to (3.44a), (3.48) (with w = v), and (3.49)

3n :=
〈
L(vn,θn)(vn)− Lv,θ)(v), vn − v

〉
→ 0 (N′ 3 n→∞). (3.53)

We split 3n according to

3n =
〈
L(vn,θn)(vn)− Lvn,θn)(v), vn − v

〉
+
〈
L(vn,θn)(v)− Lv,θ)(v), vn − v

〉
. (3.54)

In view of (3.44a) and (3.47a), (3.47b), we have〈
L(vn,θn)(v)− Lv,θ)(v), vn − v

〉
→ 0 (N′ 3 n→∞),

and hence, due to (3.53), (3.54),〈
L(vn,θn)(vn)− Lvn,θn)(v), vn − v

〉
→ 0 (N′ 3 n→∞). (3.55)

Now, Lemma 2.3 implies

vn → v in X (N′ 3 n→∞), (3.56)

whence

I(ũ+ vn)→ I(ũ+ v) a.e. in � (N′ 3 n→∞). (3.57)

We choose w = wn ∈ Xn in (2.101a) and subtract (2.101a) from (3.38a), which shows that
for qn ∈ Qn, there holds〈

B∗(pn − qn),wn
〉
= 〈N(vn, θn)− N(v, θ),wn〉 +

〈
B∗(p− qn),wn

〉
. (3.58)

Applying Lemma 2.2 in (3.58) yields

‖pn − qn‖0,� ≤ sup
wn∈Xn

〈B∗(pn − qn),wn〉

β |wn‖X

≤ β−1
‖N(vn, θn)− N(v, θ)‖X∗ + C ‖p− qn‖0,�, qn ∈ Qn,

where C ∈ R is a positive constant. It follows that

‖p− pn‖0,� ≤ inf
qn∈Qn

(
‖p− qn‖0,� + ‖pn − qn‖0,�

)
≤ β−1

‖N(vn, θn)− N(v, θ)‖X∗ + (C + 1) inf
qn∈Qn

‖p− qn‖0,�. (3.59)

Setting

ϕnm := ϕ(I(ũ+ vn), |E|, µ(ũ+ vm,E), θ̃ + θm), n,m ∈ N0,
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straightforward estimation results in

1

2
‖N(vn, θn)− N(v, θ)‖X∗ ≤

∫
�

(ϕnnε(ũ+ vn)− ϕ00ε(ũ+ v)2 dx

1/2

=

∫
�

((ϕnn(ε(ũ+ vn)− ε(ũ− v))+ (ϕnn − ϕ00)ε(ũ+ v))2 dx

1/2

≤

∫
�

ϕ2
nnI(vn − v) dx

1/2

+

∫
�

(ϕnn − ϕ00)
2I(ũ+ v) dx

1/2

. (3.60)

It follows from (T1), (3.44b), (3.44c), (3.44f), (3.44g), (3.56), (3.57) as well as the Lebesgue
theorem that the right-hand side in (3.60) converges to zero as N′ 3 n→∞. Consequently,

‖N(vn, θn)− N(v, θ)‖X∗ → 0 (N′ 3 n→∞). (3.61)

Since the sequence {Qn}N is limit dense in L2(�), (3.59) and (3.61) imply

pn → p in L2(�) (N′ 3 n→∞). (3.62)

Finally, from (3.44b), (3.44c), (3.44f), (3.44g), (3.56), and (3.57), we also get

Aβ(vn, θn)→ Aβ(v, θ) in W−1,2(�) (N′ 3 n→∞). (3.63)

Choosing ζn = θn in (3.38c), we have

‖θn‖
2
1,2,� =

〈
Aβ(vn, θn), θn

〉
+ 〈 f3, θn〉,

whence in view of (2.101c), (3.44f), and (3.63) for N′ 3 n→∞, we have

lim
N′3n→∞

(〈
Aβ(vn, θn), θn

〉
+ 〈 f3, θn〉

)
=
〈
Aβ(v, θ, θ

〉
+ 〈f3, θ〉 = ‖θ‖

2
1,2,�.

Consequently, ‖θn‖
2
1,2,� → ‖θ‖

2
1,2,� as N′ 3 n→∞, which together with (3.44f), results in

θn → θ in W1,2
0,0(�) (N′ 3 n→∞).

This concludes the proof of the theorem. �

4. Numerical simulation and optimization of electrorheological devices

We shall consider the application of the algorithmic tools developed in the Section 3 to
the simulation and the optimal design of electrorheological devices and systems. The most
elementary devices are rheometers used for the measurement of rheological properties,
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which shall be discussed in Section 4.1. Examples for more advanced devices are given
by electrorheological shock absorbers, which feature a much wider spectrum of damper
characteristics than absorbers based on conventional fluids. The simulation of the opera-
tional behavior of such electrorheological shock absorbers, in particular their compression
and rebound states, shall be treated in Section 4.2. Finally, Section 4.3 is devoted to a brief
presentation of a methodology for the shape optimization of the inlet and outlet boundaries
of piston ducts in electrorheological shock absorbers. For general aspects of optimization
problems related to fluid mechanical processes, we refer to Litvinov [2000], Mohammadi
and Pironneau [2001].

4.1. Electrorheological rheometers

Electrorheological rheometers are devices for the measurement of the rheological properties
of electrorheological fluids. Figure 4.5 displays a simple model consisting of two coaxial
cylinders of lengths li, le and radii rr, re, respectively. The inner cylinder features a high-
voltage lead to an external electric circuit, which supplies the lateral surface. The inner
cylinder thus serves as the electrode. The lateral surface of the outer cylinder represents the
counter electrode. The gap between the cylinders is filled with an electrorheological fluid.

One of the cylinders may rotate, whereas the other one remains at rest. When one of the
cylinders starts revolving, the other one experiences a torque due to the viscosity of the fluid.
Applying a voltage through the external electric circuit, the electrorheological effect results
in an enhanced viscosity, and the strength of the torque felt by the other cylinder increases.
Commercial rheometers operate within a frequency range of 10−7–100 Hz and a temperature

ER fluid

Electrodes

ω

z

re

ri

li
le

r

Ω

Fig. 4.5 Electrorheological clutch (left) and computational domain (right).
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range of−150–1000 ◦C and allow angular velocities of 0–320 rad/s. The normal force range
is between 10−3 and 50 N.

The arrangement has full rotational symmetry so that the computational domain reduces
to the domain � as shown in Fig. 4.5 (right). Given a cylindrical coordinate system (r, α, z)
with basis vectors er, eα , and ez, the velocity vector only features an angular component
u(r, z)eα , which results in the following components of the strain tensor

ε12(u) = ε21(u) =
1

2

(
∂u

∂r
−

u

r

)
, ε23(u) = ε32(u) =

1

2

∂u

∂z
, (4.1)

ε11(u) = ε22(u) = ε33(u) = ε13(u) = ε31(u) = 0.

Hence, for the second invariant of the rate of strain tensor, we obtain

I(u) =
1

2

(
∂u

∂r
−

u

r

)2

+
1

2

(
∂u

∂z

)2

. (4.2)

In our case, µ(u,E) = 0, and hence, the viscosity function ϕ is given by

ϕ(I(u), |E|, 0) := b(|E|, 0)(κ + I(u))−1/2
+ c(I(u), |E|, 0), (4.3)

where κ is the regularization parameter. Note that κ = 0 refers to the extended Bingham
fluid. Assuming no volume force acting on the fluid, the steady state equations take the form

∂

∂r

(
ϕ(I(u), |E|, 0)

(
∂u

∂r
−

u

r

))
+
∂

∂z

(
ϕ(I(u), |E|, 0)

∂u

∂z

)
(4.4a)

+
2

r
ϕ(I(u), |E|, 0)

(
∂u

∂r
−

u

r

)
= 0,

∂p

∂r
=
∂p

∂z
= 0. (4.4b)

The incompressibility condition is automatically satisfied.
As far as the boundary conditions on 0 = ∂� are concerned, we prescribe velocities on

the left boundary of �

0` := {(r, z) | r = 0, z ∈ (0, le − li)}

and on the surface of the internal and external cylinder

0s :=
4⋃

i=1

0s,i,

where the subsurfaces 0s,i, 1 ≤ i ≤ 4, are given by

0s,1 := {(r, z) | z = 0, r ∈ ((0, re)},

0s,2 := {(r, z) | r = re, z ∈ (0, le)},

0s,3 := {(r, z) | z = le − li, r ∈ (0, ri)},

0s,4 := {(r, z) | r = ri, z ∈ ((le − li), le)}.
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Moreover, surface forces are specified on

0t := 0 \ (0̄` ∪ 0̄s).

If the inner cylinder is rotating, the boundary conditions are chosen according to

u(r, z) =


0 on 0` ∪ 0s,1 ∪ 0s,2

rω on 0s,3

riω on 0s,4

, (4.5a)

lim
r→0

(
∂u

∂r
−

u

r

)
(r, z) = 0, z ∈ (0, le − li), (4.5b)

ϕ(I(u), |E|, 0)
∂u

∂z
= 0, p = const. on 0t. (4.5c)

On the other hand, if the outer cylinder is revolving, we have

u(r, z) =


0 on 0` ∪ 0s,3 ∪ 0s,4

rω on 0s,1

reω on 0s,2

, (4.6a)

lim
r→0

(
∂u

∂r
−

u

r

)
(r, z) = 0, z ∈ (0, le − li), (4.6b)

ϕ(I(u), |E|, 0)
∂u

∂z
= 0, p = const. on 0t. (4.6c)

Due to the rotational symmetry, the electric field

E(r, z) = Er(r, z)er + Ez(r, z)ez

has two components Er and Ez, which can be computed according to E = −∇ψ =
−(∂ψ/∂r, ∂ψ/∂z)T as the gradient of an electric potential ψ = ψ(r, z). Denoting by

0i := {(r, z) | r = ri, z ∈ (le − li, le)},

0e := {(r, z) | r = re, z ∈ (le − li, le)},

the lateral surfaces of the inner and outer cylinder, the electric potentialψ satisfies the bound-
ary value problem

∂

∂r

(
ε
∂ψ

∂r

)
+
ε

r

∂ψ

∂r
+
∂

∂z

(
ε
∂ψ

∂z

)
= 0 in �, (4.7a)

ψ = U on 0i, ψ = 0 on 0e, (4.7b)

∂ψ

∂r
= 0 on 00, νrε

∂ψ

∂r
+ νzε

∂ψ

∂z
= 0 on 0t,

where U is the applied voltage, ε stands for the dielectric permittivity, and ν = (νr, νz)
T is

the exterior normal unit vector.
Given a simplicial triangulation of the computational domain �, we have discretized

(4.4a) by conforming P1 finite elements in case of a regularized viscosity function, i.e.,
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κ > 0, whereas for the extended Bingham fluid model, i.e., κ = 0, we have chosen the mixed
formulation from 3.1.4 and used conforming P1 elements for the primal variable and elemen-
twise constants for the dual variables. The resulting algebraic systems have been solved by
the augmented Lagrangian algorithm as described in Section 3. In both cases, the bound-
ary value problem (4.7a), (4.7b) has been discretized by conforming P1 elements, and the
resulting algebraic system has been solved by the preconditioned conjugate gradient method.

The computations have been performed for the commercially available polyurethane-
based electrorheological fluid Rheobay TP AI 3565 (cf. Bayer [1997a]). Using experimental
measurements for various electric field strengths, the viscosity function ϕ has been specified
by cubic spline approximations of the τ(γ )-flow curves (cf. Section 2).

We have considered two different geometrical configurations of the rheometer, namely a
wide-gap configuration with the specifications

Wide-gap: ri = 35 mm, re = 70 mm, li = 250 mm, le = 300 mm,

ω = 125 rad/s, U = 0, 2, 3 kV

and a narrow-gap configuration with

Narrow-gap: ri = 24 mm, re = 25 mm, li = 25 mm, le = 30 mm,

ω = 5 rad/s, U = 0, 50, 100 kV.

The following results have been obtained based on the regularized viscosity function ϕ with
κ = 10−11 (for related results based on the extended Bingham fluid model, i.e., κ = 0 we
refer to Engelmann, Hiptmair, Hoppe and Mazurkevich [2000]).

Figures 4.6 and 4.7 display the angular velocity profiles for the wide-gap configuration
with revolving outer cylinder (Fig. 4.6) and revolving inner cylinder (Fig. 4.7) at applied
voltages of U = 0 V, U = 50 kV, and U = 100 kV, respectively. In both cases, a zone with a
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Fig. 4.6 Wide-gap configuration: angular velocity profiles (revolving outer cylinder); from Hoppe,
Litvinov and Rahman [2005].
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Fig. 4.7 Wide-gap configuration: angular velocity profiles (revolving inner cylinder); from Hoppe,
Litvinov and Rahman [2005].
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Fig. 4.8 Narrow-gap configuration: angular velocity profiles (rotating outer cylinder); from Hoppe,
Litvinov and Rahman [2005].

constant angular velocity occurs close to the outer cylinder, which increases for increasing
voltage. This is the typical velocity profile for electrorheological Couette-type flows.

On the other hand, Figs 4.8 and 4.9 show the angular velocity profiles for the narrow-gap
configuration with revolving outer cylinder (Fig. 4.8) and revolving inner cylinder (Fig. 4.9)
at applied voltages of U = 0 V, U = 2 kV, and U = 3 kV. We observe that in both cases, there
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Fig. 4.9 Narrow-gap configuration: angular velocity profiles (rotating inner cylinder); from Hoppe,
Litvinov and Rahman [2005].
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Fig. 4.10 Isolines of the electric potential (wide-gap configuration).

is no zone with a constant angular velocity. Indeed, independent of the applied voltage, the
velocity profile is almost linear.

Finally, Fig. 4.10 contains the isolines of the electric potential ψ with respect to the
wide-gap configuration. In fact, for both the wide-gap and the narrow-gap configuration,
the electric field E = (Er,Ez)

T in the gap between the inner and outer cylinder is close to
the constant vector (U/(ri − re), 0)T and thus perpendicular to the velocity. The electric
field decays rapidly with increasing distance to the electrodes.
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4.2. Electrorheological shock absorbers

Due to their fast response to outer electrical fields, electrorheological fluids are much bet-
ter suited for automotive shock absorbers than conventional oils. In fact, electrorheologi-
cal shock absorbers feature a much wider characteristics than conventional ones and thus
allow for an ideal adaptation to different road conditions and driving styles (cf., e.g., Bayer
[1997b], Bayer and Carl Schenck [1998], Böse, Hoppe and Mazurkevich [2001],
Filisko [1995], Gavin, Hanson and Filisko [1996a,b], Hoppe, Litvinov and Rahman
[2003, 2007], and Hoppe, Mazukevich, Von Stryk and Rettig [2000]).

Figure 4.11 (left) displays the longitudinal section of an electrorheological shock
absorber. The absorber consists of two chambers filled with an electrorheological fluid, a
piston featuring two transfer ducts that connect the chambers, and a third gas-filled cham-
ber separated from the others by a floating piston. The inner walls of the transfer ducts act
as electrodes and counter electrodes. They are connected with an outer electric circuit by a
high-voltage lead within the piston rod. We distinguish between the compression mode and

Cylinder chamber A
filled with ERF

Piston rod

High-voltage lead

High-voltage
electrodes

ERF transfer ducts

Cylinder chamber B
filled with ERF

Floating piston

Gas reservoir

Insulator

Fig. 4.11 Schematic representation of an electrorheological shock absorber (left) and simplicial triangula-
tion of the computational domain (right).
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Fig. 4.12 Domain of flow of the electrorheological fluid at time instants t = 0 (left) and t > 0 (right).

the rebound mode. In the compression mode, the piston moves down and the fluid passes
from the lower chamber through the ducts into the upper chamber, whereas in the rebound
mode, the piston moves up and the fluid flow is in the opposite direction. The variation of
the applied voltage almost instantaneously changes the viscosity of the fluid and thus allows
to control the damper characteristics.

The fluid flow is assumed to be axially symmetric so that the computational domain can
be restricted to the right half of the fluid chamber and displayed in cylindrical coordinates
r, z. Fig. 4.12 illustrates the computational domain in the situation where the piston is at
an upper position (left) and at a lower position (right). Due to the displacement a(t) of the
piston, the computational domain changes in time and will thus be denoted by �a(t). If the
piston is displaced by a(t) = l1(t)− l1(0), the floating piston is displaced from its initial
position by b(t) = a(t)(R1/R)2, where R and R1 are the radii of the floating piston and the
piston rod. For a proper specification of the boundary conditions, we refer to 0a(t) = ∂�a(t)

as the boundary of the right half of the fluid chamber. In particular, 0(p)a(t) and 0(f )a(t) stand for
the boundary of the piston and the upper boundary of the floating piston. We further denote
by 0(e)a(t) and 0(c)a(t) the inner wall (CD in Fig. 4.12) and the outer wall (C’D’ in Fig. 4.12) of
the transfer duct, which serve as the electrode and counter electrode, respectively. Finally,
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0
(`)
a(t) := {(r, z) ∈ �a(t) | r = 0} stands for the left boundary of the computational domain,

which coincides with the symmetry axis. We set Q := �a(t) × (0,T),6a(t) := 0a(t) × (0,T)
and use analogous notations for the other space-time domains involving the specific parts of
the boundary of the computational domain.

Taking advantage of the axial symmetry, the velocity u is given by

u(r, z) = u1(r, z)er + u2(r, z)ez,

which gives rise to the following components of the strain tensor

ε11(u) =
∂u1

∂r
, ε22(u) =

u1

r
, ε33(u) =

∂u2

∂z
,

ε13(u) = ε31(u) =
1

2

(
∂u1

∂z
+
∂u2

∂z

)
,

ε12(u) = ε21(u) = ε23(u) = ε32(u) = 0.

The second invariant of the rate of strain tensor turns out to be

I(u) =

(
∂u1

∂r

)2

+

(u1

r

)2
+

(
∂u2

∂z

)2

+
1

2

(
∂u1

∂z
+
∂u2

∂r

)2

.

Denoting by ρ the density of the fluid, by ϕ the viscosity function according to (2.19), and by
f = (f1, f2)T the volume force with the radial and axial components f1 and f2, the equations
of motion take the form

ρ

(
∂u1

∂t
+ u1

∂u1

∂r
+ u2

∂u1

∂z

)
+
∂p

∂r

− 2
∂

∂r
(ϕε11(u))− 2

∂

∂z
(ϕε13(u))−

2

r
ϕ(ε11(u)− ε22(u)) = f1 in Q, (4.8a)

ρ

(
∂u2

∂t
+ u1

∂u2

∂r
+ u2

∂u2

∂z

)
+
∂p

∂r

− 2
∂

∂r
(ϕε13(u))− 2

∂

∂z
(ϕε33(u))−

2

r
ϕε13(u) = f2 in Q, (4.8b)

∇ · u =
∂u1

∂r
+
∂u2

∂z
+

u1

r
= 0 in Q. (4.8c)

Moreover, referring to v( p) as the piston velocity and to u(0) as some given initial velocity,
the boundary conditions and the initial condition are given by

u1 = 0 on 6a(t), (4.9a)

u2 = v(p) on 6(p)a(t), (4.9b)

u2 = v(p)(R1/R)
2 on 6(f )a(t), (4.9c)

u2 = 0 on 6a(t) \

(
6
(f )
a(t) ∪6

(`)

a(t) ∪6
(p)
a(t)

)
, (4.9d)

∂u2

∂r
= 0 on 6(`)a(t), (4.9e)

u(·, 0) = u(0) in �a(t). (4.9f)
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The motion of the piston satisfies the initial-value problem

m
dv(p)

dt
(t) = g(t, v(p)(t),U(t)), t ∈ (0,T), (4.10a)

v(p)(0) = v(p)0 < 0, (4.10b)

where m is the sum of the mass of the piston and the mass of the body that strikes the piston
at t = 0, U(t) stands for the applied voltage, and the drag force g(t, v(p)(t),U(t)) is given by

g(t, v(p)(t),U(t)) := −
∫
6
(p)
a(t)

(2ϕε31(u)νr + (2ϕε33(u)− p)νz) ds. (4.11)

The electric field E has the form

E(r, z) = E1(r, z)er + E2(r, z)ez.

As in the previous example (cf. Section 4.1), it can be computed by means of an electric
potential ψ(t) which at each time instant t ∈ [0, T] satisfies the following elliptic boundary
value problem

∇ · (ε∇ψ(t)) = 0 in �a(t), (4.12a)

ψ(t) = U(t) on 0(e)a(t), (4.12b)

ψ(t) = 0 on 0(c)a(t), (4.12c)

∂ψ

∂r
(t) = 0 on 0(`)a(t), (4.12d)

νrε
∂ψ

∂r
(t)+ νzε

∂ψ

∂z
(t) = 0 elsewhere. (4.12e)

For the numerical simulation of the operational behavior of the electrorheological shock
absorber, we have used a discretization in time with respect to a uniform partition of the
time interval [0, T] of step size k := T/M,M ∈ N, using the explicit Euler scheme for the
equation of motion (4.10) of the piston and the backward Euler scheme for the equations
of motion (4.8a)–(4.8c) of the fluid with ρ = 0. Knowing the computation domain at time
level tm, 0 ≤ m ≤ M − 1, the discretization in space has been taken care of by P2/P1 Taylor-
Hood elements for the fluid variables and conforming P1 elements for the electric potential
with respect to a simplicial triangulation of �a(tm). The discretized fluid equations have
been solved by the augmented Lagrangian algorithm as described in Section 3.1, whereas
the preconditioned conjugate gradient method has been used for the discretized potential
equation. For details, we refer to Hoppe, Litvinov and Rahman [2007].

The simulations have been based on the commercial electrorheological fluid Rheobay TP
AI 3565 (see Bayer [1997a]) by computing the viscosity function ϕ using experimentally
available τ(γ )-flow curves (cf. Section 4.1). As far as the geometry of the shock absorber is
concerned, we have used the following data (cf. Fig. 4.12):

R := 0.023 m, R1 := 0.005 m, r1 := 0.013 m, r2 := 0.017 m,

l := 0.14 m, l1(0) := 0.02 m, and d := 0.04 m.
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Fig. 4.13 Profiles of the relative velocity of the fluid in the piston duct for various applied voltages: U = 0
V (dotted-circled line), 1 kV (dashed-dotted line), 3 kV (dashed line), 6 kV (dotted line), and 9 kV (solid
line).

Figure 4.13 shows the relative velocity of the fluid urel = (u− v)/γ in the piston duct for
various electric field strengths, where γ = (

∫ r2
r1

rdr)−1
∫ r2

r1
r(u− v)(r, z1)dr is the flow rate

relative to the electrodes. In case of a vanishing electric field, we clearly observe a parabolic
flow profile typical for flows of Newtonian fluids between two parallel plates. For increasing
electric field strength, the profile flattens in the center of the duct with an increasing zone of
constant relative velocity. This is the typical flow pattern of electrorheological fluids.

Figure 4.14 displays the isolines of the electric potential ψ for various positions of the
piston assuming an applied voltage of U = 9 kV. Again, we see that the electric field is
essentially concentrated within the transfer ducts in the direction of the r-axis and rapidly
decays off the ducts.

Figures 4.15 and 4.16 contain visualizations of the velocity vector u at various stages of
the compression mode (Fig. 4.15) and the rebound mode (Fig. 4.16). As has to be expected,
in the transfer ducts, the direction of the velocity vector essentially coincides with the direc-
tion of the z-axis and is thus orthogonal to the electric field E.

We note that the pressure in the gas reservoir should be sufficiently large, since otherwise
the fluid chamber cannot be fully filled with the fluid and cavitation may occur. For further
details concerning the simulation results, we refer to Hoppe, Litvinov and Rahman [2007].

4.3. Shape optimization of electrorheological devices

An important issue in the design of electrorheological shock absorbers is to find a suitable
geometry of the inflow and outflow boundaries of the piston ducts such that both in the
compression mode and in the rebound mode pressure peaks are avoided which may cause
inappropriate damping profiles. This amounts to the solution of a shape optimization prob-
lem which for simplicity will be stated as a velocity and pressure tracking problem where
the objective functional is given by

minimize J(u, p, d) :=
α1

2
‖u− ud

‖
2
0,�(d) +

α2

2
‖p− pd

‖
2
0,�(d). (4.13)
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Fig. 4.14 Isolines of the electric potential at three different piston positions.

Fig. 4.15 Velocity vectors during compression.
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Fig. 4.16 Velocity vectors during rebound.
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Fig. 4.17 Bézier curve representation of the inlet and outlet boundaries of a piston duct (left), optimized
outlet boundary (middle), and details of the optimal design for various electric field strengths (right).



Modeling, Simulation and Optimization of Electrorheological Fluids 781

Here, ud
∈ H(div0

;�(d)) and pd
∈ L2(�(d)) stand for a desired velocity profile and pres-

sure distribution, respectively, αi ∈ (0, 1], 1 ≤ i ≤ 2, and �(d) is the domain occupied by
the fluid which depends on the design variables d = (d1, . . . , dm)

T
∈ Rm. The design vari-

ables are chosen as the Bézier control points of a Bézier curve representation (cf. Farin
[2002]) of the inlet and outlet boundaries (cf. Fig. 4.17 (left)).

The PDE constraints are given by

− ∇ · σ(u) = f in �(d), (4.14a)

∇ · u = 0 in �(d), (4.14b)

along with appropriate boundary conditions (cf. Section 4.2). The constitutive law is
assumed to be given by

σ = −pI + 2 ϕ(I(u), |E|, µ(u,E)) ε(u) (4.15)

with a regularized viscosity function ϕ of the form (2.19), where the electric field E is com-
puted via the gradient of an electric potential satisfying an elliptic boundary value problem
(cf. (4.12a)–(4.12e)). We further assume bilateral constraints on the design variables accord-
ing to

d ∈ K := {d ∈ Rm
| dmin

i ≤ di ≤ dmax
i , 1 ≤ i ≤ m}. (4.16)

Choosing X ⊂ H1(�(d))2 and Q := L2
0(�(d)), we refer to Y := X × Q as the state space

and denote by S(·, d), d ∈ K, the nonlinear Stokes operator associated with (4.14a), (4.14b).
Then, the state equations can be written in operator form according to

S(y, d) = g, (4.17)

where y := (u, p)T and g := ( f , 0)T . We choose d̂ ∈ K as a reference design and refer
to �̂ := �(d̂) as the associated reference domain. Then, the actual domain �(d) can be
obtained from the reference domain �̂ by means of an isomorphism

�(d) = 8(�̂; d),

8(x̂; d) = (81(x̂; d),82(x̂; d))
T , x̂ = (x̂1, x̂2)

T . (4.18)

The advantage of using the reference domain �̂ is that finite element approximations of
(4.17) can be performed with respect to that fixed domain without being forced to remesh
for each update of the design variables.

We denote by (Th(�̂))N a shape regular family of simplicial triangulations of �̂. By
means of (4.18), these triangulations induce an associated family (Th(�(d)))N of simplicial
triangulations of the actual physical domains �(d).

We use Taylor-Hood P2/P1 elements for the discretization of the velocity u ∈ X and the
pressure p ∈ Q denoting the associated trial spaces by Xh and Qh with dim Xh = n1 and
dim Qh = n2, respectively. This gives rise to an objective functional Jh : Rn

× Rm, n :=
n1 + n2, by means of

Jh(uh, ph, d) :=
α1

2

(
uh − ud

h

)T
I1,h(d)

(
uh − ud

h

)
+
α2

2
pT

h I2,h(d)ph, (4.19)
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where Iν,h(d), 1 ≤ ν ≤ 2, are the associated mass matrices and ud
h ∈ Rn1 , pd

h ∈ Rn2 result
from the L2 projections of ud, pd onto Xh ∩ H(div0

;�) and Qh, respectively. The discretized
shape optimization problem can be stated as

inf
uh,ph,d

Jh(uh, ph, d) (4.20)

subject to the discrete nonlinear Stokes system

Sh( yh, d) = gh (4.21)

and the constraints

d ∈ K. (4.22)

For notational convenience, in the sequel, we will drop the discretization index h.
Due to the dependence of the domain on the design parameters di, 1 ≤ i ≤ m, the objec-

tive functional is nonconvex. Therefore, there may exist a multitude of local minima.
Throughout the following, we assume that (y∗, d∗) ∈ Rn

× K is a strict local solution of
(4.20)–(4.22).

We solve the discrete minimization problem by an adaptive path-following primal-dual
interior-point method. To this end, we couple the inequality constraints (4.22) by logarithmic
barrier functions with a barrier parameter β = 1/µ > 0, µ→∞, resulting in the following
parameterized family of minimization subproblems

inf
y,d

B(µ)(y, d) (4.23)

subject to (4.21), where

B(µ)(y, d) := J(y, d)−
1

µ

m∑
i=1

[ln(di − dmin
i )+ ln(dmax

i − di)]. (4.24)

The dual aspect is to couple the constraint (4.21) by a Lagrange multiplier λ = (λu, λp)
T ,

which leads to the saddle point problem

inf
y,d

sup
λ

L(µ)(y, λ, d), (4.25)

where the Lagrangian L(µ) is given by

L(µ)(y, λ, d) = B(µ)(y, d)+ λT(S(y, d)− g). (4.26)

The barrier path µ 7−→ x(µ) := (y(µ), λ(µ), d(µ))T is defined as the solution of the non-
linear system

F(x(µ), µ) =

 L(µ)y (y, λ, d)

L(µ)λ (y, λ, d)

L(µ)d (y, λ, d)

 = 0, (4.27)

which represents the first-order necessary optimality conditions for (4.25).
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For the solution of the parameter-dependent nonlinear system (4.27), we use an adaptive
path-following predictor-corrector strategy along the lines of Deuflhard [2004].

Predictor Step The predictor step relies on tangent continuation along the trajectory of the
Davidenko equation

Fx(x(µ), µ) x′(µ) = −Fµ(x(µ), µ). (4.28)

Given some approximation x̃(µk) at µk > 0, compute x̃(0)(µk+1), where µk+1 = µk +

1µ
(0)
k , according to

Fx(x̃(µk), µk) δx(µk) = −Fµ(x̃(µk), µk), (4.29a)

x̃(0)(µk+1) = x̃(µk)+1µ
(0)
k δx(µk). (4.29b)

We use1µ(0)0 = 1µ0 for some given initial step size1µ0, whereas for k ≥ 1, the predicted

step size 1µ(0)k is chosen by

1µ
(0)
k :=

(
‖1x(0)(µk)‖

‖x̃(µk)− x̃(0)(µk)‖

√
2− 1

22(µk)

)1/2

1µk−1, (4.30)

where 1µk−1 is the computed continuation step size, 1x(0)(µk) is the first Newton cor-
rection (see below), and 2(µk) < 1 is the contraction factor associated with a successful
previous continuation step.

Corrector step As a corrector, we use Newton’s method applied to F(x(µk+1), µk+1) =

0 with x̃(0)(µk+1) as a start vector. In particular, for ` ≥ 0 and j` ≥ 0, we compute
1x(j`)(µk+1) according to

F′(x̃(j`)(µk+1), µk+1) 1x(j`)(µk+1) = −F(x̃(j`)(µk+1), µk+1) (4.31)

and1x
(j`)
(µk+1) as the associated simplified Newton correction

F′(x̃(j`)(µk+1), µk+1) 1x
(j`)
(µk+1) = −F(x̃(j`)(µk+1)+1x(j`)(µk+1), µk+1). (4.32)

We monitor convergence of Newton’s method by means of

2(j`)(µk+1) := ‖1x
(j`)
(µk+1)‖/‖1x(j`)(µk+1)‖.

In case of successful convergence, we accept the current step size and proceed with the next
continuation step. However, if the monotonicity test

2(j`)(µk+1) < 1 (4.33)

fails for some j` ≥ 0, the continuation step has to be repeated with the reduced step size

1µ
(`+1)
k :=

(√
2− 1

g(2(j`))

)1/2

1µ
(`)
k , g(2) :=

√
2+ 1− 1 (4.34)
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until we either achieve convergence or for some prespecified lower bound 1µmin observe

1µ
(`+1)
k < 1µmin.

In the latter case, we stop the algorithm and report convergence failure.
Actually, we perform the correction step by an inexact Newton method featuring right-

transforming iterations. The derivatives have been computed by automatic differentiation.
For details, we refer to Antil, Hoppe and Linsenmann [2007], Hoppe, Petrova and
Schulz [2002], Hoppe and Petrova [2004], Hoppe, Linsenmann and Petrova [2006],
Wittum [1989].

Figure 4.17 (middle) shows the optimized design of the outlet boundary of a piston duct
in the rebound stage (cf. Section 4.2) and details of the optimized outlet boundary for vari-
ous electric field strengths (the lines show the different designs for increasing electric field
strengths from right to left). Although the designs do not differ that much, the specification
of a best compromise is the subject of a further optimization routine.
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Monkmann, G., Böse, H., Ermert, H., Baumann, M., Freimuth, H., Meier, A., Egersdörfer, S.,
Bruhns, O.T., Raja, K. (2003a). Technologies for haptic systems in telemedicine. In: Nerlich, M.,
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method, 225
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extended Bingham fluid-model, 760–762
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barrier functions, 782
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Bercovier–Pironneau finite element approximation,
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Bézier control points, 781
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Bingham fluid, 487, 496, 499, 501, 507, 509, 513,
516, 553, 572, 577, 605, 608, 611–613, 615,
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model

extended, 731–740

generalized, 749

regularized, 730–731

Birger-Kachanov method, 758
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Brezzi theory, 411

Brezzi condition, 400

inf-sup condition, 400
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Brouwer’s fixed point theorem, 26, 34, 151, 738

Brownian configuration field method, 221,
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Brownian force, 216
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Casson

fluid flow, 507
fluid model, 725

extended, 727
model, 495

Cauchy stress tensor, 6, 13
CFL number, 356, 358, 359–360, 362
Chang, Nguyen & Ronningsen model, 498
characteristics, method of, 245, 331, 347, 394, 395
Cholesky factorization, 444
Cholesky method, 603, 672, 673, 708
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-element method, 698, 707
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complex fluid, 372
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434–437, 444, 464–467
conforming P1 elements, 771, 777
conjugate gradient, 409, 448, 452, 470, 472
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CONNFFESSIT, 213, 221, 222, 225, 228, 235–239,
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conservation of mass, 724
constitutive equations, 310, 380–381, 394,

397–398, 435, 436, 438, 464, 488, 494–496,
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748. see also models

in Riccati form, 383
constitutive laws, 404, 488, 494–498, 500, 501,
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continuity equation, 574, 575, 577, 582, 591–592,
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control variables, 239, 240
method, 240, 252

convergence, 323, 326–327, 332, 338, 339, 341,
345, 358, 465, 755, 756–758
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weak, 36, 102, 234, 237

Convex Analysis, 501
corium, 493, 494
correlated local ensembles, 246
Couette flow, 225, 228, 229, 233, 238, 249,

289–290, 293–294, 724, 772
Crank–Nicolson, 527, 762, 763
curve fitting, 478

D
Davidenko equation, 783
Deborah number, 372, 436, 461. see also time

relaxation
decomposition-coordination, 502, 579
deformation gradient, 374

field method, 225, 250
density, 14, 20, 454, 456, 461
departure feet, 406, 415
diffusion tensor, 231
Dirac measure, 442, 668
Dirichlet

boundary conditions, 441, 499, 514, 578, 613,
691, 698

problem, 530, 533, 539, 540, 542, 543
distribution, 497, 499, 621, 622, 624, 640, 654, 664
divergence theorem, 591, 594, 597, 599
divergence-free condition, 387
Doi-Edwards model, 222–223, 226, 228, 249–251,

293
Fokker-Planck equation, 222
stochastic differential equation, 222

Douglas–Rachford scheme, 543
drafting, kissing, and tumbling, 456–457, 460
drag, 492, 508, 688, 689, 693, 694, 698–700, 701,

703–708
coefficient, 421, 423–425

drift term, 214, 231
drilling, 492–493, 509, 513, 660, 686, 688
duality, 504, 517
dumbbell model, 215, 221, 269, 284–285, 313–315,

332
dynamical systems, 534

E
elastic energy, 388, 472–474, 476
elastic viscosity, 437
elasticity number, 436, 456–461
electro-rheological flow, 510
electrorheological fluid flow

isothermal incompressible, 724
initial-boundary value problem, 745–747

non-isothermal, 723
non-isothermal incompressible

boundary value problem, 750–752
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electrorheological shock absorbers, 774–778
compression mode, 778
rebound mode, 778

encapsulated dumbbell model, 215–219
energy

equation, 575–577, 585, 586, 597–599, 603, 612
estimate, 387–389

discrete energy estimate, 411–414
inequality, 18

ensemble average, 214, 215, 235
equilibrium distribution, 238, 239
Eulerian–Lagrangian method, 395–399, 424
Euler–Lagrange equation, 537
Euler-Maruyama scheme, 233, 234, 236, 237, 250
existence, 25, 75, 99–103, 146–148, 224, 325, 338,

339, 345, 386–387, 410–420, 731, 733
extra stress, 235, 240, 243, 247, 257, 261, 262, 310,

316, 322, 325, 330–332, 336, 353, 354, 357,
358, 380

tensor, 242–245, 276, 316, 437, 494, 509, 516,
575, 576, 628, 629

F
factorization, 434, 438
FD/DLM, 435, 436
FENE model, 215, 219, 224, 227, 235, 237,

285–288, 316
FENE-P model, 221, 238, 245, 285–288, 316
fictitious domain, 435, 439–441, 659, 660,

662–665, 673, 674, 680, 687, 688, 690,
694–698, 700, 701, 704, 707–710

filament stretching, 360–362
fingering instabilities, 362
finite element, 529. see also Galerkin

approximations, 507, 543–545, 554–556, 573,
609, 611, 668–671, 674, 687

implementation, 540
methods, 527, 567, 668, 679, 684, 685, 688
spaces, 526, 527, 545, 555–557
triangulations, 668, 682

finite volume method/scheme, 573, 574, 587–601,
604, 607–608, 619, 630, 657–658

FISHPAK, 448
fixed point iteration, 416, 422, 759
flow curves, 727, 777
flow map, 373–379, 395, 411, 422
flow rate, 492, 509, 633–635, 637, 639, 641–646,

655–656, 660, 672–674, 676, 678, 683
flow restart/restarting, 491, 492, 637, 639–641, 643,

646, 648–650, 654, 655, 657, 658
fluid of differential type, 6
fluid-particle, 435, 436
Fokker-Planck equation, 214–229, 231, 238, 253,

258–261, 269

concentrated solutions, 215
dilute solutions, 219, 253–262
Doi-Edwards model, 222–223, 226, 250
locally homogeneous flows, 253–262
non-homogeneous flows, 225, 264

force law
FENE, 215, 219, 232
FENE-P, 221
Hookean, 232

forward Euler scheme, 588
Fourier law, 748
free surface, 225, 317, 318, 330–332, 358
friction tensor, 216, 218
Fröbenius

norm, 7, 514, 690
scalar product, 501

Froude number, 692, 693
FVM. see finite-volume method

G
Galerkin, 19, 25, 171, 272, 335–336, 338, 390

approximation, 272, 280, 733
finite elements, 321
method, 19, 25, 26
stabilization, 323, 340, 343, 353

EVSS, 337–338, 343, 344, 359, 360
GLS, 322, 336–337, 338

Gauss-Legendre (GL) quadrature, 255
Gauss-Lobatto-Legendre (GLL) quadrature, 265
Generalized Lie derivative, 376, 384, 387

Gordon–Schowalter derivative, 378
lower convective Maxwell derivative, 377
upper convective Maxwell derivative, 377

generalized Stokes problem, 25, 26, 39, 175
discrete, 33, 150

Ginzburg–Landau nonlinearity, 537
Google Scholar, 513
gradient method with projection, 534
greedy algorithms, 228, 271, 276

for m-term approximation, 271, 277
orthogonal greedy algorithm, 277, 279–282
pure greedy algorithm, 276, 278–280

Green’s formula, 16, 18, 20, 69, 73, 194, 751
Gronwall’s Lemma, 82

discrete, 97

H
Hahn–Banach Theorem, 522
heat transfer, 491, 493, 494, 510, 511, 574
Herschel–Bulkley

fluid flow, 507, 509
model, 488, 489, 494–497

Hilbert spaces, 538, 540, 581
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homogeneous flow, 220, 228, 253–262, 276,
289–292

homogenization, 730
Hood–Taylor finite element approximation, 567
Houska’s model, 495–498, 571, 647, 653

I
Image Processing, 516, 534
importance sampling, 239
incompressibility, 15, 126, 387, 436, 444, 574, 650,

655, 697
incompressible, 492, 574, 577–582, 602, 606, 640

flow/fluid, 374, 501, 507, 509, 513, 514, 516,
543, 551, 574, 576, 604, 605, 612–627, 630,
632, 641, 645, 649–655, 657, 689, 730–745

material/medium, 499, 514
inertia tensor, 690
inflow boundary, 318, 466
inf-sup condition, 11, 26, 27, 51, 322, 334, 335

discrete, 32, 104, 149
local, 55

interior-point method, 782
internal variables, 723
inverse inequality, 40, 337, 417, 419
isothermal, 514, 516, 574–576, 604–606, 611, 616,

618–620, 627–657

J
jet buckling, 308, 355, 358–360

K
Karhunen-Love decomposition, 227
kinetic energy, 472–474, 562, 563, 565
Kramers expression, 231, 235, 257, 268, 276
Kuhn–Tucker multiplier, 522

L
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Lagrange multiplier, 434, 435, 440, 500, 503, 541,
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Lagrangian particle method, 222, 225, 240, 245,
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lattice-Boltzmann, 688
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level set, 309
lid-driven flow, 507, 508, 572–574, 608, 611, 658
Lie’s scheme, 435, 444, 445, 465, 466
lifting function, 144, 156
Lipschitz-continuous domain, 6, 20, 99
locally homogeneous flow, 220, 224, 253–262
log-conformation formulation, 391–393
log-conformation tensor, 434, 435, 464
low rank separation algorithms, 228, 276–282
lubrication, 658, 705–708

M
MAC method. see Marker & Cell method
Mach number, 434, 436, 457, 461, 575
macro-element, 47
Marchuk–Yanenko scheme, 553
Marker & Cell (MAC) method, 587
mass conservation equation, 499
material time derivative, 13
Maxwell-Boltzmann relation, 218
Maxwell-Wagner model, 722
method of characteristics, 347, 395
micro-macro methods, 213, 225, 235, 247
microscale models, 722, 723
mini-element, 46–49, 156
minimal residual method, 407
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FENE, 215, 219, 224, 227, 228, 235, 236, 239,

255, 285–288, 315, 316, 323, 332, 384
FENE-P, 221, 238, 243, 245, 285–288, 316
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Hookean, 238, 239, 245
Hookean dumbbells, 243, 284–285, 315–317,

326, 327, 341
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Leonov, 310
Maxwell

corotational, 323
upper convected, 310, 324, 381, 390

Oldroyd-B, 223, 224, 238, 284, 286, 310–312,
315–317, 325, 327, 330–331, 380–382,
386–388, 410, 420

corotational, 224, 310, 325
Phan-Thien Tanner, 310, 324
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Rolie-Poly, 310
Rouse chain, 216, 312, 316

molecular dynamics, 312, 723
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non-isothermal, 495, 496, 513, 571–574, 576, 585,

612, 613, 615–617, 619, 621–623, 625–627
Nonlinear Elasticity, 543
nonlocal model, 749, 750
non-Newtonian, 487, 507, 543, 573, 574, 604, 688

fluid, 5
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FENE model, 215, 219, 224, 227, 228, 235,
236, 239, 255, 285–288, 315, 316, 323,
332, 384
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general single variable models, 385
Giesekus model, 391, 392
Johnson–Segalman model, 382–383, 387
Oldroyd-B model, 223, 224, 238, 284,

310–312, 315–317, 325, 330–331, 380–382,
386–388, 410

Phan-Thien and Tanner (PTT) model, 384
UCM model, 381, 390, 391

normal stress modulus, 13, 14
no-slip boundary condition, 15, 437, 613, 629, 659,

690, 706, 708
nuclear

accident, 493
energy, 493

fission, 493
industry, 493
power, 493
reactor, 493

O
obstacle problem, 533, 536, 537
Oldroyd-B fluid, 242, 311, 325, 360, 434–436, 454,

456, 461, 463–465
OpenMP, 472
operator splitting, 543, 550, 551, 553–554, 565,

574, 660, 689, 695, 707, 708
methods, 226, 321, 330–332, 434, 435, 441–454
in complex flow simulations, 261–262

orthogonal projection method/operator, 504, 545,
692

P
Pan-Hao index, 464–465, 471
Papanastasiou model, 505
paraffin, 490, 492, 495, 570, 571
particle, 688–690, 692–695, 698, 700, 701, 704,

705, 707, 708
particulate flow, 510, 659, 668, 688, 689, 698
Peaceman–Rachford scheme, 543
Peclet number, 576, 616
penalization, 537, 541
penalty, 503, 528, 536, 548, 666
Perkins–Turner model, 495, 497–498
Picard iteration, 757–758, 763
pipeline, 490–492, 507, 569, 570, 573, 574, 587,

611, 612, 614, 627–629, 631, 632, 637, 641,
644–648, 650, 654, 655, 657, 658

P1-iso-P2, 469
plug region, 509, 614, 615, 621, 622, 624, 626, 637,

646, 650–652, 683, 684
Poincaré inequality, 8, 57, 159, 518, 521, 524, 529
point-dipole approximation, 722
Poiseuille flow, 229, 283, 290–292, 394, 420, 507,

614, 618, 621, 724
polar theory, 723
polymer, 6, 211, 215–227, 231, 235, 236, 240, 250,

289–294, 312
viscosity, 291, 310, 314

positive definiteness preserving, 433
positivity-preserving schemes, 378, 393–394

positivity-preserving interpolation, 402, 403
power law, 497, 543, 723, 725–726
preconditioning, 755
predictor-corrector

scheme, 225, 237, 250
strategy, 783
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pressure drop, 509, 516, 528, 569, 613, 624, 626,
630, 643, 644, 654, 660, 661, 673–679,
682–684, 686–688

projection-like algorithm, 500

Q
quasi-Stokes problem, 448

R
Rajagopal, K.R., 6, 13–15, 722, 723, 726
random variable, 239, 240, 242
rate of deformation tensor, 723

second invariant, 724, 725
rate-type models, 723
red-black SOR, 470, 472
regularity of solutions, 740
regularization, 488, 500, 504–510, 513, 516, 517,

519, 522, 551, 562, 572, 604, 609–611,
627, 658

relaxation time, 217, 222, 312, 314, 316, 321,
389, 456

reptation models, 222–223, 225, 226, 228, 249–251
constraint release, 223
independent alignment assumption, 250
Öttinger’s simplified uniform model, 268
reptation time, 222

repulsive force, 438
response surface methodology, 676, 686, 687
retardation time, 437, 454, 456, 461
Reynolds numbers, 187, 188, 283, 289, 353, 360,

372, 461, 507, 508, 575, 612, 628, 689,
692–694, 696, 698, 699, 701, 703–708

Rheobay, 771, 777
rheometer, 768–773
Riccati differential equation, 17, 372, 373,

378–379, 381, 425
right-transforming iterations, 784
rigid body, 508, 659, 689, 690, 698, 707
Rivlin-Ericksen tensor, 13
rock-cutting, 492, 688
Rouse matrix, 219
RSM. see response surface methodology
Ruzicka, M., 723, 726, 727, 740, 747

S
saddle point, 488, 502, 503, 530, 541, 579, 580,

671, 698
problem, 399–400, 409, 448, 743

nonlinear, 753, 756
safe zone, 438, 456, 461
Schur complement, 225, 248, 249, 410, 753
Schwarz inequality, 520, 524, 529

Scott–Vogelius elements, 407
sedimentation, 493, 572, 688–690, 698–702,

707–708
seismic reflection tomography, 543
semidiscrete scheme, 81, 87–99, 117
semi-Lagrangian method, 395
shape optimization, 778–784
shear, 489, 492, 495, 496, 506, 507, 571, 627,

646–648, 650–654, 657, 662, 694, 701
rate, 283, 291, 720, 724, 729
stress, 240, 283, 287, 293, 728, 729, 748

shear-thinning, 491, 494, 495, 497, 570, 571, 576,
689, 706, 708

shock absorbers
compression mode, 775, 778, 779
electrorheological, 768, 774–778
rebound mode, 775, 778

Simpson rule, 527, 556, 670
skew-symmetric, 467
s-Laplacian operator, 543
SLIC, 349, 350
slippage parameter, 383
Sobolev imbedding, 7, 10
Sobolev space, 7, 255, 324, 373, 499, 664, 730
solvent, 213, 216, 224, 283, 312

viscosity, 291, 308, 310, 325
sparse grids, 270, 272
sparse tensor product, 227–229, 270, 272–276, 294

method, 270
for the Fokker–Planck equation, 273, 294
for the Poisson equation, 272

spectral methods, 229, 253, 273, 283, 391
staggered grid, 573, 587, 698
stiffness parameter, 438–439
stochastic, 213, 217, 221, 223, 225–226, 238, 246,

249–251, 271, 283
differential equation, 214, 218, 220, 223,

231–235, 237, 241, 250, 314
Stokes, 327, 328, 332, 333, 338, 353–354, 580,

632, 692, 693
approximation, 730
equation, 10, 24, 87, 401–402, 554
flow, 423, 434, 463, 465, 471
fluid, 496
operator, 553
problem, 11, 17, 25, 28, 175, 244, 321, 332–338,

353, 553, 556, 557, 581, 584–586, 601, 602,
632

strain-rate tensor, 500, 503, 505, 572, 576, 585,
600, 687

stream-function, 565
streamlines, 562, 563, 605, 606, 608–610
stress deviator, second invariant, 729
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stress-tensor/vector, 494, 509, 516, 575, 576, 579,
628, 629, 661

strong law of large numbers, 221, 237
structure parameter, 495, 497, 498, 571, 573, 576,

577, 585, 586, 599, 603, 646–647, 650, 651,
653–655

subspace correction methods, 409
Superbee slope limiter, 590, 592, 596, 598
symmetric gradient, 6, 13, 308

T
tangential Dirichlet condition, 15
Taylor–Hood elements, 46, 51–58, 113, 114,

161–162, 777
temperature, 489–491, 493, 495, 496, 512, 515,

569–571, 573, 574, 576, 577, 585, 598,
611–617, 619–627, 630, 657, 658

dependence, 747, 748
thermodynamical balance equation, 748
theta-scheme, 762
thixotropy, 489–492, 495–498, 512, 513, 569–574,

577, 585, 612, 646–651, 654–655, 657, 658
time relaxation, 217, 222, 238, 310, 314, 380, 389,

456
transition matrix, 375, 377, 383
translation velocity, 437, 446, 447, 690
transport equation, 16, 19–23, 66, 85, 98, 175, 468

time-dependent, 81, 83, 98
transport problem, 554, 557
transverse isotropy, 723
trapezoidal rule, 556, 670
triangulation, 38

conforming, 38, 164
regular, 155, 161, 164
uniformly regular, 40

trilinear form, 26, 36, 100, 133, 149
antisymmetric, 32, 133

tubular neighborhood, 145, 156
TVD schemes, 573, 588, 598

U
uncorrelated local ensembles, 246
upstream, 242, 437, 474
upwind scheme, 31, 66, 70, 72, 114, 162, 588
Uzawa algorithms, 530, 574, 605–607, 611,

616–618, 645, 687
nonlinear, 754–755

preconditioned, 755–756
Uzawa method, 407

V
variance, 233, 239, 243, 272

reduction, 222, 239–241, 323, 341, 355
variational inequality, 488, 500–502, 513, 515, 517,

518, 521, 523, 528, 529, 532, 533, 554, 558,
582, 664, 665

of second kind, 740, 760
velocity

gradient, 6, 13, 224, 247, 251, 258, 390, 467
space average, 217

virtual power, 439
viscoelastic flows, 307, 321–329, 347, 371, 433
viscosity, 13, 213, 283, 308, 310, 380, 424, 437,

456, 490–497, 505, 506, 514, 570–573,
575–577, 585, 601, 612, 615, 617, 620–623,
627, 628, 641, 646–648, 657, 692, 694, 697,
700, 706, 719

function, 725, 727, 729, 749, 753, 777
second, 496, 506, 577

VOF, 309
volume-preserving integrator, 396
Von Mises criterion, 572

W
wave-like equation, 436, 450, 451, 468, 470
waxy crude oil, 487, 490, 492, 495, 497, 569–574,

576, 612, 614, 627, 637, 638, 641, 646, 654,
657, 658

weak formulation, 435, 439
Weissenberg effect, 372
Weissenberg number, 372, 381, 434, 464–466, 472.

see also time relaxation
high Weissenberg number problem, 390

well-posedness, 223, 224, 325, 334, 338
global existence, 224
local existence, 224

Wiener process, 214, 216, 217, 219, 220, 223, 232
Wineman, A., 723, 726
Winslow, W.M., 720

Y
yield stress, 487–499, 505, 507, 509, 510, 513,

569–571, 573, 576, 577, 605, 612, 614,
615, 617, 620–627, 641, 646–648, 650,
651, 653, 657, 659, 660, 688, 693, 694,
700, 720

Yosida approximation, 22
Young measures, 730
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Fig. 2.1 Rock cutting removal.

Fig. 26.4 Time evolution of the structure parameter for a successful restart (Bn∗max = 1.025, Bn∗0 = 0.1,
Bn = 0.925, χ∗ = 4× 10−2, Bd = 0.1, andRe = 0.07).
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